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ABSTRACT To improve the accuracy of user implicit rating prediction, we combine the traditional latent
factor model (LFM) and bidirectional gated recurrent unit neural network (BiGRU) model to propose a
hybrid model that deeply mines the latent semantics in the unstructured content of the text and generates a
more accurate rating matrix. First, we utilize the user’s historical behavior (favorites records) to build a user
rating matrix and decompose the matrix to obtain the latent factor vectors of users and literature. We also
apply the BERT model for word embedding of the research papers to obtain the sequence of word vectors.
Then, we apply the BiGRU with the user attention mechanism to mine the research paper textual content
and to generate the new literature latent feature vectors that are used to replace the original literature latent
factor vectors decomposed from the rating matrix. Finally, a new rating matrix is generated to obtain users’
ratings of noninteractive research papers and to generate the recommendation list according to the user latent
factor vector. We design experiments on the real datasets and verify that the research paper recommendation
model is superior to traditional recommendation models in terms of precision, recall, F1-value, coverage,
popularity and diversity.

INDEX TERMS Recommender systems, deep learning, LFM, BiGRU, user attention.

I. INTRODUCTION
The Internet currently provides us with abundant online con-
tent, which makes it very time consuming to go over every
detail and find needed information. This is often referred to
as the information overload problem [1], where users find
an overwhelming number of publications that match their
search queries but are largely irrelevant to their latent infor-
mation needs [2]. Researchers have encountered the problem
of information overload while consulting research paper data.
For researchers, how to quickly find papers of interest is a
considerable challenge. To solve this problem, search engines
and recommender systems are widely investigated.

Search engines return relevant content based on keywords
provided by users. Recommender systems (RSs) are rapidly
becoming key instruments in solving the problem of infor-
mation overload [3], and its core is the recommendation
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algorithm. The main task of the recommendation algorithm
is to connect users and information in a certain way to
help users find the information that they may be interested
in [4]. Learning from the success of RSs in many different
domains, such as movies, news, and social networks, relevant
recommendation techniques can be applied to the domain of
research paper recommendation. By analyzing the historical
behavior data (favorites records) of researchers, we canmodel
their research preferences and actively recommend research
papers they are interested to solve the problem of information
overload in academic research and to reduce the research cost.

In the past few decades, deep learning technology hasmade
breakthrough progress in the fields of computer vision, natu-
ral language processing, speech recognition, machine transla-
tion, and online advertising [5]. Deep models tend to perform
well in situations where the datasets are well characterized
and can be trained on a large quantity of appropriately labeled
data [6]. Deep learning-based RS usually receives user- and
item-related data and uses deep neural networks [7] to extract
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user and item features; then, it combines with traditional rec-
ommendation algorithms to generate item recommendations.
Existing deep learning-based research paper RSs mostly use
deep learning models to mine researchers’ historical behavior
information (e.g., citations, downloads, and favorites records)
to model user interests. However, most of the current research
paper RSs are not sufficient for mining the textual content
of the research papers. The use of one-hot codes for word
embedding leads to an inability to reflect the difference in
words at the part-of-speech and semantic level. The vector
space model (such as the bag-of-words model) does not
deeply mine the serialized features of words (such as long-
distance phrase structure) when encoding text sequences.
These inadequacies cause the extracted paper feature repre-
sentation to be inaccurate, which affects the recommendation
performance of the RS for research papers.

In the information retrieval scenario, the correctness and
ranking of search results greatly affect the user’s search
experience [8]. Users often want the correct recommendation
results to appear first in the entire list. In the recommendation
scenario, For the reason that the user’s needs are not clearly
given, the RS needs to infer the user’s interests (implicit,
diverse) and find the user’s favorite items. The recommended
literature must not only meet the user’s interests but also have
a certain degree of difference and diversity to meet the diverse
needs of the user.

Aiming at the problems of insufficient text mining and
diversity of recommendation results, we combine the tradi-
tional LFM and BiGRU model to propose a hybrid model
for research paper recommendation. It is divided into three
modules. In the first module, the traditional LFM is used
to extract latent factor vectors of users and literature from
the user-to-literature interaction matrix [9]. In the second
module, word vector technology is applied to store rich text
semantic information and word order position information.
It helps to enhance text data representation of literature and
to solve the problem of lack of effective data representa-
tion in the traditional hybrid recommendation. We adopt
the BiGRU model with a user attention mechanism to learn
the latent feature vectors that contain content information
from the research paper textual content and are used instead
of the latent factor vector learned by the LFM to improve
the accuracy of the implicit rating prediction. In the third
module, we set weights for user ratings and document
diversity to generate a recommendation list for research
papers.

The main contributions of our proposed scheme are sum-
marized as follows:

1) We combine traditional LFM and BiGRU to propose a
hybrid neural network model for research paper recom-
mendation.

2) We apply a pooling approach based on a user attention
mechanism to assign attention weights to each word in
the sequence of word vectors to extract latent literature
features that can reflect both user preferences and the
content of the research paper.

3) In the construction of the literature latent factor vector,
we assign basic weights to keywords in literature in
advance to prevent the subject information of literature
in word vectors from being deleted after being pooled.

4) In the recommendation list generation stage, we utilize
a rating matrix to generate the recommendation list
according to the user latent factor vector and recom-
mend multiple types of documents to meet the different
needs of users under the premise of ensuring precision.

The remainder of the paper is organized as follows.
Section II reviews the related work. Section III introduces a
hybrid recommendation model based on deep learning for
the research paper. Section IV compares the experimental
results, and Section V presents a summary of the findings and
conclusions.

II. RELATED WORK
Since theGroupLens research group of theUniversity ofMin-
nesota first proposed the collaborative filtering recommenda-
tion algorithm in the 1990s, RS has become a research hotspot
in the computer field. In the past two decades, many scholars
and enterprises have studied RS in depth and proposed many
new methods and technologies [4], [10], [11]. These research
results have been widely utilized in various fields. In the field
of research paper recommendation, researchers worldwide
are currently focusing on the structure and semantic infor-
mation of research papers.

A. RESEARCH PAPER RECOMMENDATION BASED ON
COLLABORATIVE FILTERING
The technique of collaborative filtering (CF) is especially
successful in generating personalized recommendations [12].
The goal of CF is to predict the preferences of one user,
referred to as the active user, based on the preferences of
a group of users. To integrate the collaborative filtering
algorithm into the field of research paper recommendation.
McNee et al. [13] analogized between a research paper RS
and a movie RS. They analyzed the citations of researchers
on research paper to construct a researcher-literature rating
matrix, and then they processed the rating matrix through
principal component analysis (PCA) and other dimension-
ality reduction techniques to achieve a recommendation for
research papers. However, that would be less suitable for
finding closely related references but perhaps more suitable
for finding novel references for users. Pennock et al. [14]
suggested a method called personality diagnosis (PD) to
recommend research papers to similar users. This method
calculates the similarity between users based on the user’s
preference for the item, then it calculates the probability that
the users like the new items and recommends research papers
with a higher probability value to the user. This method
retains the advantages of the traditional similarity calculation
and additionally supports the addition of new data to achieve
good practical results. One of the limitations with this method
is that it excessively relies on how users rate titles.
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B. CONTENT-BASED RESEARCH PAPER
RECOMMENDATION
The difficulty of the content-based research paper recom-
mendation algorithm is how to find the content feature rep-
resentation [15] that can reflect the professional semantics
of the research papers. Sugiyama and Kan [16] generated
academic paper recommendation results based on users’
recent research interests, which improved the recommenda-
tion effect. Kazemi and Abhari [17] compared the efficiency
and usability differences between two well-known content-
based recommendation methods of term frequency inverse
document frequency (TF-IDF) in the abstract extraction of
the paper and the feature generation of the recommendation
system extraction. The most serious disadvantage of this
method is that it only focuses on the abstracts of research
papers.

C. RECOMMENDATION SYSTEM BASED ON HYBRID
RECOMMENDATION
The hybrid recommendation algorithm usually integrates dif-
ferent recommendation models to complement each other to
achieve better recommendation results [18]. Basu et al. [19]
proposed a method that can simultaneously apply citation
information and content information to calculate the simi-
larity between two papers. They applied keyword vectors to
construct paper features to achieve research paper recom-
mendations. However, they did not consider the impact of
multiple information sources, including sources that exploit
a limited amount of content. The performance of traditional
recommendation algorithms whenmining and analyzing item
content and user historical interaction records to model user
interests and item features are still limited [20]. Finding a
more effective feature extractor is crucial to improving the
precision of the recommendation system [21].McAuley et al.
combined ratings with review text to propose a hidden factors
and hidden topics model (HFT) for product recommenda-
tions. Their approach can fit user and product parameters
with only a few reviews [22]. Wang and Blei [23] combined
the merits of traditional collaborative filtering and proba-
bilistic topic model to propose a collaborative topic regres-
sion (CTR) model for scientific articles recommendations.
This method has improved the recall rate of literature rec-
ommendation. Nevertheless, the latent representation learned
by CTR may not be very effective when the auxiliary infor-
mation is very sparse. Kim et al. [24] proposed a context-
aware recommendation model which integrates Convolu-
tional Neural Network (CNN) into LMF in order to capture
contextual information in description documents for the rat-
ing prediction. Zhang et al. [25] proposed an extreme residual
connected convolution collaborative ciltering (xRConvCF)
model which utilizes textual information to predict rating for
each item. This model mitigates the problem of the vanishing
gradient and enhance feature reuse. Cheng et al. [26] pro-
posed an aspect-aware latent factor model (ALFM), which
could effectively combine reviews and ratings for rating

prediction. Their model could alleviate the data sparsity
problem and gain good interpretability for recommendation.
Based on their own previous research, they proposed a multi-
modal aspect-aware latent factor model (MMALFM) for rat-
ing prediction and investigating the utility of item images on
the performance [27].

D. RECOMMENDATION SYSTEM BASED ON DEEP
LEARNING
Compared with the traditional recommendation model, deep
learning technology [28] can mine research paper features
and user interaction records more deeply. On the one hand,
through self-representation learning, the deep features of user
and project data can be learned and represented [29]; on the
other hand, through automatic feature learning from multi-
source heterogeneous data, there is no need to map the data to
the same latent space. Sedhain et al. [30] combined the deep
self-encodermodel and shallow collaborative filtering recom-
mendation method, and they proposed the AutoRec recom-
mendationmodel. It takes the user’s ratingmatrix as input and
generates a reconstructed rating matrix after passing through
an encoder and a decoder and trains the model by minimizing
the error of the parameters. The intermediate results of the
model can be regarded as latent for user and item vectors.
The collaborative deep learning (CDL) model proposed by
Wang [31] combined the Bayesian stacked denoising auto
encoder (SDAE) and the probabilistic matrix decomposi-
tion (PMF) in a tightly coupled manner to capture the sim-
ilarities and deep layers between item content and user rela-
tionships. However, overall, since the training is disjoint, each
individual model size usually needs to be larger to achieve
reasonable accuracy for an ensemble to work. Combined
with attention neural network, they presented an aspect-aware
recommender model named A3NCF for rating prediction
[32]. Chin et al. proposed an end-to-end Aspect-based Neural
Recommender (ANR) to perform aspect-based representa-
tion learning for both users and items via an attention-based
component [33].

Although deep neural networks can effectively capture
the nonlinear relationship between users and items, the
premise of applying deep neural networks is that each user
or item is subject to independent and identical distributions,
which is obviously contradictory to reality. Therefore, the
deep learning model is slightly inferior to the collab-
orative filtering shallow model in capturing user inter-
est and the matching degree and potential relationship
between items. To extract a more accurate representation
of the literature features and capture the potential relation-
ship between user interests and research papers, we com-
bine the content-based recommendation method with the
LFM. The BiGRU based on the user attention mechanism
can further help the network remember more important
information for users and can provide better interpretabil-
ity for feature extraction of textual content information,
improving the precision of recommendation results and user
satisfaction.
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FIGURE 1. The hybrid recommendation model for research papers.

III. HYBRID RECOMMENDATION MODEL BASED ON
DEEP LEARNING
In this section, we first formulate a hybrid recommenda-
tion model based on deep learning for further decentralized
research and then introduce the details of our recommenda-
tion model.

For the purpose of offsetting the excessive specialization
of the recommendation results caused by the content-based
recommendation method and the problems of sparse data and
cold start generated by the collaborative filtering-based rec-
ommendation method, we unify the two methods for hybrid
recommendations. The model structure is shown in Fig. 1.
First, we utilize the LFM to extract the user latent factors
and literature latent factors that reflect the user’s interests and
then use the BiGRU with the attention mechanism to deeply
mine the research paper textual content. However, there is a
slight deviation between the feature representation extracted
by BiGRU reflecting the content information of the literature
and the literature latent factors. For the purpose ofminimizing
this deviation, we employ the literature latent factor vectors to
guide the training process of the deep neural networks and use
the user latent factors to guide the dynamic weight distribu-
tion of the word vector in the process of extracting the litera-
ture features. Finally, we directly match the user latent factors
with the high-level feature representation of the extracted
paper by the deep neural networks to predict the user’s prefer-
ence for candidate research papers. The collaborative filtering
method learns from the user’s historical behavior (favorites
record), guides and adjusts the content feature extraction
process of the content-based recommendation method. The
extracted paper content features can also modify the literature

latent factors generated by the LFM method to improve the
recommendation performance of the collaborative filtering
method. When generating a research paper recommendation
list, we sort the user’s preference literature from high to low
and recommend them in order. The model mainly uses BERT
word embedding technology, sequence coding technology
based on the BiGRU network and pooling technology based
on the user attention mechanism.

A. MATRIX DECOMPOSITION BASED ON LFM
The latent factor model [34] is a generalization of content-
based filtering. LFM first classifies all items and then rec-
ommends items to users based on the user’s classification of
interest [35]. The matrix decomposition in Fig. 1 depicts the
standard LFM. Now, ru,i forms a ratings matrix by taking
users as rows and items as columns. The entire ratings matrix
is expressed as the product of the user latent factor matrix
and the literature latent factor matrix. As a product of two
matrices, it is expressed mathematically in the form of matrix
decomposition. The rating of user i on item j is modeled as:

ru,i = puqi =
F∑
i=1

pu,kqTi,k (1)

where pu,k denotes the relationship between the interest of
user u and the k-th latent factor, and qi,k denotes the rela-
tionship between item i and the k-th latent factor. F denotes
the number of latent factors, and r is the user’s interest in
item [36].

As shown in Algorithm 1, in the latent factor matrix
decomposition stage, the user latent factor matrix and
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Algorithm 1 LFM

1 Input: the rating matrix ratings, the number of iterations
N , the number of latent factors K , the regular term λ and
the stride α;

2 Output: the user latent factor matrix Pu,k , literature
latent factor matrix Qi,k ;

3 Initialize the matrices Puser and Qitem randomly;
4 Stochastic gradient descent method training parameters
Puser and Qitem;

5 for step← 1 in range(0,N) do
6 for user, item in ratings do
7 Randomly draw negative samples;
8 Iu,i← 0;
9 for item, ru,i in items do
10 ˆru,i← Predict the user ′s rating;
11 erru,i← ru,i − ˆru,i;
12 Iu,i← Iu,i + α ∗ erru,i;
13 for f ← 0 in range(0,F) do
14 Pu,k ←

Pu,k + α ∗ (Iu,i ∗ erru,i ∗Qi,k − λ ∗ Pu,k );
15 Qi,k ←

Qi,k + α ∗ (Iu,i ∗ erru,i ∗ Pu,k − λ ∗Qi,k );
16 end
17 end
18 end
19 α← α ∗ 0.9;
20 end

research paper latent factor matrix are randomly initialized
on the divided training set, and the inner product of the two is
used to represent the user’s predicted rating for the candidate
research papers. The goal is to minimize the mean square
error between the predicted rating and the actual rating in the
training set. In the dataset, since the user’s interaction records
for items are often concentrated in a certain class or several
classes, the difference in the scores of similar research papers
in the same class is stable. Therefore, we set the bias term Iu,i
based on the original loss function to decrease the number of
iterations. The loss function floss is expressed as:

floss =
1
2

∑
(u,i)∈K

Iu,i(ru,i −
k∑

k=1

pu,kqTi,k )
2

+
λ

2

k∑
k=1

‖ pu,k ‖2 +
λ

2

k∑
k=1

‖ qi,k ‖2 (2)

where bias term Iu,i =
bu,i
µ
, bu,i indicates the number of user

interactions with the item, and µ denotes the global average
of all rating records of user i. λ ‖ pu,k ‖2 and λ ‖ qi,k ‖2 in
the above formula denote the regularization terms used to pre-
vent overfitting. λ shows the regularization parameter, which
needs to be obtained through repeated experiments according
to specific application scenarios. The optimization of the loss

function uses a stochastic gradient descent algorithm:

pf+1u,k = pfu,k + α(Iu,i(ru,i −
k∑

k=1

pu,kqTi,k )q
f
i,k − λp

f
u,k ) (3)

qf+1i,k = qfi,k + α(Iu,i(ru,i −
k∑

k=1

pu,kqTi,k )p
f
u,k − λq

f
i,k ) (4)

Iterative calculation continuously optimizes the parameters
(manually sets the number of iterations in advance) until the
parameters converge. Finally, we obtain the user latent factor
matrix Pu,k and literature latent factor matrix Qi,k , which can
reflect the user’s interest preference.

B. BERT WORD EMBEDDING BASED ON PRETRAINING
Before using the text content as the input of the model,
we preprocess the text content data according to the follow-
ing steps: (1) In order to avoid the model from recognizing
the same word as different words due to the difference in
capitalization, the words in the text are unified expressed
in lowercase letters. (2) We identify the separators such as
spaces and punctuation marks in the text content, and then we
use these characters to divide the text content into indepen-
dent words. (3) The stop words are removed. (4) The words
received are summarized into a dictionary. (5) According
to the generated dictionary, the index of each word in the
dictionary is obtained, and a one-hot code for each word is
generated. (6) The word vector sequence of the literature are
obtained.

The BERT model pre-trained takes preprocessed literature
content as input. First, we add the word embedding, syntactic
embedding, and position embedding of the word sequence
through the embedding layer and then solve the masking
languagemodel task through the two-way transformermodel.
Finally, we extract the word vector sequences from the titles
and abstracts of the research papers.

1) INPUT LAYER
The research paper textual content can be regarded as a
sequence of words, denoted by X = (x1, x2, . . . , xT ), where
T indicates the length of the text sequence, and the word
sequence corresponding to the textual content of different
literature is also different. xt ∈ RV represents the word t in
the text sequence and is usually expressed in the form of a
one-hot code, where V indicates the size of the dictionary of
the dataset. Therefore, xt denotes a V-dimensional vector, the
t th element of this vector is 1, and all other elements are 0.
It should be noted that the representation of the text sequence
X here strictly preserves the order of words in the textual
content, which provides timing information for subsequent
semantic coding based on the BiGRU network.

2) WORD EMBEDDING LAYER
The second layer of the network is the word embedding
layer. Since the scale of the dataset dictionary may reach
100,000 or even one million levels, using a single hot code to
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represent wordsmay cause a problem of dimensional disaster,
which is not conducive to the processing of subsequent tasks.
Therefore, we apply the word embedding layer to convert
the high-dimensional one-hot vector xt of the word into a
low-dimensional word vector et through the pretrained BERT
network.

C. WORD SEQUENCE CODING BASED ON BiGRU
The standard GRU can only capture the forward semantic
information of the text sequence, and in practical applica-
tions, the reverse text sequence implies the available seman-
tic information that has mining potential [37]. Therefore,
we utilize a BiGRU to simultaneously model the forward
and reverse sequences of the textual content of the literature
to obtain a more comprehensive and accurate text sequence
encoding. BiGRU transforms the GRU network structure,
changing the original one-way feedforward neural network to
a two-way neural network, encoding the context of the litera-
ture from the forward and reverse directions, respectively, and
according to different weights at each time step. The hidden
states of the two networks are added together as the hidden
state of the bidirectional network at the moment to obtain
a more effective representation of the literature features.
To save the state of these two hidden layers simultaneously,
BiGRU needs twice the storage space to save their weights
and offset parameters.

When training the GRU networks, we take the word vector
sequences output by the BERT model as input and set the
hidden layer dimension for GRU. Since GRU implements its
own iteration, there is no need to specify the number of time
steps. We apply the literature latent factor matrix learned in
the LFM as the label of the training set, with the aim of mini-
mizing themean square deviation of the literature latent factor
matrix and the hidden state sequence. Then, we apply the
Adam algorithm [38] for small batch gradient descent during
training, which continuously updates the model parameters
until the algorithm converges.

D. POOLING TECHNOLOGY BASED ON THE USER
ATTENTION MECHANISM
In recent years, attention-based neural network architectures,
which learn to focus their ‘‘attention’’ on specific parts of
the input, have shown promising results on various tasks
[39]–[41]. The pooling method based on the user’s attention
mechanism fully considers the weight of the extracted text
feature vectors of the user’s preferences, unifies the content-
based recommendation method and the collaborative filtering
method, and improves the accuracy of the recommendation.

In this work, due to the word sequence of the text is long,
the final feature vector obtained by the BiGRU model in
actual applications will be biased toward the last few words
of the text sequence. To solve this problem, we adopt an
attention mechanism, which can make full use of user pref-
erences to adjust the weight of word vectors to obtain a more
compact and accurate representation of content features. The
main idea of the user attention mechanism in this work is

FIGURE 2. The network structure of the pooling layer based on the user
attention mechanism.

to automatically examine the importance of different words
in the text sequence to different users through the attention
network when generating text feature vectors according to
the degree of user latent factors affecting the words in the
text sequence and assign different weights to the words. The
weighted average of the word vector sequences is used to
represent the text feature vector of the literature. The obtained
text feature vector can not only retain the textual content of
the literature but also reflect the user’s preferences, which is
more suitable for the next recommendation task. The network
structure of the pooling layer based on the user attention
mechanism is shown in Fig. 2.

The user attention network takes the user latent factors
pu learned by the shallow LFM and the word sequences
ht obtained by the word encoder based on the BiGRU net-
work as input. First, at time t , the weight matrices W (u) and
W (h) are used to linearly transform pu and ht in the hidden
state, respectively. Then, the nonlinear activation function is
applied to extract the nonlinear semantic information. Finally,
linear transformation is used again to obtain the attention
degree of user u to word t in the text sequence. The formula
for the calculation process is as follows:

ru,t = R(pu, ht ) = vT tanh(W (u)pu +W (h)ht ) (5)

where the vector v, weight matrix W (u) and W (h) can be
learned by training the user attention network.

According to the attention degree of user u to word t in
the text sequence, the normalization operation is performed
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to obtain weight aut assigned by user u to word t in the text.
According to the weight value output by the user attention
network, the weighted average qu =

∑T
t=1 autht of the word

vector sequence is used to represent the new literature latent
factors extracted from the content of the literature. The new
literature latent factors are applied to replace the original
literature latent factors in the next stage.

E. RECOMMENDATION LIST GENERATION
After obtaining the latent factor vector matrix of users and
literature, the user rating matrix can be generated by LFM.
The RS allows a certain type of content to appear together,
which is not effective for users with diverse needs. When the
number of recommended documents is small, users tend to
focus on the documents in a certain category of interest; when
the number of recommendations increases, the diversity of
recommended documents gradually becomes important for
many types of interested users. Additionally, in the recom-
mendation results, a certain article scores low in the class
that users care about, but it scores high in the class with
low user interest. This article will not attract users under
normal circumstances, but it will eventually appear in the
final recommendation list due to the high overall score.

To solve the above two problems:
1) To meet the diversity of recommended results, in the

scenario of recommending multiple research papers,
under the premise of ensuring the accuracy of the rec-
ommended results, the RS should limit the large num-
ber of research papers of the same type from appearing
in the results.

2) To make the correct recommendation result rank high,
we rescored the literature by setting weights and gen-
erating the recommendation results.

As shown in Algorithm 2, the reordering process is as
follows. First, original user ratings were removed from the
new dense ratings matrix to prevent recommending literature
that the user has already viewed. For a certain user, we sort
the scores in descending order and intercept the first n as the
candidate set. Then, we calculate the new user-item score, and
the formula is as follows:

r ′u,i = (1−W (K ))ru,i +W (K )dk,i (6)

where r ′u,i denotes the user’s new rating for the literature,
W (K )

=
pu,k∑
pu,k

indicates the weight of a certain class that the
user is interested in, and dk,i denotes the diversity of literature
i.

Finally, according to the new score sorting, a recommen-
dation list is generated that focuses on mining the original
recommendation results, so if the accuracy of the original
results is high, it will not have a greater impact on the rec-
ommendation results.

IV. EXPERIMENTS
In this section, we establish several comparative experiments
and control experiments respectively to compare and evaluate

Algorithm 2 Recommended List Generating

1 Input: the original rating matrix ru,i;
2 Output: the new rating matrix r ′u,i;
3 Define and initialize the related variables: the weight of
a certain classW (K ) and the diversity of literature dk,i;

4 Remove original user ratings from the new ratings
matrix and sort the scores in desc order;

5 for ru,i in the candidate set do
6 W (K )

← 0;
7 for pt in pu,k do
8 if pt is the maximum then
9 W (K )

← pt/sum(pu,k );
10 end
11 end
12 for qs in qi,k do
13 if qs is the maximum then
14 dk,i← 1− qs/sum(qi,k );
15 end
16 end
17 r ′u,i← (1−W (K ))ru,i +W (K )dk,i;
18 end

the proposed model on six metrics including precision. First,
the datasets applied in the experiments is introduced. Then,
several methods and models for comparison are presented.
Finally, the experimental results obtained are analyzed and
discussed.

In the experiment, the Keras deep learning framework is
used to implement the hybrid research paper recommenda-
tion model. In the latent factor matrix decomposition stage,
the user latent factor matrix and research paper latent fac-
tor matrix are randomly initialized on the divided training
set. We employ the validation set to determine the opti-
mal hyperparameters that λ = 0.01, α= 0.01 and F = 150.
For BERT model, the pre-training procedure largely fol-
lows the existing literature on language model pre-training.
Devlin et al. [42] used the BooksCorpus (800M words) [43]
and English Wikipedia (2,500M words) for the pre-training
corpus. In our experiment, we utilize uncased_L12_H768_A-
121 pre-trainedmodel of Google to map the words in the liter-
ature to 768-dimensional word vectors. For training BiGRU
networks, we use the literature latent factor learned in the
LFM as the label of the training set. Aiming to minimize
the standard deviation between the literature latent factor
and the hidden state sequence, the Adam algorithm [44] is
applied for small batch gradient descent training, and the
model parameters are continuously updated until the algo-
rithm converges. For BiGRU network, the num of layers is
set to 3, the learning rate is set to 0.01 and the number of
epochs is 30. Besides, the dropout technique [45] is used to
prevent overfitting and the dropout ratio is 0.5.

1https://github.com/google-research/bert
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A. DATASETS
1) CiteULike-a
2 This dataset consists of two tables, user info and raw
data. The user-info table includes 204,986 favorite records
of 16,980 articles by approximately 5,551 users, which are
expressed in the form of a predicted value of 1. The raw data
table includes the number, title, and abstract of 16,980 articles
on the CiteULike website.

2) LibraryThing
3 There are 120,150 books (including book titles and
abstracts), user information and ratings in the LibraryThing
dataset. After deleting users with less than 10 ratings, we got
185,210 favorites records, 150,216 ratings, and 139,530
reviews of 12,350 users.

By analyzing the CiteUlike-a dataset, it can be found that
it seriously lacks negative samples. It is necessary to ran-
domly collect negative samples to expand the experimental
dataset. The process is as follows. First, we select negative
samples from the articles that the user has not collected. Then,
we randomly select articles with the same number of articles
collected by the user from the candidate pool, and we assign
the user’s prediction value to them as 0. Finally, we insert the
negative samples into the original user-info table according
to the user ID, and we employ the shuffle method to shuffle
the order of records to obtain a new user behavior data table.

The process of dividing the dataset is described as follows.
First, we randomly extract 20% from each user’s behavior
data as the test set and the remaining 80% as the training
set. Second, we utilize the 50% cross-validation method to
randomly divide the experimental dataset into 5 subsets.
One of the 5 subsets is used as the validation set, and the
other 4 subsets are applied as the training sets to repeat the
experiment 5 times. In the experiment, the recommended
model is trained on the divided training sets, after which the
performance of the recommended model is evaluated on the
dataset.

B. EVALUATION METRICS
In the literature recommendation task, the precision rate rep-
resents the proportion of the number of samples that are cor-
rectly predicted to the total number of samples. For each user,
the definition of prediction precision is shown as follows:

Precision =

∑
u∈U |R(u) ∩ T (U )|∑

u∈U |R(u)|
(7)

where R(u) indicates the recommendation set generated for
the user u, and T (u) indicates the literature in user’s favorites.

The recall rate indicates the proportion of number of sam-
ples that are correctly predicted to the total number of samples
of literature in user’s library. For each user, the definition of

2http://www.citeulike.org/faq/data.adp
3https://www.librarything.com

prediction precision is shown as follows:

Recall =

∑
u∈U |R(u) ∩ T (U )|∑

u∈U |T (u)|
(8)

F1 represents the harmonic mean of precision and recall,
the definition of prediction precision is shown as follows:

F1 =
2 ∗ Recall ∗ Precision
Recall + Precision

(9)

The coverage rate is used to evaluate the ability of the
recommendation system to discover the long tail of items.
The higher the coverage rate, the better the ability of the
recommendation algorithm to discover the long tail of items
and the formula is as follows:

Coverage =
| ∪u∈U R(u)|

I
(10)

where U denotes the user set and I indicates total item set.
The Popularity of an item refers to how many users rate

it. We apply the average popularity of items to evaluate the
novelty of the recommended results. Since the popularity
distribution of items satisfies the long-tailed distribution,
we take the logarithm of the popularity of each item when
calculating the average popularity.

Finally, we apply the intra-list similarity (ILS) to evaluate
Algorithm 2 proposed in Section III. The ILS describes the
dissimilarity between items in the recommended list, and the
formula is as follows:

ILS =

∑
bi∈N

∑
bj∈N ,bi 6=bj S(bi, bj)∑

bi∈N
∑

bj∈N ,bi 6=bj 1
(11)

where S(bi, bj) indicates the cosine similarity of two items bi
and bj. The smaller the ILS, the more diverse the literature in
the recommendation results.

C. BASELINE METHODS
According to the techniques we applied, the hybrid recom-
mendation model proposed in this paper is referred to as
the BAGM (BERT-userAttn-BiGRU-LFM). We evaluate the
BAGM and baseline methods in terms of precision, recall,
F1-value, coverage, popularity and diversity.

1) VARIANTS
In this part, some variants of BAGM are presented as follows.

LFM. This is a matrix decomposition model of collabo-
rative filtering. It does not consider the content information
of the literature. First, a random factor vector is randomly
initialized for the user and the literature in each matrix, and
the internal product represents the predicted preference value.
Then, by minimizing the mean square error of the predicted
value and the actual value in the training set, the latent factor
vectors of users and literature are continuously adjusted until
the algorithm converges, and the extracted user latent factor
matrix and literature latent factor matrix are saved. Finally,
the preference prediction value is obtained through the inner
product of trained latent factor vectors. N studies with the

VOLUME 8, 2020 188635



X. Zhao et al.: Hybrid Model Based on LFM and BiGRU Toward Research Paper Recommendation

FIGURE 3. The performance of BAGM and 4 variants on CiteULike-a dataset in terms of Precision and so on by varying
the number of recommended articles. (All reported improvements over baseline methods are statistically significant
with p-value < 0.05 based on the paired sample t-test.)

highest preference prediction value are included in the user
recommendation list.

BOW-GRU-LFM. This model utilizes the bag-of-words
model in the word embedding layer. First, each word in
the title and abstract of the literature is expressed in the
form of a single hot code. Each literature can be regarded
as a high-dimensional sequence of word vectors. Then, the
GRU network is stacked on the embedding layer. On the one
hand, the dimension of the text feature vector is reduced by
adjusting the number of network parameters. On the other
hand, the memory capacity of the GRU network is applied to
save more literature context information. Finally, the latent
state sequence of the GRU network is regarded as the latent
factor vector of the literature, and the inner product between
the latent factor vector of the literature and the latent factor
vector of the user is calculated in the same way as the LFM
to generate recommendations for the user.

BERT-GRU-LFM. Unlike BOW-GRU-LFM, BERT-
GRU-LFM first utilizes the case-insensitive BERT model to
embed words of the literature content and map the words
in the content to a 768-dimensional word vector. These
word vectors contain the lexical, syntactic, and common
semantic information of the words, and their performance
is theoretically far superior to the bag-of-words model that
cannot embody location information. Then, we utilized the
BERT model to represent each article as a sequence of word
vectors, which is passed as an input to the GRU layer, and
the GRU network structure is used to semantically encode
the text sequence. The output literature feature vector can not
only reduce the dimension of the word vector but also capture
the professional word semantics of the literature and optimize
the common semantic encoding of the BERT model. Finally,

the literature feature vectors outputted by the GRU model
are applied as the latent factor vectors of the literature, and a
shallow LFM is used to generate a recommendation list for
the user.

BERT-BiGRU-LFM.On the word embedding layer based
on the BERT model, the BiGRU network structure is used
to separately encode the words of the word vector sequence
outputted by the BERT model from the forward direction and
the reverse direction and obtain the two directions through
matrix operations. The latent state of the combination is
applied to obtain the literature latent feature vector for the
calculation of the user preference prediction of the shallow
LFM and generate recommendations for the user.

2) COMPETITORS
In this part, some methods we select as competitors are
presented as follows.

HFT [22]. This method models ratings and review texts
with latent topic model. We apply it as a representative
of the methods which apply an exponential transformation
function to link the latent topics with latent factors. The topic
distribution can be modeled on either users or items.

CTR [23]. This method also utilizes both review and rating
information. It utilizes a topic model to learn the topic distri-
bution of items, which is then applied as the latent factors of
items in MF with an addition of a latent variable.

TransNet [46]. This method adopts a neural network
framework for rating prediction. Reviews of users and items
are passed into two CNNs respectively to learn the latent
representations of users and items. The latent representations
of a targeted user and a targeted item are concatenated and
passed through a regression layer to estimate the rating.
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FIGURE 4. The performance of BAGM and 4 competitors on CiteULike-a dataset in terms of Precision and so on by
varying the number of recommended articles. (All reported improvements over baseline methods are statistically
significant with p-value < 0.05 based on the paired sample t-test.)

FIGURE 5. The performance of BAGM and 4 variants on LibraryThing dataset in terms of Precision and so on by varying
the number of recommended articles. (All reported improvements over baseline methods are statistically significant
with p-value < 0.05 based on the paired sample t-test.)

A3NCF [32]. This method uses review texts to guide the
representation learning of users and items, and captures a
user’s special attention on each aspect of the targeted item
with an attention network.

D. EXPERIMENTAL RESULTS AND ANALYSIS
From the Fig. 3 and Fig. 5, we can observe: BAGM and
its three variants outperform the LFM model on various
evaluation metrics, which shows the hybrid recommendation

method using both text content information and user behavior
data is better than a single collaborative filtering recom-
mendation method. Deep mining of text content has cer-
tain practical significance for improving the performance
of recommendation system for literature. As shown in the
results on the ILS metric, BAGM performs well when the
number of articles is small which shows that Algorithm 2 can
effectively improve the diversity of recommendation results.
The overall similarity between the literature will decrease
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FIGURE 6. The performance of BAGM and 4 competitors on LibraryThing dataset in terms of Precision and so on by
varying the number of recommended articles. (All reported improvements over baseline methods are statistically
significant with p-value < 0.05 based on the paired sample t-test.)

as the number of articles increases. In order to balance the
diversity and precision of recommendation results, for low-
activity users, priority is given to accuracy and ignoring its
recommendation diversity. For high-activity users, attention
is paid to the diversity of the recommendation results, which
allows the precision of recommendation results to be certain
loss.

As shown in Fig. 4 and Fig. 6, BAGM outperforms other
competitors overall. The substantial improvement of our
model over the baselines could be credited to four reasons:
(1) The BERT model can employ a smaller literature content
dataset to obtain more accurate and professional semantic
representations of words to improve the accuracy of the
recommendation results. (2) BiGRU network enhances the
feature extraction capabilities of recurrent neural networks.
(3) The user attention mechanism can make full use of
the user latent factor vector to guide the weight distribu-
tion of the word vector sequence to improve the quality
and interpretability of recommendation results. (4) Algo-
rithm 2 assigns weights to literature according to user latent
factor vector to increase the diversity of recommendation
results.

V. CONCLUSION
In this paper, we propose a hybrid neural network model
using both researchers’ behavior(favorites records) and lit-
erature content information to accurately represent the tex-
tual content information of the research papers and discover
researchers’ interest in achieving the recommended purpose.
First, we utilize the BERT model to convert the one-hot
encoding of words in the literature into word embedding
vectors that contain certain semantic information. Then the

BiGRU is used to semantically encode words in the literature
from forward and reverse, so that it can more reflect the
context of the literature. The pooling technology based on
user attention mechanism is applied to extract feature vectors
which can accurately represent the content of the document
text for subsequent recommendation tasks. Finally, a recom-
mendation list is generated according to the user latent factor
vector. We apply the real datasets to evaluate the proposed
BAGM, the results show that our method has superiority
and outperformance in comparison to the introduced baseline
methods. In the future, we intend to use deep neural networks
with better feature extraction capability to mine the full text
of literature to extract more comprehensive literature feature
vectors.
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