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ABSTRACT Compared with the registration methods based on local optimizations, the heuristic registration
methods are less sensitive to the initial position, and a reasonable bound range is essential to ensure the
registration validity. In practice, compared with a rotation bound range, which is periodic, the setting of the
translation range is more difficult and manual interventions required, especially when the initial position
is complex. Moreover, it has yet to be discussed in past research. Therefore, a normal-based registration
method based on the flower pollination algorithm is proposed in this paper, in which only rotation parameters
(rx, 1y, ;) are considered. In our method, the point correspondences are guided by their normal due to
their invariance to position translation. Considering the normal degeneration caused by noise, outliers,
and partial overlapping, the Pauta criterion is employed to remove distorted correspondences and acquire
reliable translation. Moreover, the population of optimal pollens is guaranteed by the use of the searching
radius adjustment and periodic boundary. A number of experiments demonstrate that the proposed method
exhibits competitive or better performance in terms of initial position, noise, outliers and partial overlapping.
Furthermore, a real quality inspection is also implemented to confirm the availability and superiority of the
proposed method in the manufacturing process.

INDEX TERMS Iterative closest points (ICP), heuristic registration method, flower pollination algorithm,

Pauta criterion, quality inspection.

I. INTRODUCTION

As a critical process in computer vision, biomedical imaging,
and quality inspection, the goal of registration is to align the
point sets in different coordinates [1]—[3]. In rigid point reg-
istration, the optimal Euclidean motion is required to match
different models as closely as possible. Compared with man-
ual intervention, automatic matching is a hot topic in the last
decades. Considering efficiency and registration accuracy, the
whole process can be divided into coarse registration and fine
registration [4]. Generally, the geometrical characteristics of
the model are used to realize rough alignment, and a more
precise Euclidean motion is obtained to minimize the distance
between the models in fine registration.
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According to the optimization strategy involved in reg-
istration, the registration method can be divided into local
optimal algorithm and heuristic method. Due to stochas-
tic searching ability, when the initial position is complex,
the heuristic method has a higher potential than convex opti-
mization method in finding the global optimum. Generally,
in 3D rigid registration, the heuristic method needs to find
the optimal transformation parameters [ry, 1y, 77, ty, ty, t;]
to achieve perfect match in the search range, where r
and 7. denote the rotation and translation along the - axis.
The pre-setting of the search range is still an experimental
work, and human intervention is required. To ensure per-
fect alignment, the search range of the heuristic registra-
tion method is different in related researches due to the
differences in model dimensions and applications, especially
for the search range of the translation parameters [y, fy, ;].
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For example, in prior studies [5]-[7], the search range
of t. was [—(0.001~0.01)L, (0.001~0.01)L] to achieve full-
overlapping registration, where L denotes the max dimen-
sion of model in their studies. In other studies [8], [9], the
translation range was artificially limited to [-40mm, 40mm)]
for partial-overlapping registration. In Fig. 1, to illustrate
the influence of translation range and initial position to the
convergence results, the heuristic registration of bunny model
is taken for an example, which is also used in the later
experiment. When the initial position is more complex, the
translation space should be broader to ensure the global opti-
mal parameters in the default space. However, it is difficult
for heuristic methods to find the global optimal solution in an
extensive range.

r=dist(center(X))
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(b) Convergence result of Flower pollination algorithm

FIGURE 1. The analysis of heuristic convergence. Here, we use FPA to
align the point set X (green) to Y (red) in Fig 1a. The rotation range is
[-180°, 180°], and the translation space should be [-dist(center(X)),
dist(center(X))] for full-overlapping registration. Considering the
disturbance of noise, outliers, occlusion, and clutter in partial
overlapping, the translation search space should be enlarged

as t. e[-dist(center(X))—0.5L, dist(center(X))+0.5L], where center (-) and
dist (-) denote the geometric center and the distance-to-origin operator,
respectively.

To reduce the optimization dimensions in the 3D regis-
tration problem, the point set normal is adopted to acquire
point correspondences in different models. Considering the
normal deterioration caused by noise, outliers, occlusion and
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clutter in partial overlapping, the point normal comes from
the eigenvector of the neighbors’ covariance matrix, and
the Pauta criterion in vectorization is adopted to acquire
reliable correspondences as well as the translation between
the models. In addition, the adjustment of searching radius
and periodic boundary are introduced into FPA to increase
the populations of optimal pollen. Finally, the modified FPA
is used to find optimal parameters (ry, ry, Iz)optimal in the
rotation range to solve 3D registration problems.

Il. PREVIOUS WORK

Recently, the iterative closest points (ICP) algorithm, opti-
mizations based on a probability density function (PDF),
and heuristic algorithms have often been employed in reg-
istration [10]-[12]. In general, the ICP algorithm is more
efficient than other methods. However, its sensitivity to noise,
outliers, and initial position still bother users. Consequently,
several variants have been proposed by scholars [13], [14].
To weaken the dependency on the initial position, a branch
and bound (BnB) strategy was introduced to explore optimal
Euclidean transformation [15]. Recently, a semi-definite and
relaxation method was used in the stochastic sampling objec-
tive function to fulfill model alignment when initial position
is complex [16]. A mutual matching based on dynamical
adaptation between the color and the spatial information was
used to estimate transformation parameters [17]. Compared
with ICP, registration based on a probability density func-
tion (PDF) is more robust to noise and outliers. Besides
the application in rigid registration, the PDF-based methods,
such as coherent point drift (CPD) and Gaussian mixture
model registration (GMM-REG), can also fulfill non-rigid
alignments [11], [19]. The dynamic programming algorithm
was introduced into the method to find optimal feature can-
didates and fulfill non-rigid registration [18]. Although the
PDF-based methods are less sensitive to the initial posi-
tion, it is also difficult for them to calculate the global
optimal solution when the registration parts are far away.
In recent years, heuristic optimization has been widely used
in model registration, and the related works have been sub-
stantially increased [8]. In heuristic methods, a bio-inspired
or population-based strategy is used to search for the global
optimal solution in the default range. To solve registration
problems appropriately, modified versions have been pro-
posed. Jacq and Roux applied genetic algorithm (GA) to real-
ize non-rigid transformation between the volumetric maps
of 3D medical images [20]. Brunnstrom. et al. used GA to
find an initial guess for further refinement [21]. Considering
the great computation involved in the optimizing process,
a parallel implementation of GA was proposed in prior work,
but at the cost of registration accuracy [22]. Dally and Flynn
suggested that good registration should present the maximum
interpenetration between aligned surfaces [23]. Given this,
Silva et al. proposed a hybrid genetic method combined with
a hill-climbing algorithm to maximize the surface interpene-
tration measure (SIM) [24]. Using the median square error
as an objective function, Cordon et al. conducted in-depth
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studies in range image registration based on heuristic
optimizations, such as self-evolutionary algorithm (SaEVO),
artificial bee colony (ABC), harmony search (HS), and scat-
ter search (SS) [9]. Combined with restart and dynamic
boundary mechanisms with a multi-resolution strategy,
an improved scatter search algorithm was proposed to ful-
fill intensity-based medical image registration [25]. Based
on a cost function of mutual information, the differential
evolution (DE) was used to realize the affine transformation
between the 2D satellite images [26]. In quality inspection of
free-form surface, He et al. proposed a DE hybrid approach
to address profile error evaluation [27]. Recently, Li et al. did
many researches in quality inspection based on heuristic opti-
mizations, such as DE and fruit fly optimization (FFO) and
its variants [5]-[7]. Incorporated with an ICP-based initial-
ization strategy, an ensemble FFO was put forward to realize
alignment between the scanned model and its computer-aided
design (CAD) model [5]. A DE-based registration method
was introduced to achieve the registration of point sets, which
was simplified by the directed hausdorff distance (DHD) [6].
To strengthen the global searching ability of the heuristic
algorithm, the FFO was combined with the saccade factor to
evaluate profile errors [7].

Many registration methods based on heuristic optimization
are aimed at finding optimal transformation parameters, even
when the initial position is complex. However, the registration
result is easy to degenerate when the translation between
models is taken into consideration. And compared with rota-
tion space, the setting of the translation solution space is diffi-
cult and intervention-required. In our method, the translation
vector can be deduced by the point correspondences. There is
no need for users to find a reasonable translation space before
registration.

lll. PROPOSED METHOD

Firstly, the traditional heuristic registration method (six-
dimensional optimization) is reviewed to provide a distinc-
tion between it and the proposed method.

A. TRADITIONAL REGISTRATION METHOD

In the traditional registration method, the appropriate rotation
matrix R €SO(3) and translation vector 7' € R3 are required
to align the source point set X (X={x;|x; € R3,i=1,--- ,N¢})
to target point set Y={y;|y; € R3,j =1,---,Ny}. The Ny and
Ny are the number of points in point sets X and Y respectively.
The process of registration can be expressed as follows:

f Oeloser (i, R, T), xi(R,T)) — min i =1---Ny ()

Yeloset(i, R, T) = argmin [ly —x;(R, T)||  (2)

yey

where, || - || stands for the Euclidean norm. In most cases,
the root mean square error (RMSE) can be used as an
objective function f. To solve the objective function, singu-
lar value decomposition (SVD), Gauss-Newton method, and
the Levenberg-Marquardt (LM) method can be applied in
local optimization [10], [28]-[30]. For global optimization
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methods, the optimal parameters (7y, 1y, 7z, tx, ty, tz)optimal
can be found in the searching range with the help of a bio-
inspired and population-based strategy. The relation between
Euclidean transformation and (r, ry, 77, tx, ty, t;) can be writ-
ten as follows:

1 0 0
R=10 cos(ry) sin(ry)
0 —sin(ry)  cos(ry)
i cos(ry) 0  —sin(ry) ]
X 0 1 0
| sin(ry) 0 cos(ry) |
[ cos(r;)  sin(r;) O]
x | —sin(r;)) cos(r;) O 3)
0 0 1|
T=1[t t, t] 4)

where, -/ is the transpose operator, and 7 and t. denote
the rotation and translation along the - axis. Furthermore,
kd-tree technology can be used as fast implementation
for Eq. 2.

B. PROPOSED REGISTRATION METHOD

Traditionally, heuristic methods need to find optimal values in
six-dimensional space. Moreover, it is necessary to predict the
search space in advance. Compared with the rotation space,
it is more difficult to preset the translation space, especially
for partial-overlapping registration. In the proposed method,
the optimal rotation parameters are only required to fulfill
registration, and the whole process can be represented as
follows:

S closer (i, R), xi(R))
= RMSE(x{(R) + T, Ycioser_p(i, R)) — min

)

T = mean [Pauta (yeioser n(i, R) — xi(R))]  (6)

Yeloser_N (i, R) = argmin |[normal(y) — normal (x;(R))|| (7)

yeY
Yeloser_p(i, R) = argmin ||y — x;(R) — T|| (®)
yeY

where, normal(-) means the point-normal operator, and
Pauta(-) stands for the Pauta operator, and its process is
described in the following section, and ycjser n(-, R) and
Yeloset_D(+, R) represent the closet point in point set Y with
respect to normal distribution and distance respectively, when
rotation matrix is R. The point normal would not be changed
unless its direction is transformed by a rotation matrix.
Therefore, they can be used to find the corresponding point
in the target model. As described in Eq. 7, the Euclidean
norm is employed to estimate the closeness of the point
normal. It is feasible to use kd-tree to speed up the com-
putation. To eliminate the influence from noise and out-
liers, the normal direction comes from the eigenvector of
weighted covariance matrix M¢qr [31], and the corresponding
eigen-value is used as the norm of its normal to improve
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discrimination

Mo (xi)
||xj—xi || <radius
(radius — |x;j — x;|)) (x — x)(x; — x;)

[|xj—=xi || <radius
radius — ij — x,'H)

)
normal (x;)
= )\minm (10)

where Amin and & are the minimum eigen-value and its
eigenvector of matrix Mo. Considering the computation
burden and robustness to abnormalities, the support radius of
Mo is five times point resolution (radius=5mr). As men-
tioned in prior work [32], the signs of the eigenvectors are
not repeatable even at the same mesh. To enhance the sign
robustness, the eigenvector can be rewritten as the following
function. (11), as shown at the bottom of the next page.

In Fig. 2, the points’ location and their normal distribution
are depicted.

FIGURE 2. The bun000 (red) and bun045 (green), and their point-normal
distribution

C. CORRESPONDENCES REFINEMENT WITH THE PAUTA
CRITERION

As illustrated in Eq. 6, the initial correspondences can be
acquired from the normal closeness. However, the initial cor-
respondences are unreliable, due to the normal degradation
caused by noise, outliers, occlusion and clutter in scenes,
as depicted in Fig.3a. As a classical method in statistics
and metrology, the Pauta criterion is always used to pick
out the outliers in the measuring data, subjected to normal
distribution. According to the Pauta criterion, the measuring
data, whose deviation to mean value u exceeds k times of the
standard deviation o, can be regarded as the gross error and
should be removed from original data, as shown in Fig. 4.
Traditionally, the recommended value of coefficient k is 3,
where the method is famous as the 3¢ rule. The confidence
probability of the truth value in confidence interval [ — 30,
u+30] is 99.73%, and the gross error mainly located in
intervals [—oo, u — 30] and [u+30, +00].
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FIGURE 3. Analysis of heuristic convergence. (a) the point
correspondence before filtering, (b) the endpoints of corresponding
vectors before filtering, (c) the point correspondence after filtering, and
(d) the endpoints of corresponding vectors after filtering.

u-ko u Htko

FIGURE 4. Probability density function of the normal distribution.

In rigid registration, when the rotation matrix R(ry, ry, ;)
is appropriate, the corresponding vectors should be parallel
and equal in norm. And it can be defined as

—_— —> — —_—
T = xlyle = XZYXzR R — xl-yxiR A — xNnyR’ (]2)
where JTyx)iR = y(x;, R) — xi(R), and T stands for the

translation vector. We suppose that XVuiR obeys to normal
distribution, and the false correspondences are regarded as
the gross error. Thus, the computation of translation vector
T based on the Pauta criterion can be calculated as follows:
where 7y R.iter and S(Yy) R.irer) are the set of corresponding
vectors and corresponding standard deviation, and Tj,, and
Nijer are the translation vector and the number of valu-
able matches in iter-th iteration. As depicted in Fig. 3a,
the initial correspondences are represented in a blue line,
where R(ry, ry, ;) = Rpencn- Their corresponding vectors are
demonstrated in Fig. 3b. And for the sake of observation, only

193581



IEEE Access

D. Shen et al.: FPA for Solving 3D Point Set Registration via Rotation Optimization

the endpoints of the vector are drawn in figure. To derive
the efficient value of k for registration, the bunny scenes
(Fig. 15a), whose overlapping ratio is larger than 40%, are
recruited here. As shown in Fig. 5, when the confidence
probability P([u—ko, u + ko]) is larger than 0.9, the reg-
istration precision dropped significantly. It means that the
false matches involved in correspondences are grow, and the
translation error AT becomes larger. As shown in Fig. 6b,
the translation error AT is the largest, when confidence
probability P([u—ko, u + ko]) is 0.9973 (k = 3). And
the smaller the confidence probability is, the higher the cor-
responding precision (Figure 5). However it may give rise
to a slight increase in the translation errors AT, due to the
fewer participants involved in registration (Fig. 6a). As shown
in Fig. 6b, when confidence probability is less than 0.85,
the translation error AT between convergence translation and
benchmark becomes larger. Thus, the confidence probability
selected in this paper is 0.9 (P([u—ko, u + ko]) = 0.9),
whose corresponding coefficient k is 1.645. For example, the
correspondences and their vectors (bun_000 and bun_045)
are depicted in Figs. 3(c-d), when the convergence criterion
is satisfied.

D. FLOWER POLLINARION ALGORITHM (FPA)

Inspired by the pollination phenomenon of phanerogam,
Yang proposed a heuristic method-flower pollination algo-
rithm (FPA) [33]. For optimal reproduction, the method
of follower pollination can be mainly divided into
cross-pollination and self-pollination. Cross-pollination is
pollen intercourse between different flowers, which is
the consequence of biotic and natural factors, while
self-pollination is the opposite. Following these, the main
rules can be listed as follows (13), as shown at the bottom
of the page.

R. 1: The global search process is derived from cross-
pollination and the movement of pollinators according with
levy flight behavior.

R. 2: The local search process stems from self-pollination.

P((u-ko,pto])=0.90
=1.645
08 =1.645

e
o

Precision

4
=

0.2
Plu-kou+ka))=0.9973
=30
0
P([p-ko,ptkol) 0.70 0.75 0.80 0.85 0.90 0.95 0.9973
k 1.036 1.15 1.282 1.440 1.645 1.96 3.0
Confidence probability P([u-ko,pu+ko]) and coefficient &

FIGURE 5. The relation between the confidence probability and precision.
Precision = No. of correct matches/No. of matches and the
correspondences are acceptable, if their distance is less

than 3 xmr (mr: mesh resolution) in accurate registration.

R. 3: The reproduction probability is proportional to the
similarity of two flowers involved in pollination, which is
equivalent to flower constancy provided by pollinators.

R. 4: The convention between the cross-pollination
and self-pollination is controlled by a switch probability
probgpa € [0,1] with a small bias towards self-pollination.

Following R. 1 and R. 3, the global search process can be
represented by

Pt =ph +L()\)(pt§ — Phest) "
AC(M)sin(ra/2) 1
o~ RS L (s s> 0)
T sl+2

where p}( indicates the position of pollen & at the ¢-th iteration,
and PZ o5, 18 the position of the current best solution, and L()
is the Levy flights-based step size, which is used to simu-
late the approximate Levy distribution, I"() is the standard
gamma function. As mentioned in Ref. [34], the method is
also effective, when minimum step size sg is less than 0.1.
Thus the critical size sg is 1E-3 in proposed method, and step

||x/-fx,~ || <radius

—>
_ e)\min

(radius — ||xj — xi”) (x5 — Xi)/m >0

—
Chin = F an
—€pnn Otherwise
—
Titer = mean(xyR,iter)
— — — — —
XYR,iter = {xi))xiR,iter |||xiyx,-R‘iter—l - mean(xy&iter—l)” = ks(xyR,iter—l)}
1 Niter—1
— —
mean(xy R.irer—1) = > XyuRiter—1 (13)
iter—1

i=1

Niter—1

i=1
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FIGURE 6. The analysis of confidence probability. (a) the relation
between confidence probability and matching counts. (b) the relation
between confidence probability and translation error. In Fig. 6b,

the translation error AT = ||Teonvergence — Tpenchl|-

size s can be generated as following:

5= u/|v|%, i~ N(,8%), v~ N, 1)

1 a5
§ =T +A).sin(%’\)/[r (%) .x-zﬁ} (1)

In Eq.15, u and v are the random numbers and subjected to
the Gauss distribution. And A is constant, which is generally
set to 1.5. A new control parameter based on the prior work
is introduced into the heuristic method to find a promising
region in the early iterations and implement the fine-tuning of
individuals in the final generations [35]. Thus, in our method,
the local search strategy can be rewritten as

P =pl +e0) - (o, — P, (16)

where p!, and p!, are the pollens from different flowers at the
t-th iteration. e(¢) is subjected to a uniform distribution in
[0, g(1)], and g(¢) can be calculated as

8(t) = Ymax €Xp (log(rmin/rmax) : t/tmax _iter) (17)

In Eq. 17, rmax and ryin are the search radiuses in the
early and final iterations, respectively (rmax = 0.37, rmin =
0.067r), and #pax_iter is the maximum iteration number.
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E. POINT SET REGISTRATION VIA FPA AND PROPOSED
METHOD

The pseudo-codes of the registration method based on
standard FPA and the proposed method are shown
in Figs. 7 and 8 respectively, for further discrimination.

Step.1. Input: point clouds Y(model) and X
The bound of population . € [-180 °180°] and 7. € [fmin,tmax]
Step.2. Initialization population:

Every pollen
[0,0,0,0,0, O]current position i=1
b= [7.,7,.7.5,,1,,t.] random(l,6) i=2,...,pop_num

Normalization of pollen p; in range [-1 1];
Fitness(p;))=RMSE[p;, X, Y] after denormalization
Best Fitness, Idpes
Step.3. While (Not reached stop criterion)
For i=1,2,...,pop_num
If random(0, 1)>prob rpa
pi*'=global research(p"") (Eq.14)
Else: p;"'=local research(p'"") (Eq.16)
End If
Fitness(p"";))=RMSE(p"";, X, Y) after denormalization;
Updata Fitness(p;), pi, Best Fitness, Idpes
End for
End while
Output: R(r.,r,r.), T(t,t,,t.)

FIGURE 7. pseudo-code of FPA used for point set registration.

As the introduction in prior studies [5]-[7], the pseudo-
code of FPA in six dimension optimization is shown in Fig. 7,
and the procedure of the proposed method is listed in Fig. 8.
Compared with the traditional method, the proposed method
finds the optimal solution in the rotation space (Step 1 in
Figure 8a), and the translations between the models can be
derived from the Pauta sub-function. In heuristic methods,
the search space is always truncated, which means the pollens
stop at the boundary, when they overstep the boundary, as rep-
resented in Eq.18. Considering the periodicity of searching
space in our method, the truncated boundary is replaced by
cycle boundary (Step a in Fig. 8a), which can be denoted
as Eq.19.

Lb; pi; < Lb;

pij=1,"7 " ’ (18)
Ubj p,',j > Ubj
Ub; — mod(Lbj — p; j,2m) pij <Lb;

pij = J J L] LJ J (19)

Lbj - mod(pi,j - Ubj, 27‘[) Pij > Ubj

In the above equations, p; ; is the elements j in pollen i,
and mod() is the mod operation, and Ub; and Lb; are the
upper and lower bounds for elements j. To demonstrate the
effects of proposed strategy, the bunny model, depicted in
Fig. 11a, is selected as registration objects. Each method is
run 50 times randomly and independently. As demonstrated
in Table 1, the proportion of optimal pollens in proposed strat-
egy is higher than other strategies. And the strategy involved
with fixed search radius and truncated boundary only has a
higher proportion of optimal pollens, when the best solution
is close to the boundary. As depicted in Fig. 9a, the pollens are
disorder and many of them are located in boundary for stan-
dard FPA. Once the cycle boundary involved, the pollens have
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TABLE 1. Proportion of optimal pollens after registration.

TR1 TR2 TR3

fixed search radius r(r=r,,) + truncated boundary 34% 28% 48%

fixed search radius 7 (r=r,,)+ cycle boundary 47% 52% 38%

contractive search radius (Eq.16) + cycle boundary 57% 63% 52%

Step.1. Input: point clouds Y(model) and X, and their normal Eq. (9-10)
The bound of population [-180 °180°]
Step.2. Initialization population:
Every pollen
_ Jourrent  position  i=1
p= random(1,3) in population bound i=2,...,pop num

Fitness(p;)= Pauta (p;, Y, X, normal(Y), normal(X));
Best Fitness, Idpes
Step.3. While (Not reached stop criterion)
For i=1,2,...,pop_num
If random(0, 1)>probrp, (prob rps=0.7)
pi'=global research(p"") (Eq.14)
Else: pi*'=local research(p'"') (Eq.16-17)
End If
Step a : p"'=cyclebound (»;"",Lb,Ub)
Fitness(p"";)=Pauta (»'"';, Y, X, normal(Y), normal(X));
Updata Fitness(p;), pi, Best Fitness, Idpes
End for
End while
Output: R(rr,.r-), T(t.t,t.)
(@) main stream of the proposed registration method

Fitness(p;)= Pauta (p;, Y, X, normal(Y), normal(X))
Normal(X,R)=R-normal(X);
Find the nearest normal vector of normal(X,R) in normal(Y) with kd-
tree technology

Stepa: xy, = {xy, R‘a cos[normal(x,,R),normal(y,)] <15°}

Step b : If num(@R) <0.1x min[num(X),num(Y)] )
Fitness(p;)=1.0E6, break;

For iter=1,...,iter_max (iter_max=60)

Updata T, XVp > MeAn(Xyy ), 6(XV 4, ) according Eq. 13;

When S ) = (X 1) < OV 1) % 0.1% , break;

End for
Fitness(p;) = RMSE(Y , RX +T)

for partial registration RMSE(X,Y)= {(x‘ V)

‘Rxf +T -y,

<kx 50,”/}

(b) Pauta sub-function used for fitness function evaluation

FIGURE 8. Pseudo-code of the proposed method for point registration.

more probabilities to find the optimal solution. Comparing to
the methods, whose search radius is fixed, the failed pollens
of proposed method are less.

To reduce the calculations and simplify the corre-
spondences, two implementations are appended in the
sub-function (Steps a and b in Figure 8b). In Step a, the cor-
respondences, which have a quite deviation in the normal
direction, are unreliable and should be removed from the vol-
unteers. In Step b, the overlapping of the correspondences is
considered, especially for the registration of the open surface.
The solutions can be removed, if correspondence overlapping
is too small, as shown in Fig. 10.
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IV. EXPERIMENTS AND DISCUSSION

To investigate the performance of proposed method,
the experiments in the initial position, noise, outliers, and
partial overlapping are carried out. And, both deterministic
methods and heuristic-based alignments are introduced for
comparison.

A. TRADITIONAL REGISTRATION METHOD

To verify the robustness of the proposed method to position
complexity in 3-D registration, synthetic models from Stan-
ford 3D Scanning Repository, the UWA dataset [36], [37],
and freeform parts in manufacturing are adopted as the
registration models, which are demonstrated in Fig. 11.
The handle and emergency-hammer come from 3D scan-
ning. Moreover, as depicted in Fig.16a, the free-form surface
comes from a traditional coordinate measurement machine
(CMM). The number of extracted points is as follows:
bunny has 8131 points, dragon has 8000 points, chef has
7992 points, handle has 8155 points, emergency-hammer has
5151 points, and free-form surface has 3321 points. For the
unification of the models’ sizes, each model is scaled into a
cube box with a size of [—1, 1]. In the experiments, the target
model is translated to the origin of the coordinate system,
and the source model comes from the target model with
Euclidean transformations. The Euclidean transformation is
listed in Table 2. It should be noted that both rotation and
translation are considered, which means that the center of the
source model is not consistent with the target model’s center
before registration.

In the experiments, the deterministic methods that are used
for comparison are ICP [10], ICPP, CPD [11], IRLS [38],
and SDRSAC [16]. And the heuristic methods are ABC [39],
bat-inspired algorithm (BA) [40], cuckoo search (CS) [41],
DE [42], FPA [32], GA [43], HS [44], and particle swarm
optimization (PSO) [45]. The parameters of ABC are as
follows: CS = 30 and limit = 180. The parameters of BA are
set follows: population size (PS) = 30, pulse emission ratio =
0.9, and the loudness coefficient is 0.8. The parameters of
CS are as follows: PS = 30 and the discovery rate of alien
eggs is 0.25. The parameters of DE are as follows: PS = 30,
the mutation coefficient mceU [0,1], and the cross-rate CR =
0.8. The parameters of FPA and the proposed method are as
follows: PS = 30 and Probgpa = 0.7. The parameters of GA
are as follows: PS = 100, crossover rate cr = 0.5 and the
mutation ration mr = 0.1. The parameters of HS are set as
follows: PS = 30, HMCR = 0.95, bw = 0.2, and PAR = 0.3.
The parameters of PSO are as follows: PS = 40, the learning
coefficient c; = ¢ = 1.5 and the weight factor w = 0.85.
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FIGURE 9. The pollens distribution after registration (TR2). (a) the proposed method with fixed search radius r and truncated boundary. (b) the proposed
method with fixed search radius r and cycle boundary. (c) the proposed method with contractive search radius r (Eq.17) and cycle boundary.

TABLE 2. The initial position between the source and target models.

Trans. No R, (°) R, (°) R () T, (mm) T,(mm) T, (mm)
TR1 30 30 30 L/20 L/20 L/20
TR2 60 60 0 L2 L2 L2
TR3 170 170 0 L L L
(a) bunny (b) chef (c) dragon
FIGURE 10. The analysis of the correspondences overlapping g
(bunn_000 in red, and bun_045 in green). Compared wtih position B, (d) handle (e) emergency hammer (f) free-form Surface

the normal directions in position A are mostly different from the ones in

position M, and their overlapping is smaller than that in position B. FIGURE 11. Synthetic models used for registration in single-float type.

For all the heuristic methods, the number of function evalu-
ations (FEs) is 40000, and each population is normalized in
the range [—1, 1]. The maximum iterations of ICP, ICPP, and
CPD are 60, and the parameter settings of IRLS and SDRSAC
are referenced in the prior work [16], [37].

All the methods are implemented with MATLAB R2017b
and are run on the same Intel(R) Core(TM) i7-9800X CPU
@ 3.80 GHz with 16 GB RAM and Windows 10 operating
system. According to the above setting in Fig.1, the upper
and lower bounds of the traditional heuristic method can be
described as Eq. 20, as shown at the bottom of the next page.

The upper and lower bounds of the proposed method are
UB = [180°, 180°, 180°] and LB = [—180°, —180°, —180°].
To further improve the registration accuracy, the standard
FPA is used for refinement after the proposed method, and its
bounds are [—5°, 5°] and [—5mr, Smr]. The FEs number of
the proposed method and refinement are 24000 and 16000,
and they are represented by Proposed-I and Proposed-II
in Fig.12.

To demonstrate the robustness to the initial position,
the convergence results of the compared methods are pre-
sented in Fig.12 and Table 3, and the points in the process
are the single-float type. The registration is acceptable if the
value of RMSE is smaller than 1.0E-5, which is highlighted in
bold in Table 3. For the heuristic methods, the current position
is one of the initial solutions. As shown in Fig.12, some
heuristic methods and local optimizations can also achieve
registration when the initial status is simple. For example,
the results of bunny in TR1 are as follows: 5.40E-8 (ABC),
5.40E-08 (BA), 8.50E-08 (CS), 1.00E-07 (DE), 8.50E-08
(FPA), 1.58E-02 (GA), 1.79E-03 (HS), 5.02E-04 (PSO), and
6.35E-08 (proposed method). The convergence results of the
heuristic optimizations, such as ABC, BA, CS, DE, FPA, and
the proposed method, are more close and much better than the
others as well as local optimizations. When the initial position
is complex, most of the traditional methods are trapped by
local optimizations; while, the proposed method can find bet-
ter solutions. For example, when the initial positions are TR2
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TABLE 3. Registration results of each model based on heuristic optimizations and deterministic methods.

Method icp ICPP CPD IRLS SDRSAC ABC BA cs DE FPA GA HS PSO Proposed
TR1 6.38E-07 9.10E-08 5.42E-08 4.06E-08 3.28E-07 5.40E-08 5.40E-08 8.50E-08 1.00E-07 8.50E-08 1.58E-02 1.79E-03 5.02E-04 6.35E-08

Bunny TR2 1.54E-01 1.51E-01 1.86E-01 1.51E-01 1.16 E-06 1.87E-01 1.02E-07 1.28E-01 1.85E-01 1.80E-01 1.87E-01 1.74E-01 5.02E-04 1.01E-07
TR3 1.70E-01 1.74E-01 1.74E-01 1.70E-01 1.09 E-06 1.02E+00 2.21E-01 1.52E-01 1.71E-01 1.22E-01 2.26E-01 1.73E-01 1.51E-01 1.75E-07

TR1 1.28E-02 7.06E-08 4.81E-08 2.15E-02 4.19 E-07 1.03E-03 4.86E-08 1.51E-02 4.16E-02 8.75E-06 4.32E-02 4.39E-02 4.54E-02 7.02E-08

Chef TR2 4.50E-02 1.40E-07 4.45E-02 4.51E-02 1.30E-02 1.14E-01 8.12E-02 4.24E-02 7.83E-02 4.80E-02 9.00E-02 4.71E-02 8.01E-02 9.62E-08
TR3 7.69E-02 7.67E-02 8.38E-02 7.72E-02 1.54E-02 1.15E+00 5.28E-02 4.87E-02 9.14E-02 8.66E-02 2.19E-01 9.10E-02 4.57TE-02 1.68E-07

TR1 5.97E-07 7.05E-08 4.52E-08 1.06E-01 4.89 E-07 4.52E-08 4.52E-08 1.51E-07 1.06E-01 7.46E-08 5.37E-03 2.33E-03 9.31E-02 5.71E-08

Dragon TR2 9.42E-02 1.12E-01 9.61E-08 1.53E-01 3.93 E-06 1.78E-01 1.12E-01 9.33E-02 1.12E-01 1.01E-01 1.09E-01 9.55E-02 1.72E-01 9.45E-08
TR3 9.95E-02 9.63E-02 1.11E-01 1.17E-01 1.07 E-06 1.09E+00 2.80E-01 1.14E-01 5.44E-02 5.29E-02 1.35E-01 1.73E-01 2.04E-02 1.72E-07

TR1 1.20E-02 8.28E-08 3.28E-08 1.72E-02 2.02E-06 3.31E-08 3.31E-08 5.53E-08 3.08E-08 3.48E-02 1.31E-02 1.66E-03 1.49E-03 4.27E-08

Handle TR2 1.21E-02 1.18E-01 8.73E-08 1.77E-02 1.24E-01 2.02E-01 1.99E-07 9.45E-02 1.25E-01 1.40E-01 1.33E-01 1.46E-01 1.28E-01 8.74E-08
TR3 8.86E-02 8.83E-02 1.16E-01 9.83E-02 1.48 E-06 9.07E-01 3.89E-02 1.38E-01 1.36E-01 1.36E-01 2.62E-01 1.46E-01 1.55E-01 1.74E-07

TR1 1.07E-02 1.02E-07 4.99E-08 1.10E-02 1.10E-02 1.00E-04 5.44E-08 2.64E-03 7.60E-02 1.92E-02 2.08E-02 7.59E-02 7.60E-02 5.55E-08

El::;%::':y TR2 1.07E-02 1.05E-07 9.06E-08 1.08E-02 1.10E-02 1.31E-01 1.36E-01 5.23E-02 7.64E-02 7.63E-02 8.32E-02 1.13E-01 7.78E-02 1.06E-07
TR3 8.50E-02 7.60E-02 1.43E-01 8.51E-02 1.10E-02 9.17E-01 2.19E-01 4.61E-02 1.74E-01 1.64E-01 3.69E-01 1.45E-01 1.35E-01 1.68E-07

TR1 4.86E-01 1.51E-07 7.25E-01 4.81E-01 2.88E-02 4.81E-03 3.03E-03 2.39E-05 5.51E-02 2.12E-06 5.68E-02 5.97E-02 2.49E-03 6.52E-08

Surface TR2 7.13E-01 2.47E+01 2.46E+00 7.14E-01 1.80E-02 1.64E-01 3.03E-03 5.83E-02 9.19E-02 1.98E-02 1.23E-01 1.04E-01 5.69E-02 9.40E-08
TR3 9.85E-01 2.99E+01 3.64E+00 1.47E+00 2.74E-02 9.90E-01 1.25E-02 5.93E-02 4.30E-02 1.20E-01 2.62E-01 2.62E-02 1.14E-02 1.70E-07

and TR3, the heuristic optimizations that found solutions in
the six-dimensional space cannot align the models perfectly
in most cases.

As listed in Table 3, CPD and SDRSAC have a higher
chance of achieving precise registration than the other local
optimizations. Unlike the settings mentioned in the prior
work [5]-[7], both rotation and translation are our main
considerations. In our experiments, the pervious heuristic
methods are more likely to fail to alignment, and their per-
formance is even inferior to local optimizations when the
initial position is complex. However, compared with the other
methods, the registration results of the proposed method are
satisfied in all the cases.

B. EXPERIMENTS WITH NOISE

To verify the registration robustness to noise, Fig. 13 eval-
uates the registration results of different methods concerning
noise. The registration object is bunny, and the initial position
is depicted in Fig. 13a. In the experiment, the target model is
in green, and the source model is in red and deteriorated by
Gaussian noise. The rotation and translation errors, written
in Eq. 21, are used for evaluation, and all the methods are

implemented ten times independently and randomly, where
trace() refers to the trace operator of matrix. In Figs. 13(b-c),
the number in the x-axis denotes the ratio between the stan-
dard deviation and mesh resolution.

Bcrror = acos (0.5 x (trace(R - R,,,.;,) — 1)) x 180°/7
Terror = ”T - Tbench”
2D

As demonstrated in Fig. 13, the noise affects the registra-
tion accuracy, and the errors increased gradually with the rise
of the standard deviation. Compared with ICP, ICPP, IRLS,
and SDRSAC, the proposed method and CPD are more robust
and consistent against noise, and the performance of CPD
is better. The estimated errors with a standard deviation of
Ssource = 0.5mr for ICP, ICPP, IRLS, CPD, SDRAC and the
proposed method are 0.223, 0.0523, 0.328, 0.0409, 0.0994,
and 0.0493 (degree) in rotation and 5.91e-4, 2.17e-4, 9.15e-
4, 1.66e-4, and 5.81e-4, 2.09e-4 (L) in translation.

C. EXPERIMENTS WITH OUTLIERS
To identify the performance against outliers, the registration
results of the different methods are depicted in Fig. 14.

UB = [180° 180° 180° dist(center(X)) + L/2 dist(center(X)) + L/2 dist(center(X)) + L/2]

(20)

LB =[—180° —180° —180° —dist(center(X)) — L/2 —dist(center(X)) — L/2 —dist(center(X)) — L/2]
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FIGURE 12. Convergence comparison of the heuristic methods (from left to right: TR1, TR2, and TR3).
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FIGURE 13. Comparisons of different methods against noise interference.
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FIGURE 14. Comparisons of different methods against outliers.

The registration object is the chef model, and the initial
position is shown in Fig. 14a. The outliers are uniform dis-
crete points, which located in the external-tangent box of the
model. The evaluations come from the rotation and transla-
tion error, and all methods are also run ten times randomly.
In Figs. 14(b-c), the number in the x-axis denotes the ratio
between the numbers of the outliers and the point set.

As shown in Figs. 14(b-c), compared with ICP, ICPP, and
IRLS, the robust registration methods, such as CPD and
SDRAC, are more robust to outliers. However, the perfor-
mance of the proposed method is much better than other
methods. For example, the estimated error of ICP, ICPP,
IRLS, CPD, SDRSAC, and proposed method are: 45.2, 36.5,
24.1.1.85, 1.19, and 0.0354 (degree) in rotation and 5.11e-
3, 2.15e-2, 7.31e-2, 1.36e-3, 4.03e-3, and 1.03e-4 (L) in
translation, when the ratio of outlier is 50%. The estimated
error of the proposed method is much less than other methods.

D. EXPERIMENTS IN 3D MODELING

To identify the registration performance in 3D modeling,
Tables 4-5 demonstrate the quantitative comparison with dif-
ferent models from the Bologna dataset [46]. With the help
of the reference rigid transformation provided in Bologna,
it is feasible to estimate registration results by the rotation

and translation error, and their initial positions are depicted
in Fig. 15a. For better observation, the scenes, such as bunny,
dragon, and armadillo, are displayed in different colors. Con-
sidering that the median square error (MedSE) is usually
used as an objective function in 3D modeling [8], [9], it is
also introduced in FPA and denoted as FPA-median in this
part. For FPA-median, both the source and target models are
translated to the origin of the coordinate system using their
centers to reduce the computation in translation searching.
The scenes, in which the overlapping ratio is larger than 40%,
are applied as registration objects. The overlapping ratio can
be calculated by Eq. 22, as shown at the bottom of the page.

To improve the calculation speed, the point set, used
in registration, comes from the uniform down-sampling of
the scene. The mean values of Ogpror and Terror are listed
in Tables 4-5. For the proposed method, there are no refine-
ments involved in the process. In most cases, the results of
the proposed method are closer to the benchmark than other
methods. For example, in 3D modeling of Dragon, the esti-
mated error of ICP, ICPP, CPD, FPA-median, SDRSAC, and
the proposed method are: 11.91, 17.54, 8.653, 19.09, 6.052,
and 0.3014 (degree) in rotation and 0.2442, 0.2978, 0.2100,
0.2446, 0.0424, and 0.0049 (L) in translation. In the mario
model, SDRAC have better performance than our method.

Overlapping Ratio =

No. of corresponding points in X and Y

sum (No. of points in X and Y) — No. of corresponding points in X and Y

193588
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TABLE 4. Rotation error.

Rotation (°) bunny dragon  armadillo  mario squirrel frog
ICP 66.94 11.91 30.01 101.4 94.51 88.18
ICPP 66.11 17.54 39.56 98.56 97.32 91.55
CPD 45.20 8.653 29.12 78.66 96.81 101.28

FPA-median 26.41 19.09 4.048 23.85 45.74 13.62

SDRSAC 14.46 6.052 1.676 1.417 37.25 1.0813
Proposed Method 0.4479 0.3014 0.3053 1.881 1.309 0.8776
LR
‘ J * & = .
'}} B & T
G "t 1 F & k |
@ i o b‘p Q‘; j%y

(a) initial position

(c) registration results of the proposed method

FIGURE 15. The registration results of the partial-overlapping scenes.

(b) Initial position

(a)Practical scanning

FIGURE 16. Registration model and initial position.

However, its result is poor and unacceptable in the modeling
of bunny and squirrel.

In Fig. 15, the reconstruction results of the benchmark
transformation and proposed method are depicted. Our recon-
struction is close to the benchmark, even when the initial
position is complex.

VOLUME 8, 2020

E. APPLICATION IN QUALITY INSPECTION

The parts with free-form surface have been widely used in
aerospace, automotive and shipbuilding industry. The free-
form part is an essential element in manufacturing. How-
ever, it is hard to evaluate machine errors of free-form parts
due to the lack of exact references. Registration, as a crit-
ical process in the inspection system, has been studied for
decades.

An open free-form surface, depicted in Fig. 16a, is used as
the registration object (100mm x 50mm x 10mm). To improve
the scanning precision, the part is placed on the anti-vibration
platform and scanned with a coordinate measuring machine
(CMM, Leitz Metrology, Reference 600). The scanning
model has 3200 points (sample interval: 1.25mmx 1.25mm).
The CAD model has 157641 points (sample interval:
0.178mmx0.178mm). Their initial positions are demon-
strated in Fig. 16b. The CAD model is in green and regarded
as the target model in registration, and the yellow one repre-
sents the scanning model.
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FIGURE 17. Registration result of free-form surface.

TABLE 5. Translation error.

Transformation (unit: L) bunny  dragon  armadillo  mario _ squirrel frog
ICP 0.7930 0.2442 0.3601 4.0395 4.9638 2.5689
ICPP 0.8051 0.2978 0.3222 3.3093 5.3208 2.9749
CPD 0.2835 0.2100 0.2937 2.5566 4.0608 3.7945
FPA-median 0.2562 0.2446 0.0979 0.5089 2.1954 0.6754
SDRSAC 0.0990 0.0424 0.0098 0.0937 1.3700 0.0445
Proposed Method 0.0043 0.0049 0.0044 0.1128 0.0651 0.0373
TABLE 6. Comparison of the registration results.
Method ABC BA CS DE FPA GA HS
RMS(mm) 9.3761 0.0758 0.2258 3.9132 0.8802 2.4568 0.8371
Method PSO ICP ICPP CPD IRLS SDRSAC  Proposed
RMS(mm) 0.6184 0.3133 12.221 0.2188 0.2180 0.5286 0.0547

The comparison results are depicted in Fig. 17. The deter-
ministic methods, such as ICP, ICPP, CPD, IRLS, and SDR-

registration. In the heuristic methods, the results of DE and
HS are also distorted. In their alignments, the directions of

SAC, are trapped in local optimum and failed to align.
Especially for ICPP, there are serious distortions in its
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the aligned surfaces are opposite. Other heuristic methods are
more or less incapable of meeting the registration accuracy.
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Compared with the other methods, the registered surfaces
contain more intersections and are splotchy.

We used the RMSE to evaluate the performance of the
registration. Its reference value comes from the refinement
in MeshLab, which is after manual interventions. To guaran-
tee the reliability of the reference value, the above process
is run ten times independently, and the minimum value is
regarded as the reference value. According to the above steps,
the ground truth is 0.0547 (RMSpench = 0.0547mm).

The quantitative comparison of different methods is listed
in Table 6. The alignment can be regarded as a successful
result when the evaluated error is close to 0.0547 mm. In com-
parison with the other methods, the proposed method shows
better accuracy and could meet the inspection requirements.

V. CONCLUSION

Previously, efforts are made with heuristic methods to find
the optimal solution in bounded six-dimension space to fulfill
the 3D registration. Moreover, a reasonable setting of the
bounded spaces is important and indispensable to ensure the
accuracy of alignment. However, it is still an empirical work,
and it has rarely been discussed in related studies. Compared
with rotation space, which is periodic, the setting of the
translation space is more difficult, and it is always different
in related studies.

According to the problems mentioned above, a normal-
based FPA optimization is introduced to point set registration.
In our method, the registration can be achieved by finding the
optimal solution in rotation space. Due to the invariability
of the normal distribution to translation, the closeness of
the point normal is employed to find the correspondences
between the points. Secondly, considering the deterioration
of normal caused by the noise, outliers, scatter and occlu-
sion in practical applications, the Pauta criterion based on a
three-dimension vector is used to remove the abnormal point
matching and refine the translation between the models. With
the help of FPA, the optimal solution can be found in 3D
space. Moreover, in order to increase the population of opti-
mal pollens after convergence, the adjustment of searching
radius and periodic boundary are introduced. To verify the
performance of the proposed method, several experiments
are conducted regarding to the initial position, robustness to
noise and outliers, 3D modeling, and quality inspection of the
free-form surface. From the quantitative analysis, our method
shows better or competitive performance in robustness to
abnormal disturbances and registration accuracy.

Although the proposed method can achieve the registra-
tion without any feature extraction or manual intervention,
it should be admitted that the registration process based on
the proposed method requires a certain amount of calcula-
tion. In practice, the efficiency can be improved by model
simplification. The above-mentioned strategy, acquiring the
point corresponds from the closeness of the point normal,
can also be introduced into other heuristic methods, such as
PSO, ABC and BA. And we will finish these studies in the

VOLUME 8, 2020

future and investigate their applications in the alignment of
structured scenes.
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