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ABSTRACT Threshold homomorphic encryption (Threshold HE) schemes are modified homomor-
phic encryption schemes to be suitable for privacy-preserving data integration and analysis. In actual
usage of it, one should take it care into consideration who manages secret keys. In Eurocrypt 2012,
Asharov et al. proposed decentralized (n, n)-threshold HE schemes in bottom-up approach for which all
n parties must allow by doing a partial decryption to decrypt successfully a ciphertext. To support more
general threshold structure for HE, Boneh et al. presented (t, n)-threshold HE schemes using secret sharing
schemes in top-down approach with a central key dealer. In this article, decentralized (t, n)-threshold HE
schemes in bottom-up approach will be constructed. The decentralized (n, n)-threshold HE scheme is fisrt
modified to reduce the error contained in the common evaluation key which affects to the entire parameter
size. Then by applying (t, n)-threshold secret sharing scheme, (n, n)-threshold HE scheme is converted to
(t, n)-threshold HE scheme. Moreover, proactive secret sharing scheme is applied to update secret key share
of the constructed (t, n)-threshold HE scheme whenever needed.

INDEX TERMS Fully homomorphic encryption, threshold decryption, proactive secret sharing.

I. INTRODUCTION
Data collection and analysis have become essential parts of
the modern industry and companies want to collect user data
to make more profit. However, data privacy regulations, such
as EU General Data Protection Regulation (GDPR), force
organizations to use data only for a pre-defined purposes
and periods of time, and demand de-identification process
before use, which may degrade the quality of the analysis.
Thus, we live in the world where protecting data privacy is as
important as accuracy of analysis. Data privacy is particularly
fatal to organizations such as financial and healthcare sectors
that deal with sensitive customer data. Obviously, accuracy
has a big impact on these organizations. On the other hand,
the demand to combine data with other organizations also
has increased in order to obtain greater insight from the
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aggregated data by using advanced analysis and AI capabili-
ties. The aggregated data must be further processed to ensure
that there is no risk of re-identification because combining
multiple datasets may lead to serious infringement of indi-
vidual data privacy. The analysis results, however, may not
be valuable as some important features in the dataset can be
omitted or replaced with inaccurate values during the process.

This is where privacy-enhancing analysis technologies
such as homomorphic encryption (HE) come into play to
solve both the problem of degradation in analysis qual-
ity during the de-identification process. HE is one of the
most promising cryptographic technologies for data usage
in untrusted environments. HE supports computation on
encrypted data, so that the original data can be completely
protected during the encrypted analysis. Since the first con-
struction of HE of Gentry [1], the efficiency has been
improved significantly over the decade ([2]–[14]). Especially,
CKKS scheme [15] that supports encrypted approximate
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arithmetic of real numbers made great strides as it demon-
strates the applicability of HE in real use cases ([16]–[21]).

By using HE, organizations can benefit from collabora-
tion without exposing original data, compromising privacy,
or concern about re-identification through data integration
with other sources. All the computations are performed on the
encrypted data, and only the result is decrypted by the person
holding the secret key. To prevent unauthorized decryption,
organizations can delegate the secret key management to a
trusted third party (TTP) such as government agencies or
courts. Unfortunately, such a TTP is not always available,
and it may not be desirable to rely on a single party for
maintaining the secret key.

Shamir [22] proposed the notion of (t, n)-threshold cryp-
tography, where the secret shares are distributed among n
parties and more than t shares allow a successful construc-
tion of the master secret. Following the idea, the notion of
threshold decryption for HE was introduced [23], [24] in
that a secret key is distributed among all the parties and
decryption can be done when all agree. Two types of HE
with threshold decryption – threshold HE and multi-key
HE – have been proposed, both of which essentially share
the same idea. The difference between threshold HE and
multi-key HE can be understood as when the common public
keys are generated, before or after the integration, respec-
tively. It is reasonable to assume that organizations have a
contract to collaborate on data before exchanging data. So
it is more realistic to generate the common key before the
encrypted data integration, and in real use cases threshold
HE seems to be a better choice. Moreover, organizations typ-
ically hold their customer data, so they do not have full data
ownership. Data privacy must be guaranteed for data owners
(customers), not for data users (organizations), and data users
may delegate secret key management to independent multiple
TTPs. As the focus of the paper is secret key management
of HE for real use cases that multiple TTPs manages secret
key on behalf of data owners and data users, decentral-
ized (t, n)-threshold HE scheme in bottom-up approach is
studied.

In Eurocrypt 2012, Asharov et al. proposed decentralized
(n, n)-threshold HE schemes in bottom-up approach from an
HE scheme based on learning with errors (LWE) problem and
ring LWE problem, respectively ( [24], [25]). In the scheme,
n parties establish common public keys collaboratively using
the linearity of public keys while no one actually has the com-
mon secret key. The common secret key is implicitly defined
by the summation of partial secret keys generated by each
party, and all n parties must cooperate to decrypt a ciphertext.
On the other hand, Boneh et al. proposed (t, n)-threshold
HE schemes in top-down approach using {0, 1}-Linear secret
sharing scheme and Shamir secret sharing scheme. Roughly
speaking, a trusted third party or someone who can be one of
n parties first generates a common key tuple (pk, evk, sk) and
then distributes this secret key sk into n shares {ski}i using the
secret sharing schemes. They also adopt an auxiliary public
key encryption scheme to propose a decentralized threshold

HE scheme, but this can be thought as a top-down approach
in a nutshell.

The proactive secret sharing schemes refers to the secret
sharing schemes that are secure againstmobile adversarywho
can keep an eye on secret share holders over time but have
a limitation for the number of accessible holders at a time
unit. In order to protect the shared secret from the adversary,
the shares should be periodically updated so that the shared
secret remains the same and the previous shares are no longer
useful. Since the first proactive secret sharing scheme [26],
many proactive secret sharing schemes have been designed
for various purposes;mobile proactive secret sharing schemes
([27], [28]), verifiable proactive secret sharing schemes
([29]–[31]).

Our Contribution. We first modify the (n, n)-threshold
HE construction of [24]: From an HE scheme with
key-homomorphic property, we construct (n, n)-threshold HE
scheme by generating a key pair of the threshold version as
a sum of key pairs of original HE scheme. We then use each
secret key share, instead of the common public key, to encrypt
itself for evaluation key generation. The evaluation key is
constructed by aggregating encrypted secret key share of each
party. As the construction of [24] uses the common public key
to encrypt individual secret key, the evaluation key contains
error proportional to n2 where n is the number of participants.
On the other hand, our approach allows error proportional to n
which results in reducing the entire parameter size. Since the
distribution of the combined key is different from the original
key distribution, we show joint key security as in [24]. Joint
key security assures that ciphertexts of our threshold HE
scheme is indistinguishable from uniformly random one.

We then apply (t, n)-threshold secret sharing scheme to
convert our (n, n)-threshold HE scheme to (t, n)-threshold
HE scheme. We use a generalized Shamir secret sharing
scheme and key-homomorphic property of the underlying
HE scheme. Moreover, we introduce proactive secret sharing
schemes to update secret key share of our (t, n)-threshold HE
scheme whenever needed. In particular, we provide a simpler
method for updating secret key shares on the (n, n)-threshold
case. As a result, this scheme can get immune to the errors
relative to the general case.

II. PRELIMINARIES
We use bold lowercase letters to denote vectors and bold
uppercase letters to denote matrices. For a positive integer q,
[q] is defined by {1, 2, . . . , q} and Zq = [−q/2, q/2)∩Z is a
set of representatives of residues modulo q. Given an integer
m and a modulus q, [m]q means an element a ∈ Zq such that
m ≡ a (mod q). For a finite set, a← Ameans a is uniformly
chosen from A. Through this article, n is the number of parties
with a threshold t ≤ n and P1, . . . ,Pn means a set of parties.

For a power-of-two N , we use R = Z[X ]/(XN + 1) to
denote the ring of integers of a number fieldQ[X ]/(XN + 1).
Given a modulus q, Rq = R/qR is the residue ring of
R modulo q. An element a ∈ R[X ]/(XN + 1) represented
by a(X ) =

∑N−1
j=0 ajX j of degree < N will be identified
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with its coefficient vector (a0, . . . , aN−1) ∈ RN . We use
the notation ‖a‖∞ to denote the usual `∞-norm of a. Let
M = 2N and Z∗M = {x ∈ ZM | gcd(x,M ) = 1}. Then,
the canonical embedding τ for a ∈ R[X ]/(XN + 1) is the
vector of evaluation value of a at each primitive M -th roots
of unity. That is, each component of the vector τ (a) is of the
form a(ζ j) where ζ = exp(−2π i) is a primitive M -th root of
unity and j ∈ Z∗M . We define the canonical embedding norm
‖a‖can
∞ of a as the `∞-norm of τ (a), ‖a‖can

∞ = ‖τ (a)‖∞.
For two distributions X and Y over a finite domain �,

the statistical distance between X and Y is defined by
1(X ,Y ) := 1

2

∑
ω∈� |X (ω)−Y (ω)|. Let X and Y be distribu-

tion ensembles parameterized by the security parameter λ, we
say that X and Y are statistically indistinguishable, denoted

by X
stat
≈ Y , if the distance 1(X ,Y ) is negligible.

Lemma 1 (Smudging Lemma [24], [32]): For the security
parameter λ, let B1 = B1(λ) and B2 = B2(λ) be positive
integers and let e1 ∈ [−B1,B1] be a fixed integer. Let
e2 ← [−B2,B2] be chosen uniformly at random. Then the
distribution of e2 is statistically indistinguishable from that
of e2 + e1 as long as B1/B2 is negligible in λ.

For positive integers B1 and B2, let e1 ∈ R be a fixed
polynomial with ‖e1‖∞ ≤ B1, and e2 ∈ R be another
polynomial whose coefficients are chosen independently and
uniformly at random from [−B2,B2]. Then we can show that
the distribution of e2 and that of e2 + e1 are statistically
indistinguishable as long as B1/B2 is negligible because each
coefficient was chosen independently.1

Throughout the paper, we denote by χsm(B2) the distri-
bution of polynomials in R whose coefficients are chosen
independently and uniformly at random from [−B2,B2] for a
positive integer B2.
Definition 1 (Homomorphic Encryption): A (leveled)

homomorphic encryption consists of a tuple of algorithms
(KeyGen, Enc,Dec, Eval):
• KeyGen(1λ, 1L)→ (pk, evk, sk): Key generation algo-
rithm KeyGen takes a security parameter λ and a depth
bound L, and outputs public encryption key pk, public
evaluation key evk, and secret decryption key sk.

• Enc(pk,m) → c: Encryption algorithm Enc takes pk
and a message m, and outputs a ciphertext c.

• Eval(evk, f , c1, · · · , ck ) → c∗: Evaluation algorithm
Eval takes a k-input function f that can be computed by
a circuit of depth at most L, and outputs a new ciphertext
c∗ that is an encryption of f (m1, · · · ,mk ) where ci ←
Enc(pk,mi) for i = 1, · · · , k.

• Dec(sk, c)→ m or⊥: Decryption algorithm Dec takes
sk and a ciphertext c, and outputs a message m or ⊥.

Definition 2 (Threshold Homomorphic Encryption): Let
P = {P1, · · · ,Pn} be a set of parties and t ≤ n be a
threshold number. A (t, n)-threshold homomorphic encryp-
tion (Threshold HE) scheme is a homomorphic encryption
scheme, with the difference that KeyGen and Dec are now

1If ‖e1‖∞ is less than B1 with high probability, we can say that the two
distributions are statistically indistinguishable with high probability.

n-party protocols instead of algorithms, and Dec works if at
least t parties participate in the protocol.
• THE.KeyGen(1λ, 1L;pp) → (pk, evk, {ski}i∈[n]):
Given the security parameter λ and a depth bound L,
each party Pi outputs a common encryption key pk,
a common evaluation key evk, and a secret key share
ski of the implicitly defined secret key sk under a public
parameter pp after a key generation protocol.

• THE.Enc(pk,m)→ c: Given a public key pk and a mes-
sage m, the encryption algorithm outputs a ciphertext c.

• THE.Eval(evk, f , {ci}i∈[k]) → c∗: Given an evaluation
key evk, a function f with a depth smaller than some
parameter L, and ciphertexts ci, the evaluation algo-
rithm outputs a new ciphertext c∗.

• THE.Dec({ski}i∈I , c) → m or ⊥: For an index set I ⊆
[n] with |I | ≥ t , each party Pi, i ∈ I , holds an individual
secret shares ski of the secret key sk. After a decryption
protocol, one who wants to decrypt a ciphertext c gets
a result if more than t parties give back their partial
decryptions.

Moreover, we say that a (t, n)-threshold FHE is decentralized
if all the parties have the same level of information and play
the same role in the KeyGen and Dec protocols.
Definition 3 (CKKS scheme): We recall a leveled homo-

morphic encryption scheme [15] that supports fixed point
arithmetic of real numbers.
• Setup(1λ, 1L): Given the security parameter λ and a
depth bound L, do the following:
– Choose a power-of-two integer N > 0, a base p >

0, a modulus q0, and a special modulus P, and let
qL = q0·pL so that N and P·qL satisfies the security
level λ.

– Choose a secret key distribution χsk, an error dis-
tribution χerr, and a random distribution χEnc for
encryption.

– Output public parameters

pp = (1λ, 1L ,N , p, q0, qL ,P, χsk, χerr, χEnc).

• KeyGen:
– Sample s ← χsk, a ← RqL and e ← χerr. Set
the secret key as sk ← (1, s) and the public key as
pk← (b, a) ∈ R2

qL where

b←−a · s+ e (mod qL).

– Sample a′ ← RP·qL and e′ ← χerr. Set the
evaluation key as evk← (b′, a′) ∈ R2

P·qL where

b′←−a′ · s+ e′ + P · s2 (mod P · qL).

• Enc(pk,m): Sample v ← χEnc and e0, e1 ← χerr.
Output c← v · pk+ (m+ e0, e1) (mod qL).

• Add(c, c′): Output cadd← c+ c′.
• Mult(evk, c, c′): For c = (c0, c1), c′ = (c′0, c

′

1) ∈ R2
q` ,

let (d0, d1, d2) = (c0c′0, c0c
′

1 + c′0c1, c1c
′

1) (mod q`).
Output cmult← (d0, d1)+ bP−1 · d2 · evke (mod q`)
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• Rescale`→`′ (c): Output c′← b
q`′
q`
ce (mod q`′ ).

• Dec(sk, c): Output 〈c, sk〉 (mod q`).
Note that if the output 〈c, sk〉 (mod q`) of Dec is sufficiently
smaller than q0 for all valid ciphertext c, we can take q0
instead of q` in Dec algorithm. Thus, we assume the message
space is limited to be smaller than a proper bound that 〈c, sk〉
(mod q`) = 〈c, sk〉 (mod q0) holds. For example, we can
restrict the message space for 〈c, sk〉 to be smaller than q0/4.

III. THRESHOLD HOMOMORPHIC ENCRYPTION WITH
NEW EVALUATION KEY GENERATION
Our threshold HE scheme starts from the (n, n)-threshold HE
scheme of [24]. After n parties P1, · · · ,Pn have generated its
secret key share ski = (1, si) and the corresponding public
key share pki, and parties collaboratively generate a common
encryption key pk and a common evaluation key evk follow-
ing the protocol in [24]. More specifically, after gathering
all the public key shares {pk1, · · · ,pkn}, Pi computes the
common public key pk and then broadcasts encrypted secret
key share under pk to other parties. Then from encrypted
secret key shares, Pi generates the common evaluation key
evk which can be seen as an encryption of (

∑n
i=1 si)

2 under
pk.

In this article, instead of pk, each party Pi uses its secret
key ski to encrypt ski for evaluation key generation. That is,
the party Pi holding ski broadcasts evki,0 ← (−a′ · si +
ei + si, a′) for some small error ei which is an encryption of
si under ski. From {evk1,0, · · · , evkn,0}, Pi can compute an
encryption evk0 of s :=

∑n
i=1 si under sk by adding the first

components of the given other evkk,0’s:

evk0 =

(
n∑
i=1

(
−a′ · si + ei + si

)
, a′
)

=
(
−a′ · s+ e+ s, a′

)
,

where e =
∑n

i=1 ei. Then, Pi can compute an encryption of
si · s under sk = (1,

∑n
i=1 si) by multiplying si · evk0:

si · evk0 = (si · (−a′ · s+ e+ s), si · a′)

=
(
−si · (a′ · s)+ si · e+ si · s, si · a′

)
.

Finally a new encryption of s2 = (
∑n

i=1 si)
2 can be computed

by adding them for all i:
n∑
i=1

si · evk0 =

(
(
n∑
i=1

si) · (−a′ · s+ e+ s),
n∑
i=1

si · a′
)

=

(
−(a′ · s) · s+ e · s+ s2, a′ · s

)
.

The above outlines our main construction, but we have
to add appropriate smudging errors when broadcasting small
polynomials to hide secret elements properly.

A. CONSTRUCTION
In this section we describe our (n, n)-threshold HE construc-
tion based on CKKS scheme [15] to fix an idea. Note that
it can be easily generalized by using other HE scheme with
key-homomorphic property such as [4].

• Setup(1λ, 1L , 1n): Given the security parameter λ,
a depth bound L and the number of parties n, do the
following:

– Choose a power-of-two integer N > 0, a base p >
0, a modulus q0, and a special modulus P, and let
qL = q0 · pL such that N and P · qL satisfies the
security level λ.

– Choose a secret key distribution χsk, an error distri-
bution χerr, a random distribution χEnc for encryp-
tion, and a set B of smudging error bounds B =
{BEval

sm ,BEnc
sm ,B

Dec
sm }.

– Choose common random elements a, a′← RP·qL .
– Output public parameters include

pp = (N , p, q0, qL ,P, χsk, χerr, χEnc,B).

• THE.KeyGen: Our key generation protocol KeyGen is a
two-round, n-party protocol among P1, · · · ,Pn.

– Round I. For i ∈ [n], each party Pi executes the
following.

1) Sample si ← χsk and ei ← χerr, and compute
bi←−a · si + ei (mod P · qL).

2) Sample e′i,0 ← χerr, and compute b′i,0 ← −a
′
·

si + e′i,0 + P · si (mod P · qL).
3) Set its secret key share as ski ← (1, si) and

broadcast bi, b′i,0 to other parties.

– Round II. Upon receiving {bj, b′j,0}j 6=i, Pi sets the
common public key as pk← (

∑n
j=1 bj, a) ∈ R2

P·qL .

1) Compute b′0←
∑n

i=1 b
′

i,0 (mod P · qL).
2) Sample smudging errors esm

i,0 , e
sm
i,1 ← χsm(BEval

sm )
and compute an intermediate evaluation key
evki← (si · b′0 + e

sm
i,0 , si · a

′
+ esm

i,1 ) ∈ R2
P·qL .

3) Broadcast evki to other parties.

Upon receiving {evkj}j 6=i, Pi sets the common eval-
uation key as evk←

∑n
j=1 evkj ∈ R2

P·qL .

• THE.Enc(pk,m):
1) Sample a random element v← χEnc and smudging

errors esm
0 , esm

1 ← χsm(BEnc
sm ).

2) Output c← v · pk+ (m+ esm
0 , esm

1 ) (mod qL).

• THE.Add(c, c′): Output cadd← c+ c′.
• THE.Mult(evk, c, c′): For c = (c0, c1), c′ = (c′0, c

′

1) ∈
R2
q` , let (d0, d1, d2) = (c0c′0, c0c

′

1 + c′0c1, c1c
′

1)
(mod q`). Output cmult ← (d0, d1) + bP−1 · d2 · evke
(mod q`)

• THE.Rescale`→`′ (c): Output c′← b
q`′
q`
ce (mod q`′ ).

• THE.Dec({sk1, · · · , skn}, c): Our threshold decryption
protocol Dec is an one round, n-party protocol among
P1, · · · ,Pn.

– Round I. Given the ciphertext c = (c0, c1) at level
`, for i ∈ [n] each party Pi executes the following.

1) Sample a smudging error esm
i ← χsm(BDec

sm ).
2) Compute a partial decryption pi← c1 · si+ esm

i
(mod qi), and broadcast it to other parties.
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Upon receiving {pj}j 6=i, Pi computes the final
decryption

c0 +
n∑
i=1

pi (mod q`).

B. SECURITY OF JOINT KEYS
In [24], they proved the security of joint keys by showing
the ciphertexts under the joint key is distributed uniformly
random after adding smudging errors. Following their idea,
we can also show that the joint key security of our con-
struction: Assume a public encryption key (b, a) is con-
structed honestly and an attacker can then adaptively choose
(b′ = −a · s′ + e′, a). Then, it suffices to show that the
attacker should not be able to distinguish some ciphertexts
under the combined key (b + b′, a) from uniformly ran-
dom ones. Let (KeyGen, Enc,Dec, Eval) denote the CKKS
scheme [15] which satisfies key-homomorphic properties
and let us consider an experiment JointKeyA(pp,B1,B2)
between an attacker A and a challenger defined as:
1) Challenger chooses s ← χsk and e ← χerr, and gives

(b = −a · s+ e, a) to A.
2) A adaptively chooses s′ ← χsk, e′ ← χerr and a ran-

dommessagem ∈ R. It gives (b′ = −a·s′+e′, s′, e′,m)
to the challenger.

3) The challenger sets the public encryption key pk =
(b+ b′, a) and chooses a random bit β ← {0, 1}.
• If β = 0, it chooses c∗ = (c∗0, c

∗

1) ← R2
qL

uniformly.
• If β = 1, it generates a valid ciphertext c∗ =
(c0, c∗1) ← Enc(pk,m), e∗ ← χsm(B2) and set
c∗0 = c0 + e∗.

4) A gets c∗ = (c∗0, c
∗

1) and outputs a bit β
′.

The output of the experiment is 1 if β = β ′ (A wins), and
0 otherwise (A loses).
Note that if χerr is a discrete Gaussian distribution, then

there exists a high probability bound B1 which satisfies
‖e‖∞ ≤ B1 for e← χerr with high probability.
Lemma 2: Assume the CKKS scheme has pseudorandom

ciphertexts and χerr is a discrete Gaussian distribution with
high probability bound B1. If B1/B2 = negl(λ), then for any
probabilistic polynomial time adversary A, we have∣∣∣∣Pr[JointKeyA(params) = 1]−

1
2

∣∣∣∣ = negl(λ).

Proof: Wewill construct an adversaryA′ distinguishing
ciphertexts from uniform distribution using the given adver-
sary A. Assume a challenger for pseudorandom ciphertexts
property of CKKS scheme gives pk = (b = −a ·s+e, a) and
a challenge (c̃0, c̃1) to the adversary A′. Then, A′ gives it to
A and get back (b′ = −a ·s′+e′, s′, e′,m) fromA. Lastly,A′
sets (c∗0, c

∗

1) = (c̃0, c̃1)− (c̃1 · s′, 0), sends it toA, and outputs
the bit β ′ obtained from A.
Note that (c∗0, c

∗

1) is uniformly random if (c̃0, c̃1) so is. On the
other hand, if (c̃0, c̃1) is of the form (−c̃1 · s+ ẽ, c̃1), then

(c∗0, c
∗

1) = (c̃0, c̃1)− (c̃1 · s′, 0) = (−c̃1 · (s+ s′)+ ẽ, c̃1)

which is an instance of (R)LWE problem. Thus,A′ breaks the
pseudorandomness of ciphertexts with the same advantage as
A by smudging lemma. �

C. NOISE ESTIMATION
In this section, we estimate the growth of errors after various
operations assuming specific distributions for χsk, χerr and
χEnc, following the heuristic approach in [11], [15], [33]. One
can set specific parameters for our threshold homomorphic
encryption schemes using these estimated errors. To do this,
we first examine each distribution and give high probability
upper bounds for the size of error polynomials. Recall that
we measure the size of a polynomial a ∈ R by the canonical
embedding norm

‖a‖can
∞ = ‖τ (a)‖∞ = max

j∈Z∗M
|a(ζ j)|

where τ is the canonical embedding into CN . For j ∈ Z∗M ,
each component a(ζ j) of τ (a) is the inner product of the coef-
ficient vector of a and a vector (1, ζ j, · · · , ζ j(N−1)), having
the Euclidean norm

√
N , where ζ is a primitive M -th root

of unity. If each coefficient of a is sampled independently
from the identical distribution χ with the variance δ2, then
we may assume that the random variable a(ζ j) is distributed
similarly to a Gaussian random variable over the complex
plane having the variance δ2N . If we assume a(ζ j) is from
a Gaussian distribution with the variance δ2N , we can use a
high probability upper bound 6

√
δ2N = 6δ

√
N for ‖a‖can

∞ .
Furthermore, for two polynomials a, b ∈ R, since we have
(a · b)(ζ ) = a(ζ )b(ζ ), we use a high probability upper bound
‖a · b‖can

∞ ≤ 16δ1δ2 when random variables a(ζ j) and b(ζ j)
have variance δ21 and δ

2
2 , respectively.Wewill also use the fact

that the random variable c(ζ j) has variance δ23 , then it holds
that ‖a · b · c‖can

∞ ≤ 32δ1δ2δ3 with high probability. See [11],
[15], [33] for more details.

To precisely estimate the size of errors, we fix some spe-
cific distributions for various polynomials. Let us start from
the error distribution χerr. For the error distribution, many
homomorphic encryption schemes [15] based on RLWE use
the distribution DG(σ 2) which draws a polynomial by sam-
pling each coefficient independently from the discrete Gaus-
sian distribution with the variance σ 2. Following the above
argument, we use a high probability upper bound ‖e‖can

∞ ≤

6σ
√
N for e← DG(σ 2). Let denote by ZO the distribution

overRwhichwill be used for χsk and χEnc where each coeffi-
cient is sampled independently from {0,±1}, with probability
1/4 for each of −1 and +1, and probability being zero
1/2. Again, since the coefficients are sampled independently
from an identical distribution with the variance 1/2, we think
a ← ZO has an upper bound ‖a‖can

∞ ≤ 3
√
2N with high

probability. In addition, we consider a distribution χsm(B) for
smudging errors. For a given B > 0, the distribution χsm(B)
draws each coefficient from the uniform distribution [−B,B]
with the variance B2/3, and hence we use a high-probability
upper bound ‖a‖can

∞ ≤ 2
√
3NB for a← χsm(B).
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TABLE 1. Assumption for distributions: If a polynomial a ∈ R is sampled
from a distribution χ , then we can compute the variance of a(ζ j ) to give a
high-probability upper bound for ‖a‖can

∞ .

For a common public key pk = (b, a) where b =∑n
i=1 bi = a ·

(∑n
i=1 si

)
+
(∑n

i=1 ei
)

generated by
THE.KeyGen protocol, let denote the corresponding secret
key sk = (1, s) where s =

∑n
i=1 si which is never computed

by any party. Note that for two polynomials a, b ∈ R chosen
independently from the distributions with the variance δ21 and
δ22 , respectively, we can conclude that the random variable
(a+b)(ζ ) = a(ζ )+b(ζ ) is similarly distributed to a Gaussian
distribution with the variance δ21 + δ

2
2 .

Lemma 3 (Public encryption key): Let pk be a common
public encryption key generated by THE.KeyGen protocol,
and sk be the corresponding secret key. Then it holds that

‖〈pk, sk〉 (mod P · qL)‖can
∞ ≤ 6σn

1
2N

1
2 .

Proof: In THE.KeyGen protocol, each party generates
its secret key share ski = (1, si) and compute the individual
public key pki = (bi, a) where bi = −a · si+ei (mod P ·qL).
Then the common public key pk = (b, a) is computed by b =∑n

i=1 bi = −a ·
∑n

i=1 si+
∑n

i=1 ei (mod P ·qL), and we have
〈pk, sk〉 = b+ a · s =

∑n
i=1 ei (mod P · qL). Since the noise

term ei is sampled independently fromDG(σ 2), e =
∑n

i=1 ei
can be seen as a sample from the distributionDG(σ 2)+· · ·+

DG(σ 2)
stat
≈ DG(nσ 2) with the variance nσ 2. Thus, we have

‖e‖can
∞ ≤ 6

√
σ 2 nN = 6σn

1
2N

1
2 as desired. �

Lemma 4 (Evaluation key): Let evk be an evaluation key
generated by THE.KeyGen protocol, then it holds that

‖〈evk, sk〉 − P · s2 (mod P · qL)‖can
∞ ≤ Bmultkey

where

BmultKey = 8
√
2σnN + 2

√
3BEval

sm

(
n

1
2N

1
2 +

4
√
2

3
nN

)
.

Proof: In this proof, all equations are defined modulo
P · qL . To generate evk, each party generates b′i,0 = −a

′
·

si + e′i,0 + P · si and broadcasts it to compute evki = (si ·
b′0 + esm

i,0 , si · a
′
+ esm

i,1 ) where b
′

0 =
∑n

i=1 b
′

i,0. For e
′

i,0 ←

DG(σ 2), esm
i,0 , e

sm
i,1 ← χsm(BEval

sm ), let e′ =
∑n

i=1 e
′

i,0, e
sm
0 =∑n

i=1 e
sm
i,0 and esm

1 =
∑n

i=1 e
sm
i,1 . Then we have Var(e′(ζ )) =∑n

i=1 Var(e′i,0(ζ )) = nσ 2N , and similarly Var(esm
0 (ζ )) =

Var(esm
1 (ζ )) = n(BEval

sm )2 N/3 and Var(s(ζ )) = nN/2. There-
fore, it holds that

‖〈evk, sk〉 − P · s2‖can
∞

≤ ‖e′ · s+ esm
0 + e

sm
1 · s‖

can
∞

≤ 16σ
√
nN

√
nN
2
+ 6

√
nN/3BEval

sm + 16

√
nN
3
BEval

sm

√
nN
2

= 8
√
2σnN + 2

√
3n

1
2N

1
2BEval

sm +
8
3

√
6nNBEval

sm .

�
Lemma 5 (Encryption): Let c ← THE.Enc(pk,m) be a

ciphertext of m under pk. Then, it holds that

‖〈c, sk〉 − m (mod qL)‖can
∞ ≤ Bclean

where Bclean = 8
√
2σn

1
2N + 2

√
3BEnc

sm (N
1
2 +

4
√
2

3 n
1
2N ).

Proof: The ciphertext c is computed by v · pk + (m +
esm
0 , esm

1 ) (mod qL) where v ← ZO and esm
0 , esm

1 ←

χsm(BEnc
sm ). Thus, we have 〈c, sk〉 = v · 〈pk, sk〉+m+ esm

0 +

esm
1 · s = v · e+ m+ esm

0 + e
sm
1 · s (mod qL), and

‖〈c, sk〉 − m (mod qL)‖can
∞

≤ ‖v · e+ esm
0 + e

sm
1 · s‖

can
∞

≤ 16

√
N
2
σ
√
nN + 2

√
3NBEnc

sm + 16BEnc
sm

√
N
3

√
nN
2

= 8
√
2σn

1
2N + 2

√
3N

1
2BEnc

sm +
8
√
6

3
n

1
2NBEnc

sm .

�
Lemma 6 (Rescaling): Let c be a level-` ciphertext of m

under pk satisfying

‖〈c, sk〉 − m (mod q`)‖can
∞ ≤ B

for some B > 0. Then, for c′← Rescale`→`′ (c), it holds that

‖〈c′, sk〉 − p`
′
−`
· m‖can

∞ ≤ p
`′−`
· B+ Bscale

where Bscale =
√
3N

1
2 +

4
√
6

3 n
1
2N.

Proof: Let 〈c, sk〉 = m+e (mod q`) where ‖e‖can
∞ ≤ B.

Then for c′ ← Rescale`→`′ (c) it is satisfied that 〈c′, sk〉 =
q`′
q`
(m + e) + escale (mod q`′ ) for the rounding error vector

(τ0, τ1) = c′ − q`′
q`
c and escale = τ0 + τ1 · s. Note that our s

is a summation of si’s where si ← ZO, and hence we have
Var(s(ζ )) = nN/2. Thus, if we assume the each coefficient of

τ0 and τ1 is from a distribution with the variance
√

1
12 , as in

Lemma 2 of [15], we have

‖escale‖
can
∞ ≤ ‖τ0‖

can
∞ + ‖τ1 · s‖

can
∞

≤ 6

√
N
12
+16

√
N
12

√
nN
2
≤
√
3N

1
2+

4
√
6

3
n

1
2N .

�
Lemma 7 (Addition/Multiplication): Let ci be a level-`

ciphertext of mi with ‖mi‖can
∞ ≤ νi under pk satisfying

‖〈ci, sk〉 − mi (mod q`)‖can
∞ ≤ Bi

for some Bi > 0 and i = 1, 2. Then, for cadd ← add(c1, c2)
and cmult← mult(evk, c1, c2), it holds that

‖〈cadd, sk〉 − (m1 + m2) (mod q`)‖can
∞ ≤ B1 + B2

and

‖〈cmult, sk〉 − m1 · m2 (mod q`)‖can
∞ ≤ Bmult(`)

where Bmult(`) = ν1B2 + ν2B1 + B1B2 + P−1 · q` ·
√
N/3+

Bscale.
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Proof: Let ci = (bi, ai) with 〈ci, sk 〉 = mi+ei (mod q`)
for some polynomials mi, ei satisfying ‖ei‖can

∞ ≤ Bi, (i =
1, 2). Then, by Lemma 4, cmult contains three errors; an error
m1e2+m2e1+e1e1, an additional error e′′ = P−1 ·d2 e′ and a
rounding error bounded by Bscale where d2 = a1a2 and e′ is
the noise in the evaluation key evk. Assuming d2 behaves as
a uniform random variable on Rq` , P‖e

′′
‖

can
∞ is bounded by

2
√
Nq2`/12BmultKey = Bks · q`. Thus, cmult is an encryption

of m1m2 with an error bounded by

‖m1e2 + m2e1 + e1e2 + e′′‖can
∞ + Bscale

≤ ν1B2 + ν2B1 + B1B2 + P−1 · q` · Bks + Bscale.

�
Lemma 8 (Decryption): Let c = (c0, c1) be a level-`

ciphertext of m under pk with ‖〈c, sk〉 − m‖can
∞ ≤ B, and

let m′← THE.Dec({sk1, · · · , skn}, c) be the final decryption
from the decryption protocol. Then, it holds that

‖m′ − m (mod q`)‖can
∞ ≤ B+ BDec

where BDec = 2
√
3nN

1
2BDec

sm .
Proof: The final decryption m′ is computed by m′ ←

c0+
∑n

i=1 pi (mod q0) and pi← c1 · si+ esm
i where esm

i ←

χsm(BDec
sm ). Thus, we havem′ = c0+c1 ·

∑n
i=1 si+

∑n
i=1 e

sm
i .

Therefore, it holds that

‖m′ − m (mod q`)‖can
∞

≤ ‖m′ − 〈c, sk〉‖can
∞ + ‖〈c, sk〉 − m‖

can
∞

≤

n∑
i=1

‖esm
i ‖

can
∞ + B = B+ 2

√
3nN

1
2BDec

sm .

�

IV. SECRET KEY UPDATE
A. EXTENDED SHAMIR SECRET SHARING SCHEME
First, we revisit the Shamir secret sharing scheme to extend it
for threshold FHE. Let q be a prime and assume we will share
a secret s ∈ Zq to n parties so that any more than t parties
can reconstruct the secret s successfully. Then, the sharing
algorithm of Shamir secret sharing scheme is following: a
dealer randomly chooses t − 1 elements a1, . . . , at−1 from
Zq and sets a polynomial

f (x) = a0 + a1 x + . . .+ at−1x t−1 ∈ Zq[x]

whose constant term a0 equals to the secret s. After comput-
ing each share si = f (i), the dealer sends it to the party Pi
for i = 1, . . . , n. Later, if more than t parties {Pi}i∈I gather,
the shared secret is reconstructed by computing

s′ =
∑
i∈I

λI ,isi

where λI ,i =
∏

j∈I\{i}
j
j−i called as Lagrange coefficients.

Note that λi,I is well-defined since Zq is a field and s′ equals
to s if the {si}’s are legitimate shares.
Definition 4 (Shamir secret sharing scheme on Zq): Let

s ∈ Zq be a secret to be shared with a prime q. A Shamir

secret sharing scheme Shamir is a duple of algorithms
(Share,Combine) as defined follows:
• Share(s, t, n) → (s1, . . . , sn): The share algorithm
takes a secret s and a threshold number t with n parties
as input. After randomly choosing a polynomial f (x) =
a0 + a1 x + · · · + at−1x t−1 ∈ Zq[x] such that a0 = s, it
outputs the secret shares si = f (i) for i ∈ [n]

• Combine({si}i∈I ) → s′: The combine algorithm takes
a set {si}i∈I of secret shares for some index set I ⊆ [n].
Then, it outputs a reconstructed secret s′ =

∑
i∈I λI ,isi

where λI ,i =
∏

j∈I\{i}
j
j−i . For a convenience, we some-

times omit I in the notation λI ,i.
Now, let us consider the case we want to share a secret

s(X ) lies in Rq = Zq[X ]/(XN + 1) instead of Zq We can
extend the sharing algorithm by choosing t − 1 elements
a1(X ), . . . , at−1(X ) in Rq and setting

f (x) = a0(X )+ a1(X )x + . . .+ at−1(X )x t−1 ∈ Rq[x]

whose constant term a0(X ) equals to s(X ). Then, shares

si(X ) for i = 1, . . . , n

= f (i)

= a0(X )+ a1(X ) · i+ · · · + at−1(X ) · it−1

=

N−1∑
`=0

a0,`X` +
N−1∑
`=0

a1,`X` · i+ · · · +
N−1∑
`=0

at−1,`X` · it−1

=

N−1∑
`=0

(a0,` + a1,` · i+ · · · + at−1,` · it−1)X`

can be considered as independent applications of the standard
Shamir secret sharing for each coefficients of s(X ). Thus,
if the coefficients of s(X ) are independently sampled, one
can easily get the correctness and security of Shamir secret
sharing over Rq.
In some homomorphic encryption schemes, however, they

use sparse binary (or sparse ternary) secret polynomi-
als whose coefficients lies in {0, 1} (or {0,±1}) with a
fixed Hamming distance h for their efficiency. For example,
the HEAAN library2 uses ternary secrets with h = 64. This
relation from the sparsity may have an impact on the guaran-
tee of security for this extended Shamir secret sharing scheme
breaking the independence of coefficients of secret polyno-
mials. Therefore, we recommend using some distribution for
secret in which the coefficients are sampled independently
instead of sparse secret distributions.

B. THRESHOLD STRUCTURE AND PROACTIVE SECRET
SHARING
1) KEY SHARE RE-DISTRIBUTION PROTOCOLS
In this paragraph, we will introduce some key share
renewal methods to be used for giving a threshold struc-
ture and proactive secret sharing to our scheme. Since the
first proactive secret sharing was proposed in 1995 by

2https://github.com/snucrypto/HEAAN
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Herzberg et al. [26], many proactive secret sharing schemes
have been designed with each purpose. These proactive secret
sharing schemes can be classified into two cases upon the
method of re-distributing shares as following:

• By adding shares of 0. This method is mostly cho-
sen for proactive secret schemes including the first
one ( [26]–[28]). Note that Shamir secret sharing
has a linearity between the secrets and their shares.
More precisely, if (s1, . . . , sn) ← Share(s, t, n)
and (s̄1, . . . , s̄n) ← Share(s̄, t, n), then we have
Combine({si + s̄i}i∈I )→ s′ = s+ s̄ for any subset I ⊆
[n] of size more than or equals to t . Thus, the key point of
re-distributing algorithm in this class is generating new
shares whose shared secret is actually 0 and adding these
to the old shares like masking.

• By re-sharing each old shares. This method chosen
by [29]–[31] is more complicate than the former and
comes from the fact that the reconstruction algorithm is
performed by linear operation on the shares si and their
coefficients λI ,i are determined only by the indices I of
gathered parties not by the collected shares themselves.
For more detailed, let us assume that n parties shared
a secret s by (s1, . . . , sn) ← Share(s, t, n) and that t
parties {Pi}i∈I gathered to re-distribute the shares with
new (t ′, n′)-threshold structure. First, each party Pi(i ∈
I ) runs (si,1, . . . , si,n′ )← Share(si, t ′, n′) and sends si,j
to the party Pj. Then, we have si =

∑
j∈J λJ ,jsi,j for all i

and all J ⊆ [n′] with |j| ≥ t ′ and so if we set new shares
s′j =

∑
i∈I λI ,isi,j for all j ∈ [n′], the shared secret s can

be reconstructed by computing

∑
j∈J

λJ ,js′j =
∑
j∈J

λJ ,j · (
∑
i∈I

λI ,isi,j)

=

∑
j∈J

∑
i∈I

λJ ,j · λI ,isi,j

=

∑
i∈I

λI ,i
∑
j∈J

λJ ,jsi,j

=

∑
i∈I

λI ,isi = s

for any J ⊆ [n′] with |j| ≥ t ′.

However, Nikov and Nikova showed the re-distributing
method by adding shares of 0 are vulnerable to a spe-
cific attack even for a passive mobile adversary [34]. Thus,
we focus on the re-sharing methods from now on.

2) DECENTRALIZED THRESHOLD CKKS SCHEME
Adapting a key share re-distribution protocol after generation
of public encryption key and evaluation keys, one can give
a threshold structure into our decentralized CKKS scheme.
Here, we provide some protocols for this with its modified
threshold decryption. Remind that the shared secret is of the
form s = s1 + · · · + sn in the previous section.

• THE.Threshold({sk1, . . . , skn}, t): This key update pro-
tocol Threshold is an one round, n-party protocol
among P1, . . . ,Pn.
– Round I. For i ∈ [n], each party Pi executes the

following:
1) Sample independently ai,1, . . . , ai,t−1 ← Rq

and set fi(x) = si + ai,1x + · · · + ai,t−1x t−1

where ski = (1, si).
2) Compute shares si,j = fi(j) and send it to Pj (j ∈

[n]).
Upon receiving {si,j}i∈[n], each party Pj for j ∈ [n]
computes new share s′j =

∑
i∈I si,j and sets skj ←

(1, s′j).
Since the relation between shares to bring back the common
shared secret is changed from simple additions into a linear
operation with Lagrange coefficients after this key update
algorithm, the decryption protocol should also be modified
as in [35].
• THE.Dec1({sk1, · · · , skn}i∈I , c): Our (t, n)-threshold
decryption protocol based on Shamir secret shar-
ing Dec1 is an one round, t-party protocol among
P1, . . . ,Pn.
– Round I.Given the ciphertext c = (c0, c1), for i ∈ I

each party Pi executes the following.
1) Sample a smudging error esm

i ← χsm(BDec
sm ).

2) Compute a partial decryption pi ← c1 · si +
(n!)2 esm

i (mod q0), and broadcast it to other
parties.

Upon receiving {pj}j 6=i, Pi computes the final
decryption

c0 +
∑
i∈I

λI ,ipi (mod q0).

Theorem 1 (Thresholdize/Decryption): Let c = (c0, c1) be
a level-` ciphertext of m under pk satisfying

‖〈c, sk〉 − m (mod q0)‖can
∞ ≤ B

for some B > 0 and let (n!)3 ≤ q0.
If {sk′i}i∈[n] ← THE.Threshold({ski}i∈[n], t) and m′ ←

THE.Dec1({sk′1, · · · , sk
′

n}, c), then it holds that

‖m′−m (mod q0)‖can
∞ ≤ B+ BDec

where BDec = n(n!)3 BDec
sm .

Proof: Since m′ is computed by c0 +
∑

i∈I λI ,ipi
(mod q0) and pi← c1 ·si+(n!)2 esm

i (mod q0) where esm
i ←

χsm(BDec
sm ), m′ = c0 + c1 ·

∑
i∈I λI ,isi +

∑
i∈I λI ,i(n!)

2 esm
i

Therefore, it holds that

|m′ − m (mod q`)‖can
∞

≤ ‖m′ − 〈c, sk〉‖can
∞ + ‖〈c, sk〉 − m‖

can
∞

≤ ‖

∑
i∈I

λI ,i(n!)2 esm
i ‖

can
∞ + B

≤ n(n!)3 BDec
sm + B.

The last inequality comes from |(n!)2 · λi,I | ≤ (n!)3 as an
integer [36]. �
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3) PROACTIVE SECURITY
• THE.KeyUpdate1({ski}i∈I ): Our protocol for key
update KeyUpdate1 based on Shamir secret shar-
ing scheme is an one round, n-party protocol among
P1, . . . ,Pn.
– Round I. For i ∈ I , each party Pi executes the

following:
1) Sample independently ai,1, . . . , ai,t−1 ← Rq

and set fi(x) = si + ai,1x + · · · + ai,t−1x t−1

where ski = (1, si).
2) Compute shares si,j = fi(j) and send it to Pj (j ∈

[n]).
Upon receiving {si,j}i∈I , each party Pj for j ∈ [n]
computes new share s′j =

∑
i∈I λI ,isi,j and sets

skj← (1, s′j).
In fact, when we restrict the case on (n,n)-threshold, there

are simple methods to re-distribute secret shares in which
decryption errors are smaller than the previous methods. Let
a secret s be distributed to shares si so that s = s1 + · · · + sn.
• By adding shares of 0. Each party Pi generate si,j (j =
1, . . . , n) such that 0 = si,1+· · ·+si,n and send si,j to the
party Pj. Then, setting the new shares s′j = sj+

∑n
i=1 si,j

for all j ∈ [n], the shared secret s can be reconstructed
by s = s′1 + · · · + s

′
n.

• By re-sharing each old shares. Each party Pi can
re-share si into si,j so that si = si,1 + · · · + si,n and
send si,j to the party Pj. Then, setting the new shares
s′j = s1,j + · · · + sn,j for all j ∈ [n], the shared secret
s can be reconstructed by s = s′1 + · · · + s

′
n.

Applying this to our key update protocol, we can get another
protocol as followingwhich is usable only for (n, n)-threshold
structure.
• THE.KeyUpdate2({sk1 . . . , skn}): Our protocol for key
update KeyUpdate2 supporting (n, n)-threshold struc-
ture is an one round, n-party protocol amongP1, . . . ,Pn.
– Round I. For i ∈ [n], each party Pi executes the

following:
1) Sample independently ai,1, . . . , ai,t−1 ← Rq

and set ai,t = si−
∑t−1

j=1 ai,j where ski = (1, si).
2) Send ai,j to Pj (j ∈ [n]).
Upon receiving {ai,j}i∈[n], each party Pj for j ∈ [n]
computes new share s′j =

∑n
i=1 ai,j and sets skj ←

(1, s′j).

V. CONCLUSION
Using our (n, n)-threshold HE scheme, we have obtained
(t, n)-threshold HE scheme based on CKKS HE scheme.
Then we have introduced proactive secret sharing scheme to
update secret key share of our (t, n)-threshold HE scheme
whenever needed.

As a real use case of our (t, n)-threshold HE scheme,
consider multiple organizations who want to analyze the
aggregated data without concerning data privacy. In that case,
organizations can delegate the secret key management to n

TTPs who can decrypt the encrypted result when more than
t of them agree, using our decentralized (t, n)-threshold HE
scheme. It is plausible to assume that there is no hierarchy
among n TTPs, so bottom-up approach is appropriate in key
generation protocol.

To ensure the joint key security, smudging errors are
required which inevitably enlarge the entire parameter size.
An interesting open problem is to eliminate the smudging
errors in our scheme. One can further reduce the parameter
size of our threshold HE scheme using well-known optimiza-
tion techniques for CKKS scheme, such as RNS decomposi-
tion method [37], [38].

APPENDIX A
THE EVALUATION KEY GENERATION PROTOCOL IN [24]
ON RING LWE PROBLEMS
The basic concept of [24] is the same as ours except for
the generation of public evaluation keys. To generate an
evaluation key, the common public encryption key pk should
be built first by a protocol because the individual secret key
share si has to be encrypted under pk. Thus, their protocol for
evaluation key generation is performed by following:
• THE.KeyGen: This generation protocol KeyGen is a
three round, n-party protocol among P1, · · · ,Pn.
– Round I. For i ∈ [n], each party Pi executes the

following.
1) Sample si ← χsk and ei ← χerr, and compute

bi←−a · si + ei (mod P · qL).
2) Set its secret key share as ski ← (1, si) and

broadcast bi to other parties.
– Round II. Upon receiving {bj}j 6=i, Pi sets the com-

mon public key as pk← (
∑n

j=1 bj, a) ∈ R2
P·qL .

1) Compute an encryption ci← THE.Enc(pk,Psi).
2) Broadcast ci to other parties.

– Round III. Upon receiving {cj}j 6=i, Pi executes the
following.
1) Compute evki,j ← si · cj which can be consid-

ered as an encryption of Psisj under pk for all
j 6= i.

2) Get a new ciphertext evki,i ← vi · pk+ (Ps2i +
ẽsm
i,0 , ẽ

sm
i,1 ) ∈ R2

P·qL where vi ← χEnc and
ẽsm
i,0 , ẽ

sm
i,1 ← χsm(BEval

sm ).
3) Compute evki ←

∑n
j=1 evki,j which can be

considered as an encryption of Pssi under pk.
4) Broadcast evki.
Upon receiving {evkj}j 6=i,Pi can finally set the com-
mon evaluation key evk←

∑n
j=1 evkj ∈ R2

P·qL
Lemma 9 (Evaluation key): Let evk be an evaluation key

generated by the previous protocol, then it holds that

‖〈evk, sk〉−P · s2 (mod P · qL)‖ ≤ B

where B = O(n2 N
3
2BEnc

sm + nNB
Eval
sm ).

Proof: Note that we have if j 6= i,

〈evki,j, sk〉−P · sisj = si · (〈cj, sk〉−P · sj)
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= si · (v′j · e+ e
sm
j,0 + se

sm
j,1 )

for some v′j← ZO and esm
j,0 , e

sm
j,1 ← χsm(BEnc

sm ), and

〈evki,i, sk〉−P · s2i = vi〈pk, sk〉 + ẽsm
i,0 + s · ẽ

sm
i,1

= vi · e+ ẽsm
i,0 + s · ẽ

sm
i,1

where e =
∑n

i=1 ei and ẽ
sm
i,0 , ẽ

sm
i,1 ← χsm(BEval

sm ). Thus,

‖〈evk, sk〉−P · s2‖
= ‖

∑
i,j

(〈evki,j, sk〉−P · sisj)‖

= ‖

∑
i

(si
∑
j 6=i

(v′je+ e
sm
j,0 + se

sm
j,1 )+ vie+ ẽ

sm
i,0 + sẽ

sm
i,1 )‖

≤ 32 n

√
N
2

√
(n− 1)N

2
σ
√
nN + 16 n

√
N
2
BEnc

sm

√
(n− 1)N

3

+ 32 n

√
N
2

√
nN
2
BEnc

sm

√
(n− 1)N

3
+ 16

√
nN
2
σ
√
nN

+ 6 BEval
sm

√
nN
3
+ 6

√
nN
2
BEval

sm

√
nN
3
≤ B.

�
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