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ABSTRACT Along with extensive and successive applications, emotion recognition based on electroen-
cephalogram has attracted more and more researchers. However, how to acquire sufficient and high-quality
real emotion electroencephalogram to train emotion recognition model has always been a bottleneck issue
in the electroencephalogram-based emotion recognition research field. Because the subject’s emotion is
easy to be affected by many factors and subjects do not always evoke emotion well, it’s very hard to
determine whether the real emotion electroencephalogram appears or not in the experiments. On the contrary
to electroencephalogram, facial expression obtained without any intentional control is easy to be recognized
by computers, and is also one of the primary and reliable cues for understanding emotions. Inspired by such
a common sense, we proposed an approach to building up ground truth electroencephalogram dataset with
visual indication. Firstly, the relationship between facial expression and electroencephalogram is analyzed
in details from the viewpoints of biophysics and correlation. Secondly, based on the analysis result that when
the subject’s facial expression is evoked, it should be accompanied by the emotional electroencephalogram
corresponding to it, the method of building up the ground truth electroencephalogram dataset with visual
indication is put forward along with the computer automatic implementation. Thirdly, we have built up a
ground truth electroencephalogram dataset which covers 3 kinds of emotions (i.e. joy, sadness, and neutral)
of the subjects who are undergraduate and graduate students from Minzu University of China. Lastly, the
validation of the established dataset is tested by the comparative experiments between the long short term
memory emotion recognition models trained with two different datasets respectively. One dataset contains
both truth and false electroencephalograms and another one only contains the truth data.

INDEX TERMS Ground truth, electroencephalogram, facial expression, electroencephalogram-based emo-
tion recognition, visual indication, long short term memory.

I. INTRODUCTION
Emotion is the human affective response to the external envi-
ronment or specific stimulation [1]. Emotional recognition is
the process of identifying human emotional state [2], which
is currently attractive to more and more researchers because
of its extensive and successive applications, such as robotics
[3], [4], rehabilitation [5], [6], marketing analysis [7], human-
machine interface [8], [9], and adaptive e-learning system
[10]. Up to now, various approaches are applied to deduce
person’s affective states from several aspects including fea-
tures of behaviors, facial expression, voice intonation, etc.
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or from physiological signals including electroencephalo-
gram (EEG), electrocardiograph (ECG), pulse rate, etc.
Among these methods, EEG based method is extensively
studied in the research field of emotion recognition because
EEG detection instrument has some distinguished character-
istics of mobility, non-expensive, high time resolution, and
bearable space resolution. Besides of these highlights, EEG
can provide more detailed and complex information with
a non-invasive way for emotion recognition, and it cannot
be hidden intentionally, which makes EEG based emotion
recognition more effective and reliable [2].

Emotion recognition based on EEG mainly includes two
modules: feature extraction and emotion classification. In the
traditional methods, emotional EEG features are basically
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extracted manually according to some rules, for example,
the energy, power spectrum, and the energy ratio of different
frequency bands; and these features are fed into a classifier
to identify the emotional states. The classifiers are often
traditional machine learning models, such as support vector
machine [11], K-nearest neighbors [12], [13], etc.

As time-series signals, EEG signals reflecting brain activ-
ity are always dynamic. Although the manual feature extrac-
tion is simple in principle and is easy to be implemented,
it cannot guarantee the real-time performance of the features.
It may cause the loss of some feature information because
traditional manual feature extraction is mostly based on the
statistical properties of EEG in a sliding window with a
certain size. The online performance of EEG signals is less
considered.

In recent years, deep learning techniques, especially con-
volutional neural networks with two distinct advantages of
being able to autonomously extract features from the signal,
and as well as of high recognition accuracy if it is well trained
with a vast quantity of labeled training data [2], have received
extensive attention and achieved marvelous results in many
fields, such as image recognition, natural language process-
ing, speech recognition, etc. Activated by such attraction,
many researchers have also tried to apply the deep convolu-
tional neural network to the EEG-based emotional recogni-
tion [14], [15]. Although a lot of achievements of EEG-based
emotion recognition with deep convolutional neural networks
have been obtained inmany application fields [16]–[19], [20],
[21], such as movement imagery recognition, rehabilitation
training, intelligent human-computer interaction (HCI), etc.,
one of the hard problems that should be addressed in EEG-
based emotion recognition with deep convolutional neural
networks is to acquire sufficient and high-quality ground truth
training data. But it is very difficult to accurately collect the
EEG ground-truth (or labeled) data corresponding to some
kind of emotion induced by images or videos because of the
following main reasons:

1) It is common sense that person’s emotion is easy to
be influenced by many factors, including social posi-
tion, education background, workload, personal pref-
erence, etc. Therefore, we cannot ensure that subjects
may always evoke emotion well in emotion recognition
experiments. Furthermore, the subject’s emotions pre-
sented by EEG signals are not always elicited when the
subject is watching the stimulating images or videos.

2) Usually EEG signals are very weak with lower SNR
(Signal to Noise Ratio), and have the non-linear, non-
stationary, and time-varying characteristics [22]. It is
difficult to collect the precisely ground truth emotion
EEG data by just observation because we cannot know
when exactly the real ground truth emotion is evoked,
and how long it lasts even if subject’s emotion is
evoked.

But different fromEEG, facial expression obtainedwithout
any intentional control is also one of the primary and reli-
able cues for human or computers to understand emotions

and sentiments [23] through simply observation of the facial
expressions of subjects. And it is widely believed that the
appearance of facial expressions always accompanies with
the EEG production synchronously.

Inspired by such a common sense, we have proposed an
approach to building up ‘‘Ground Truth Dataset for EEG-
based Emotion Recognition with Visual Indication’’ (DEVI)
based on what we have done previously [24]–[26], in order to
set up an accurate ground truth dataset for the training and test
of the EEG-based emotion recognition models. This paper is
organized as follows: we describe some works closely related
with building up labeled dataset for EEG-based emotion
recognition to highlight our proposal in Section II. Section III
presents the relation analysis between facial expression and
EEG from the viewpoints of biophysics and correlation. And
then provides the method of building up the ground truth
EEG dataset on the basis of above the relation analysis, and
as well as the computer automatic implement method of the
ground truth EEG data set. The design and implementation of
the experiment are presented in Section IV. The test results
of the effectiveness of established ground truth EEG data
set and some discussions are presented in Section V. The
summarization and conclusion are made in Section VI.

II. RELATED WORK
In this section, some works associated with building up
ground truth EEG data set and emotion recognition based on
the EEG and facial expression are presented to highlight our
motivation.

Mohammad et al. [14], [27], [28] presented an approach to
instantaneously detecting the emotions from EEG signals and
facial expressions. The feature data of emotion is obtained
according to the rule that power spectral densities (PSD) of
EEG signals in different frequency bands are correlated with
emotions [29]. But PSD is a statistical variable calculated
during a period of time, which may largely weaken the on-
line and time-varying characteristics of EEG signals. Yongrui
Huang et al. [30] proposed a method of fusing both EEG
and facial expression for multimodal emotion recognition.
For EEG emotion detection, features are extracted based on
PSD, and support vector machine model is employed for
classification. But the EEG emotion data used to train the
models is obtained by self-assessment of subjects after they
watched movie clips. Thus, the on-line and time-varying
characteristics of EEG signals cannot be guaranteed because
of the absence of on-line evaluation.

Sander Koelstra et al. [31] built a multimodal data set
for the analysis of human affective states, named as DEAP,
which contained EEG and peripheral physiological signals,
and as well as frontal face video. In the processing of con-
structing DEAP, participants performed a self-assessment of
their levels of arousal, valence, liking, and dominance at
the end of each trial. EEG signals for building EEG-based
emotion recognition model are available from the DEAP, but
the labeled emotion EEG data cannot be directly obtained
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from DEAP, and the on-line and time-varying characteristics
of real EEG signals cannot be guaranteed.

Katsigiannis et al. [32] presented a multi-modal database
containing subject EEG and electrocardiogram (ECG) signals
recorded during affect elicitation by means of audio-visual
stimuli, along with their self-assessment of their affective
state in terms of valence, arousal, and dominance. All the
signals were captured with portable, wearable, and wireless
equipment, to allow the use of affective computing methods
in everyday applications.

EEG signals for building EEG-based emotion recognition
model are available from the proposed database, but it is not
clear how to get the labeled emotion EEG from the proposed
database.

To explore human emotions, Song et al. [33] designed and
built a multi-modal physiological emotion database contain-
ing four modal physiological signals, namely EEG, galvanic
skin response, respiration and electrocardiogram. Several fea-
ture extraction methods and classifiers were used to recog-
nize the physiological responses of different emotions. The
database has been made publicly available to encourage other
researchers to use it to evaluate their own emotion estimation
methods. But it is difficult to read the real ground truth EEG
data from the data base as the label one to train the classifier.

As we state above, there are several public EEG datasets
for EEG-based emotion recognition. However, only a limited
amount of labeled data can be obtained to train the model.
To address such issue, data augmentation method have been
applied to generate EEG data recently. Some researchers have
generated EEG data by applying a geometric transformation
to the original data [34], [35]. Other researchers have focused
on using deep generative models to generate artificial EEG
data [2], [36]–[38]. Generating artificial data by applying a
transformation from the original data is one of the conven-
tional solutions to solving the data scarcity problem. EEG
data augmentation can largely expand the database by adding
the generated data, which is realistically like as the original
data, rather than the original data.

EEG data augmentation can alleviate the overfitting of
emotion recognition network parameters due to the increase
of data volume. However, it does not necessarily improve the
robustness and generalization of the emotion recognition net-
work model because of two reasons. One is that the generated
data is EEG pseudo-data, not real EEG data; another is that
the variety of data is not increased. Therefore, collecting a
large amount of real EEG emotion data is the most effective
way to solving the data scarcity problem for training the
generalized, and robust emotion recognition model.

All the members in our Brain Cognitive Computing
Lab have been working on brain cognitive computing
since 2009. Our research works are specializing in build-
ing up induced file database for generating different emo-
tions, EEG database, and facial expression database, and
in researching on emotion recognition, and intelligent HCI.
Based on the study that we have done previously [24]–[26],
we have proposed the approach to building up DEVI

to construct ground truth dataset for EEG-based emotion
recognition.

III. METHODOLOGY OF THE PROPOSED APPROACH
A. RELATION ANALYSIS BETWEEN FACIAL EXPRESSION
AND EEG
Where does facial expression come from? When receiving
an external (or internal) stimulus, human brain makes a judg-
ment about the stimulus, and then generates emotions. At the
same time, brain commands the facial muscles to move in
proportion, and to produce facial expression which is the
external manifestation of the brain neural activities.

Where does EEG come from? One standard view from
a biophysics perspective is that an EEG is an extracellular
current that reflects the sum of the postsynaptic potentials of
thousands or even millions of identical pyramidal cells [39].

What relations are there between facial expression and
EEG?

Functional imaging studies have shown that blood flow to
the amygdala is accelerated and activated when recognizing
fearful and sad faces [40], [41]. Phillips et al. [42] found
that fearful faces activate the amygdala but not the insula.
The amygdala locates in the temporal pole of the temporal
lobe, distributes in BA38 area of Brodmann partition [54],
and corresponds to T7 and T8 electrode positions of the Inter-
national 10-20 System (10-20S). It is the part of the limbic
system that generates, recognizes and regulates emotions.
The insula locates in the depth of the lateral sulcus, distributes
in BA13, BA14, BA15 and BA16 of Brodmann partition [54],
and corresponds to FT7, FT8, FT9, FT10, TP7, TP8, TP9 and
TP10 electrode positions of 10-20S. It is not only involved in
the acquisition of basic emotions and perceptual information,
but also in the cognitive process of higher emotions.

Killgore et al. [43] used fMRI to investigate neural activity
in the amygdala and anterior cingulate gyrus when subjects
unconsciously perceived happy or sad faces. The results sug-
gest that the anterior cingulate gyrus and amygdala may play
an important role in the subliminal awareness of emotional
information. The cingulate gyrus distributing in BA23, BA24,
BA26, BA29, BA30, BA31 and BA32 of Brodmann partition
[55] and corresponding to Cz, Fpz, Fz, Cz and Pz electrode
positions of 10-20S, is closely linked to emotions.

Mayberg [44] found that when healthy subjects tried
to induce sadness, blood flow in the prefrontal cortex
decreased. Ploghaus [45], [46] found that activation in
this area increased when it induced painful anticipation.
Spregelmeyer et al. [47] found that the dorsolateral pre-
frontal cortex was activated in all facial expressions of dif-
ferent negative emotions. Therefore, the prefrontal cortex
may participate in general emotional processing, recognize
the emotional meaning of stimuli, and regulate emotional
reactions, emotional experiences and emotional behaviors
dominated by the autonomous nervous system.

The prefrontal cortex, locating in the front of the frontal
lobe, distributing in BA9, BA10, and BA11 of Brodmann
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partition [54], corresponding to F7, F8, F9, F10, AF7, and
AF8 electrode positions of 10-20S, is an important brain
tissue for information storage and processing, and is closely
related to the production of emotions.

In addition, many research results have demonstrated the
correlation between facial expression and EEG. For Example,
Sun et al. [48] presented a framework to measure the correla-
tion between spontaneous human facial affective expressions
and relevant brain activity. The experimental results show
strong correlation between the spontaneous facial affective
expressions and the affective states related brain activity.
Chakraborty et al. [49] simultaneously sampled EEG and
facial expression of the subjects when they are watching
the specific audio-visual stimulus. The nonlinear-correlation
from EEG to the facial expression or from the facial expres-
sion to EEG is obtained by employing feed-forward neural
network trained with back-propagation algorithm. A corpus
creation of spontaneous facial expressions was obtained by
Zatarain-Cabada Ramón et al. [50] through the recognition
of EEG signals, and the facial expression classification in
different categories such as boredom, excitement, etc.

From the brain function description, functional imaging
research results, and correlation analysis between EEG and
facial expression presented above, it can be seen that the
production of facial expressions is always accompanied by
physiological activities mainly executed in the relevant brain
regions. This leads to the delayed continuous firing of large
numbers of neurons in the related brain regions, which forms
the local field potential (LFP) along with the generation of
EEG [51]. Thus, we can make a conclusion that a subject’s
facial expression is evoked when the subject is shown emo-
tional stimulated pictures or videos, the facial expression is
always accompanied by the production of the emotional EEG.
This is the basis for our proposed approach.

B. METHOD OF BUILDING UP EEG GROUND TRUTH DATA
SET
Let a subject view a piece of stimulating movie clip lasting
no more than 1 minutes [53], and synchronously sample the
EEG signals and the facial expression signals. The sampling
rates are f1 for EEG, and f2 for facial expression, where
f1 = nf2, and n is a positive integer. The sampled raw EEG
signal is expressed as eeg (i, j, k, g) (where i represents the ith

subject, j for the jth trial, k for the k th kind of emotions ∈ (joy,
sadness, neutral), g for the gth sampling), and the sampled raw
facial expression is expressed as fe (i, j, k, v) (v for the vth

sampling). All the signals of eeg (i, j, k, g) and fe (i, j, k, v)
of the different subjects with different emotions in all trails
are stored into EEG-A (the EEG data set including all ground
truth EEG data and non-ground-truth EEG data) and FE-A
data set (facial expression data including all ground truth
facial expression data and non-ground truth facial expression
data) respectively. Following the construction of data sets
of EEG-A and FE-A, there are several steps to finish the
construction of EEG-L data set (EEG data set only including
ground truth EEG data).

Firstly, we develop a software tool with Python to segment
the facial expression video fe (i, j, k, v) from FE-A into sep-
arated sequence frames. The segment software tool is named
as SVSF (segment video into separated frames), and the sep-
arated sequence frame is represented as fesf (i, j, k, d) ,d ∈
[1, 60× f2].
Secondly, observe fesf (i, j, k, d) to determine the special

frame (named as frame-s, for example, given the mth frame,
m∈ [1, 60×f2] ) from which the k th emotion begin to appear,
and another special frame (named as frame-e, for example,
given qthframe, q > m∈ [1, 60×f2] ) fromwhich the k th emo-
tion disappears. The frames fesf (i, j, k, d)between frame-s
and frame-e are thought of the ground truth facial expres-
sion data for the k th emotion, denoted as fese (i, j, k, b) ,b ∈
[m,m+1, . . . ,q], and stored into data set FE-L (facial expres-
sion data set only including ground truth facial expression
data).

Lastly, the frame-s fese (i, j, k,m) corresponding to the
time point TSP =m×1

/
f2 aligns to the EEG special sampling

point from which the EEG signal of the k th emotion real state
starts to appear. The frame-e fese (i, j, k, q) corresponding to
the time point TEP =q × 1

/
f2 aligns to the EEG sampling

point from which the EEG signal of the k themotion real
state disappears. The EEG signals eeg (i, j, k, g) between TSP
and TEP are thought of the ground truth EEG data for the
k th emotion, denoted as eegse (i, j, k, t) , t ∈ [TSP,TSP +
1
/
f1,TSP+ 2

/
f1 . . . ,TEP], and stored into EEG-L.

Just as the procedure of building up the ground truth EEG
data set of emotions stated above, all of such ground truth
EEGdata from different subjects with different emotions (joy,
sadness, and neutral) in all trails are collected and stored into
the ground truth EEG data set EEG-L, used to train the model
for emotion recognition.

The whole procedure of building up the ground truth data
set of emotions is shown as Fig.1 [26].

C. IMPLEMENTATION METHOD OF BUILDING UP EEG
GROUND TRUTH DATA SET
Based on the method of building up ground truth EEG data
set, we develop a software tool with Dlib (http://dlib.net/)to
automatically generate EEG-L from EEG-A. We call it as
BEEGLDS (Build EEG Labeled Data Set), which mainly
consists of 5 components described as the following.

1) Image normalization
By using linear transformation, the original image is

enlarged or reduced to be an image with uniform width and
height.

2) Face alignment
By using affine transformation, the original image is

rotated to put the head in the upright place, and the face
is translated to the center of the image by using translation
transformation.

3) Facial feature vector construction
For the ith subject, the jth trial, and the k th emotion,

extract 68 face key points of the frame fesf (i, j, k, d) ,
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FIGURE 1. The whole procedure of setting up ground truth data set of emotion state.

FIGURE 2. Extract 68 face key points by calling Dlib library (Derived from
[26]).

d ∈ [1, 60× f2] (shown as Fig. 2 ) by calling Dlib library, and
construct facial feature vectorVfe (i, j, k, d) by cascading the
68 face key points.

4) Emotion classifier and FE-L construction
Select the linear kernel function as the kernel function

of SVM (supporting vector machine) to construct emotion
classifier based on SVM. Apply the emotion classifier on
Vfe (i, j, k, d) to recognize the special frame frame-s mth and
special frame frame-e qthof the k th emotion. Determine the
frames fese (i, j, k, b) ,b ∈ [m,m+1, . . . ,q] and store them
into FE-L.

5) EEG-L Construction
According tofese (i, j, k,m) and fese (i, j, k, q), calculate

TSP =m× 1
f2

and TEP =q× 1
f2
. Determine the ground truth

EEG signals eegse (i, j, k, t) t ∈ [TSP,TSP + 1
/
f1,TSP +

2
/
f1 . . . ,TEP] and store them into EEG-L.

D. METHOD of TESTING EEG-L
In order to test the effectiveness of EEG-L, we need to
designate an EEG data set to be compared with EEG-L.
To this end, we stochastically divide EEG-A data set into two
subsets in a ratio of 7 to 3. The first subset is called as EEG-
A-T (the training subset of EEG-A) used to train a model,
the second subset is called as EEG-A-V (the verification
subset of EEG-A) used to verify the model. Two EEG based
emotion recognition models with same structure but different
parameters are employed and trained. In the same training
conditions (the learning rate, the loss function, batch size,
and initial parameters are kept unchanged), we train the two

models with EEG-L and EEG-A-T respectively. The model
trained with EEG-L is called Model-L, while the model
trained with the training data subset of EEG-A-T is called
Model-A. When the two models are applied to the same
test data set, we can determine which one is better between
the two models by comparing the output performance of
two models. If Model-L is better than model-A, there is no
question that dataset EEG-L is more effective than dataset
EEG-A-T in training EEG-based emotion recognition model
because the only difference between the two models is that
the parameters are trained with different data sets. Here, the
output performance of the two models are described with
recognition accuracy and stationarity.

In order to compare the recognition accuracy and stationar-
ity of the twomodels, let two trained-well models ofModel-A
andModel-L be performed independently on the same testing
data subset of EEG-A-V. It is easy tomake a decision that who
is better between Model-A and Model-L by comparing the
recognition results of the two models. Thus, it is convinced to
make a conclusion that EEG-L is more effective if the output
performance of Model-L is better than that of the Model-A.

IV. EXPERIMENT
A. STIMULUS VIDEO SELECTION
In building EEG ground truth data set, video was selected as
stimulus material. In the preliminary study, joy, sadness, and
neutral emotions are considered. 30 video clips containing
such emotions are manually selected from comedy, disaster,
and documentary films. These film genres are mostly likely
to elicit subject’s emotions.

Selecting the most effective stimulus materials is crucial to
eliciting emotional reactions from human subjects. It takes
a certain amount of time to induce a subject’s emotions.
The induction time is too short to induce the subjects’ emo-
tions, but induction with too long time is easy to make the
subjects tired. Psychologists recommended videos from 1
to 10 minutes long for elicitation of a single emotion [28],
[56]. In general, the induction video should be as short as
possible to avoid visual fatigue while keeping it long enough
to ensure the effective eliciting emotional reactions. Here, the
length of each movie clip is kept no more than 1 minutes [53].
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Based on the preliminary study, 30 video clips were shown
to more than 80 participants who are undergraduate and
graduate students from Minzu University of China. The par-
ticipants were asked to self-assess their emotion for each
video clip by immediately rating the scale of arousal (ranging
from calm to excited/activated) and valence (ranging from
unpleasant to pleasant) in the Nine-point scale Form, shown
as Table 1 and table 2. Prior to the questionnaire survey, all
participants are given the meaning of different scales for self-
assessment.

TABLE 1. Arousal nine-point scale form for video clip.

According to Table 1 and Table 2, calculate the statistical
average scales of the arousal and valence respectively for
each video clip. 12 video clips were chosen based on the
calculating results with the average scales of arousal and
valence no less than 7 respectively, shown as Table 3.

B. PREPARATION of INDUCTION FILE
E-prime is a set of experimental generation system for com-
puterized behavior research jointly developed by Carnegie
Mellon University, the Center for Learning, Research and
Development at the University of Pittsburgh, and Psychology
software tools INC. It allows you to present a video stimulus
file you’ve written, to provide specific time information and
experimental details, and to keep the presentation of stimulus
files in sync with the refreshment of the screen. Therefore,
this experimental generation system is used to design exper-
iments and play video stimulation files which are called as
program of induction files.

At the very beginning of each stimulus video clip to
be played, a 3-seconds red cross appears at the center of
the screen to prompt the subject to pay attention, and then
a 1-minute stimulus video clip (randomly selected from
the 12 chosen stimulus video clips) is played on the screen.

TABLE 2. Valence nine-point scale form for video clip.

TABLE 3. Information on selected video clips.

After that, an instruction appears on the screen to prompt
the subjects to press the button for self-assessment according
to their emotional experience (positive, or negative, lasting
about 27 seconds). Finally, the 30-seconds black screen was
used to remove the influence of the last induction material.
Such a process is called a trial. Followed on is the next trial
till this group of experiment is finished (each group consists
of 12 trials). The induction paradigm is shown in Fig.3. The
whole process is programed into an induction file with the
E-prime.

C. EXPERIMENT ENVIRONMENT
In our brain cognitive laboratory, the electrode Synamps2
amplifier connected with a 64-electrodes cap and a computer
(named as computer 1) by USB interfaces is used to sam-
ple EEG signals with the sampling frequency 512 Hz. The
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FIGURE 3. The induction paradigm.

FIGURE 4. Experiment environment.

electrode distribution of the electrode cap is based on the
10/20 system electrode placement method commonly used at
present. Scan4.5 software developed by Neuroscan Company
is employed to sample and collect EEG signals.

Web camera (Logitech Carl Zeiss Tessar with 1920∗1080
resolution) and another computer (named as computer
2) along with the sampling program developed by us are
employed to sample facial expression with the sampling
frequency 32 fps (frame per second). A dedicated server is
applied to run the induction files developed with E-prime
according to the description in part B of Section IV, and to
concurrently run another program (also developed by us) of
coordinating computer1 and computer2 in order to get the
records of EEG and facial expression synchronously.

A screen is fixed in front of a subject, 0.5 meters far away
from the subject. The induction file is played on the screen,
and the video sound is played simultaneously by the dual-
channel audio system. The camera is placed directly above
the screen, about 50 centimeters away from the subject. The
whole structure of the experiment environment is shown in
Fig.4.

D. EXPERIMENTAL PROTOCOL
This study protocol was approved by the institutional review
boards (ECMUC2019008CO) at Minzu University of China.
24 undergraduate and graduate students from Minzu Univer-
sity of China are invited to participate in the experiment. They

are half male and half female, aged between 21 and 25 years
old, with normal vision or corrected vision, right-handedness,
and no history of neurological injury or mental illness. They
are seated in the font of the screen, approximately away 0.5
meter from the screen [50], [52].

Prior to the experiment, firstly, all subjects provide IRB-
approved written informed consent after they are given an
explanation about the experimental procedure. Next, they are
given a set of instructions about the experimental protocol
and the meaning of the feedback buttons. Following that,
one subject is brought into the experimental room to start
experiments when all instructions are clear to him.

In the experimental room, when the 64-electrodes cap is
put on the subject’s head and all electrode signals are well
checked, the subject is taught with the teaching induction
file (similar to the formal induction file developed by us
in advance) to familiarize themselves with the system. The
formal experiment starts after all these preparation works are
done, and subject operates following the instruction of the
formal induction file.

E. BUILD UP EEG GROUND TRUTH DATA SET EEG-L
For each trial, eeg (i, j, k, g) and fe (i, j, k, v) are syn-
chronously collected with the given sampling frequency
(f1= 512Hz for EEG, f2= 32Hz for facial expression) under
the coordination of the dedicated server. According to the
method and the implementation of building up EEG ground
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FIGURE 5. The procedure of getting EEG ground truth from one trail.

truth data set presented in Section ó, computer software
tool SVSF is performed on fe (i, j, k, v) to segment the
facial expression images into 60× 32 = 1920 separated
sequence frames fesf (i, j, k, d) ,d ∈ [1, 1920]. And then
the computer software tool BEEGLDS is performed on
the fesf (i, j, k, d) ,d ∈ [1, 1920] to recognize the special
frame frame-s mth and special frame frame-e qth of the
k themotion. The frames fese (i, j, k, b) ,b ∈ [m,m+1, . . . ,q]
are taken as the facial expression ground truth data, and
store them into the facial expression ground truth data
set FE-L.

In terms of fese (i, j, k,m) and fese (i, j, k, q), BEEGLDS
calculates TSP =m × 1

/
f2 and TEP =q×1

/
f2, and take the

EEG signals eegse (i, j, k, t) t ∈ [TSP,TSP + 1
/
f1,TSP +

2
/
f1 . . . ,TEP] as the ground truth EEG data and store them

into EEG-L. The whole procedure in detail is shown as Fig.5.

V. EEG-L VALIDATION TESTING AND DISCUSSION
A. TRAIN MODEL-L AND MODEL-A
According to the description presented in the part D of
Section III, Both Model-L and Model-A are long short term
memory (LSTM) Networks. They are employed as the emo-
tion recognition models to test the effectiveness of the data
set EEG-L. Each of Model-L and Model-A has four layers,
and each layer has 32 hidden nodes. On the Tensorflow
development platform with the Python language, Model-L is
trained with the EEG-L data set, and Model-A is trained with
the training data subset of EEG-A-T.

For training Model-L, read EEG training data indexed by
subjects in EEG-L. For each subject, take 64-electrodes EEG
data as a one-step read, and continuously read the EEG data at
the 10 consecutive sampling points. All these EEG data form
a 64× 10 matrix which is taken as the input to be fed into
Model-L once a time. In the training process, the learning rate
is set to 0.05, the loss function is the cross entropy function,
and dropout rate is set to 0.5 to avoid overfitting.

In the experiment, split the EEG ground truth training data
of one subject into a series of batches (each batch with size
of 64) in term of the input dimension of the model, and input
them in turn to train the Model-L. And then, calculate the
accuracy rate of the trained Model-L on the current training
data set when the training is finished. The training results are

shown as Fig.6 [26], where the vertical axis represents the
accuracy rate, and the horizontal axis represents the training
number (epoch).

FIGURE 6. The trained result of Model-L.

The same process is performed on the training data sub-
set EEG-A-T of EEG-A to train the Model-A. The training
results are shown as Fig.7 [26], where the vertical axis repre-
sents the accuracy rate, and the horizontal axis represents the
training number (epoch).

B. TEST THE DATA SET EEG-L
To test the EEG-L effectiveness, the EEG data of 8 subjects
were randomly selected from the subset EEG-A-V of EEG-A.
They are employed as the testing data. The trained-well mod-
els of Model-A andModel-L are performed independently on
the same testing EEG data of a subject. This process is called
as one experiment. One subject’s EEG data is only employed
for one experiment. Therefore, there are 8 experiments in
total. After each experiment, the emotional classification
accuracy of each model is calculated for each subject, and
the computing results of the two models on the same testing
data set are shown as Table 4 and Table 5 [26].

According to Table 4 and Table 5, the average of classifi-
cation accuracy and the variance of accuracy for each model
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FIGURE 7. The trained result of Model-A.

TABLE 4. The classification results of trained–well Model-A.

TABLE 5. The classification results of trained–well Model-L.

are calculated, and the computing results of the two models
are shown as Table 6 [26].

As can be seen from the Table 6, the accuracy of emotion
recognition of Model-L is 89.4164% higher than 86.4794%

TABLE 6. Results of the two models for emotion recognition.

of Model-A. The variance of the accuracy of emotion recog-
nition of Model-L is 0.0036 lower than 0.0039 variance
of the accuracy of emotion recognition of Model-A. This
experimental results demonstrate that the output performance
of Model-L is better than that of Model-A. In other words,
dataset EEG-L is more effective than dataset EEG-A-T in
training EEG-based emotion recognition model. Therefore,
the proposal of building up EEG ground truth dataset for
EEG-based emotion recognition with visual indication is
effective.

C. DISCUSSION
1) The accuracy and the stationarity of emotion recognition
have strong relations with the EEG-based emotion recog-
nition model. The higher the quality of the model is, the
higher the emotion recognition accuracy will be. When the
structure of the model is fixed, the quality of the model
mainly depends on the model parameters. In general, the
parameters of the model are obtained through training with
a large amount of data. Therefore, the EEG based emotion
recognition model has strong relations with the EEG training
data set. A large amount of ground truth EEG training data
can guarantee the high quality of the EEG-based model.
While EEG signals that do not contain emotional information
or do not show significant emotional characteristics degraded
the performance of emotion recognition model, which leads
to lower recognition accuracy and the poor stationarity. By
using of the method proposed in this paper, the non-ground
truth EEG data is filtered out, the real and reliable EEG
signals are collected to form the EEG ground truth data set
used to train the deep model for emotion recognition based
on EEG. The accuracy of the recognition model is obviously
enhanced as a result. At the same time, the stationarity of
the model is also obviously improved because of the variance
decrease of emotion recognition accuracy.

2) In building up the ground truth dataset for EEG-based
emotion recognition with facial expression indication, facial
expression recognition is a very important link, which affects
the effectiveness of EEG-L. The higher the accuracy of facial
expression recognition is, the more efficiency of EEG-L will
be. The accuracy of facial expression is affected by many
factors, among them occlusion (resulted from some shelfs, for
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example, wearing spectacles) is one of the most prominent,
and it is a hot research topic. Many methods are put forward
to deal with such a problem, and many progresses have been
achieved [59-61].

In this paper, we are mainly focus on verifying the effec-
tiveness of our proposed method. The refinement of the
proposed approach, such as considering facial expression
recognition with spectacles, is our future research work to be
presented in another paper. Based on this idea, Dlib+SVM,
one of the many emotional recognition algorithms, is selected
to verify our idea because of its simplicity and ease of imple-
mentation.

As for the occlusion, we try to invite subjects with normal
vision or with the contact lenses to participate experiments,
which can avoid defeating emotional recognition software by
wearing spectacles.

3) It is possible that the face of a subject can be weakly
deformed because of wearing the electrode cap. The weakly
facial deformation has some negative influence on the accu-
racy of facial expression recognition, which leads to the non-
ground-truth EEG data arising in the dataset EEG-L. In this
case, the facial expression with weak deformation is taken as
noised training data, which is used to train the kernel function
of SVM classifier with end-to-end learning so that it can
tolerate the micro-deformation to some extent, and can also
recognize the real expression from the micro-deformation
facial expression.

4) Up to now, there are only 3 types of emotion data of
joy, sadness, and neutral in EEG-L. This is not enough for
scientific research in terms of quantity and variety. At present,
EEG-L is improving by adding other emotions such as amuse-
ment, fear, horror, surprising, boredom, etc. If you are inter-
esting in EEG-L, or need EEG-L for your academic research
rather than commerce, you can obtain the relevant data from
EEG-L by contacting the corresponding author of this paper.

VI. CONCLUSION AND FUTURE WORK
In this paper, based on the result derived from the biophysics
and correlation analysis that when the subject’s facial expres-
sion is evoked, it should be accompanied by the emotional
EEG corresponding to it, we proposed an approach to build-
ing up ground truth dataset for EEG-based emotion recog-
nition with visual indication. We set up a ground truth EEG
dataset EEG-L with the computer tools VSF and BEEGLDS
developed by us according to the proposed approach. This
preliminary EEG-L covers joy, sadness, and neutral emo-
tions. The experimental results clearly show that the emotion
recognition accuracy and stationarity of the LSTM emotion
recognition model trained with EEG-L can be enhanced,
comparing to that of the same model trained with EEG data
subset EEG-A-T. In other words, the ground truth EEG data
set EEG-L is effective to enhance the performance of the
EEG-based emotion recognition model. Thus, there is no
doubt to say collecting EEG signals with visual indication
is one of the effective ways to acquiring sufficient and high-
quality ground truth EEG training data.

Based on current research, further research works should
be addressed as the following:

1) The refinement of the proposed approach, such as con-
sidering facial expression recognition with spectacles,
and facial micro-deformation resulted from wearing
electrode cap, is one of our future research works.

2) EEG-L should be improving by adding other emotions
such as horror, surprising, boredom, etc. for various
academic research. In addition, more subjects should
be invited to participate the experiment, to enhance
EEG-L in terms of quantity and variety, which can
deal with the influence of individual difference on the
accuracy of emotion recognition.
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