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ABSTRACT Low Density Parity Check (LDPC) codes have been selected to provide channel coding for
data in the next generation of wireless communication standard referred to in practice as the 3GPP New
Radio (NR). In contrast to the LDPC codes adopted in previous standards, the NR LDPC code can be
considered to be a concatenation of a core LDPC code and a Low Density Generator Matrix (LDGM) code.
This particular feature has the advantage of offering flexible coding rate, but it prevents the application of
conventional extrinsic information transfer (EXIT) chart analysis. This article characterizes this problem and
addresses it using a novel reinterpretation of the NR LDPC factor graph. Based on this factor graph, a novel
3DEXIT chart technique is conceived for our three-stage scheme, which facilitates the visual characterisation
of the NR LDPC decoder’s iterative decoding convergence process for the first time. The proposed EXIT
chart analysis accurately visualizes the mutual information exchange amongst the components of the NR
LDPC decoder, which was not facilitated by the conventional 2D EXIT chart. We demonstrate the power of
this technique by using it to design a novel iterative decoding activation order for the NR LDPC decoder,
which reduces the decoding complexity by approximately 17% compared to a conventional flooding decoder.
This is achieved without degrading its error correction capability. We conclude by discussing several other
opportunities for exploiting the proposed 3D EXIT chart technique to improve the design of concatenated
LDPC and LDGM codes.

INDEX TERMS NR LDPC code, EXIT chart analysis, NR LDPC decoder design.

I. INTRODUCTION
Channel coding is a fundamental element in modern wireless
communication system, since it facilitates an infinitesimally
low Bit Error Ratio (BER) at near-capacity spectral and/or
power efficiencies. In the 3GPP New Radio (NR) standard
of Fifth Generation (5G) wireless communication [1], Low
Density Parity Check (LDPC) codes have been adopted
for protecting the data channel. Although LDPC codes are
mature, the NR LDPC code adopts a refined structure that
is significantly different from those of previous standards.
In general, an LDPC code can be uniquely specified by
its Parity Check Matrix (PCM) [2], defining its encoder
and decoder. More specifically, the NR LDPC code can
be considered to be a concatenation of a core LDPC code
and an extension Low Density Generator Matrix (LDGM)
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based code. Correspondingly, the PCMof the NRLDPC code
is comprised of two parts, including a core LDPC part and an
LDGM based extension [3]. This LDGM part can be punc-
tured in order to provide rate-flexibility and an Incremental
Redundancy Hybrid ARQ (IR-HARQ) capability. However,
in order to support puncturing, the Variable Nodes (VNs) in
the LDGM part of the PCM all have a degree of one. In this
article, we will demonstrate that the presence of these degree-
one variable nodes prevents the application of conventional
EXtrinsic Information Transfer (EXIT) chart analysis [4]
for characterising the iterative decoding convergence of the
NR LDPC code. It also prevents the use of EXIT charts as
a powerful tool of characterising the capacity-approaching
capability [5] of the NR LDPC code, or for designing the
iterative decoding activation order [6] or the control of early
termination strategies [7], for example.

Against this background, this article introduces several
novel techniques as listed below.
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TABLE 1. Knowledge-gap analysis and our novel contributions contrasted to the existing literature.

1) In order to fix the failure of conventional EXIT chart
analysis for the NR LDPC code, we propose a novel
reinterpretation of its factor graph that is more suit-
able for EXIT chart analysis. In the new factor graph,
the core and extension VNs and Check Nodes (CNs)
are separated into two groups that are connected by
the corresponding edges, which can be adapted with a
change of coding rate.

2) Based on this factor graph, a novel pair of more detailed
3D EXIT charts are produced by treating the LDPC
and LDGM parts of the PCM separately. We show that
these 3D EXIT charts correctly visualize the iterative
convergence of the NR LDPC decoder.

3) Following this, we propose a more accurate 2D EXIT
chart, which is obtained using a projection of 3D EXIT
chart. By using this 2D EXIT projection, not only is the
EXIT tunnel state more straight-forward to observe, but
also more EXIT chart properties can be investigated,
such as the area underneath the curve and the distance
from the channel capacity [8].

4) In order to demonstrate the capability offered by our
novel EXIT chart analysis, we show that by using
the most appropriate decoding component activation
order, our scheme imposes a lower complexity than a
conventional LDPC decoder based on a flooding sched-
ule. More specifically, the proposed decoder activation
order exploits the unique insight provided by our EXIT
chart analysis that the Mutual Information (MI) [9] in
the LDGM part of the 3GPP NR LDPC decoder will
converge promptly after a few iterations, with any fur-
ther iterative decoding actions within the LDGM part
becoming redundant. Motivated by this, the proposed
NR LDPC decoder is specifically designed to only
activate the LDPC part of the PCM during the later
decoding iterations.

In Table 1 we provide the associated knowledge-gap analysis
and contrast our novel contribution to the existing literature
at a glance.

The rest of this article is structured as follows. In Section II,
the special features of the NR LDPC code and its design

are detailed with the help of a simplified PCM. A novel
reorganized factor graph is also conceived for the NR LDPC
decoder in this section, in order to allow the MI exchange
to be illustrated comprehensively. Section III discusses three
different types of EXIT charts designed for the NR LDPC
decoder, including the conventional 2D EXIT chart anal-
ysis of Section III-A, our novel 3D EXIT chart analysis
of Section III-B and our novel 2D EXIT chart projection
of Section III-C. Note that all of these subsections rely on
block diagrams and simulation results, which consider the
effect of changing the LDPC coding rate using puncturing
and repetition. According to the EXIT chart analysis of the
former sections, Section IV introduces the proposed LDPC
decoder. The performance of this decoder is characterised
using Block Error Rate (BLER) simulation results that are
compared to those of a conventional flooding-based LDPC
decoder in both Additive White Gaussian Noise (AWGN)
and uncorrelated Rayleigh fading transmission environments.
We show that the proposed decoder has approximately 17%
complexity reduction compared to the conventional flooding-
based LDPC decoder. Finally, Section V will summarise this
article and give suggestions for further investigations accord-
ing to the proposed EXIT chart based technique.

II. NEW RADIO LDPC CODE DESIGN
The NR LDPC is specified using a pair of BGs, 51 lifting
factors Zc having values of up to 384, and eight sets of
circulants [1], which facilitate the support of a wide variety
of different combinations of block lengths K ′ and coding
rates R. Each BG is a binary matrix of 0s and 1s that governs
the formation of the PCM used at runtime during LDPC
encoding or decoding. The two BGs of NR LDPC namely
BG1 and BG2, are comprised of four sub-matrices, namely
the LDPC matrix, the LDGM matrix, an identity matrix and
a zero matrix [3], where Fig. 1 presents a simplified version
of BG2 accordingly. As shown in Fig. 1, BG2 has Nc ≤ 42
rows and Nv ≤ 52 columns, depending on the coding rate
R selected at run-time, as it will be detailed below. The
LDPC sub-matrix comprises the first Ncc = 4 rows and the
first Nvc = 14 columns of BG2. Below the LDPC matrix
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FIGURE 1. Structure of BG2 of 5G NR LDPC code. Note that for BG 1 Nvc = 26, Nve ≤ 42, Ncc = 4, Nce ≤ 42, Nc ≤ 42 and Nv ≤ 68 in the absence of
puncturing.

we portray the LDGM matrix, which has Nce ≤ 38 rows
and Nvc = 14 columns, depending on the coding rate R.
Compared to the LDPC sub-matrix, it may be observed that
the LDGM sub-matrix has a much sparser distribution of
binary values of 1. To the right of the LDPC matrix is a
zero matrix, which has all values set to zero and comprises
Ncc = 4 rows as well as Nve ≤ 38 columns. To the right
of the LDGM matrix is an identity matrix, having Nve ≤ 38
rows and the same number ofNce ≤ 38 columns. By contrast,
BG1 comprises Nc ≤ 46 rows and Nv ≤ 68 columns, which
has different parameters that are decomposed as Nvc = 26,
Nve ≤ 42, Ncc ≤ 4 and Nce ≤ 42.

As mentioned above, the NR LDPC code has a design
that supports a flexible coding rate R for supporting adaptive
coding and modulation in the face of time-varying channel
conditions.More specifically, rate matching is achieved using
puncturing in a manner that changes the BG shown in Fig. 1.
To elaborate further, the coding rateR = K/(Nv−2) is related
both to the number of information bits, which is proportional
to the number of systematic columns K = Nv − Nc, and to
the number of encoded bits, which is proportional to Nv − 2.
Here, the subtraction of 2 is employed since the first two
columns of the BG are always punctured for attaining an
improved performance [3], regardless of the desired coding
rate R. Additional puncturing may also be used for removing
a number of extension columns, and an equal number of
extension rows that share binary 1 values with these columns
in the identity matrix. In this way, Nv may be reduced below
68 in the case of BG1 and below 52 in the case of BG2, hence
increasing the coding rate R = K/(Nv − 2).

In order to illustrate the MI exchange in the NR LDPC
decoder more comprehensively, this article introduces a novel
re-interpretation of the factor graph, as shown in Fig. 2 for
the example of BG2. In contrast to the conventional factor
graph of an LDPC decoder comprising one group of VNs
and CNs [18], Fig. 2 arranges the VNs and CNs into four
groups, namely core VNs, core CNs, extension VNs and
extensionCNs.More specifically, theNvc = 14VNs included
in the LDPC and LDGM matrices of BG2 comprise the core
VNs, while the Ncc = 4 CNs considered by the LDPC and
zero matrices comprise the core CNs. Hence, the remaining
Nve ≤ 38 VNs starting from column 15 are the extension
VNs, while the Nce ≤ 38 CNs starting from row 5 are
extension CNs, as shown in Fig. 1. In total, there are Nv ≤ 52
VNs andNc ≤ 42 CNs, in correspondence with the number of
columns and rows in BG2, as described above. By consider-
ing the effect of puncturing as mentioned above, the number
of extension VNs and CNs will be reduced by the application
of rate-matching. In the rearranged factor graph of Fig. 2,
the Ncc = 4 core CNs are positioned at the left-hand side,
since they are only connected to the core VNs. By contrast,
the Nce ≤ 38 extension CNs are placed on the right-hand
side, where they are connected not only to the core VNs, but
also to a single corresponding extension VN each. Finally,
the core VNs are positioned in the middle, where they are
connected to both sides. In all cases, the edges between the
VNs and CNs correspond to the ones shown in Fig. 1. For
example, the 1 in the top 1 left element of Fig. 1 indicates
that Vc1 and Cc1 are connected, as shown in Fig. 2 as well.
Additionally, the number of connections spanning from a CN
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FIGURE 2. The factor graph of Base Graph 2 in the case where the
number of extension nodes is Nve = 6.

to the VNs or vice versa is referred to as the degree of the
respective node, as shown for some examples in Fig. 2. For
instance, there are 8 different VNs connected to Cc1, which
therefore has a degree of dcc1 = 8.
With the aid of the BG and factor graph introduced above,

the PCM of a NR LDPC decoder can be directly constructed.
Generally speaking, the PCM is a ‘‘lifted’’ version of the BG
exemplified in Fig. 1, which expands it to support long infor-
mation block lengths. As mentioned above, the NR LDPC
supports 51 different values for the lifting factor Zc having
values of up to 384. Furthermore, the number of information
bits is given by K = 22 × Zc for BG1 and K = 10 × Zc
for BG2. In order to obtain the PCM, the BG exemplified
in Fig. 1 is enlarged by a factor of Zc, by transforming each
1-valued element in Fig. 1 into a Zc × Zc rotated identity
matrix. Here, the particular rotation applied for each 1-valued
element of the BG is selected depending on the value of the
lifting factor Zc. A similar effect may be observed in the
factor graph exemplified in Fig. 2. More specifically, each
VN and CN in the BG factor graph corresponds to a set of
Zc VNs or CNs in the PCM factor graph. Furthermore, each
edge in the BG factor graph corresponds to a set of Zc edges
in the PCM factor graph, where the corresponding rotation

dictates, which of the Zc VNs is connected to which of the Zc
CNs.

III. EXIT CHART ANALYSIS OF THE NR LDPC CODE
In this section, several different forms of EXIT chart analysis
are applied to the NR LDPC decoder. Section III-A charac-
terises the conventional two-dimensional EXIT analysis of
the NR LDPC decoder, where we detail why theMI exchange
is not characterised correctly.Motivated by this, Section III-B
will present the proposed three-dimensional EXIT chart anal-
ysis based on the novel factor graph representation of Fig. 2.
For the sake of convenience, we introduce a novel 2D projec-
tion of our 3D EXIT chart in Section III-C, which gives more
direct visualization of the EXIT chart tunnel opening, without
a complex combination of 3D surfaces. In particular, we show
that this projection solves the MI exchange deficiency we
observed in the conventional 2D EXIT chart analysis.

FIGURE 3. The block diagram of NR LDPC decoder relying on the
conventional structure for analysis using 2D EXIT charts.

A. CONVENTIONAL TWO-DIMENSIONAL EXIT ANALYSIS
As discussed in Section II, the NR LDPC code has a structure
which is different from that of a conventional LDPC code.
Motivated by these unique characteristics of the NR LDPC
code, we rearranged the factor graph into the novel form pre-
sented in Fig. 2. However, in the conventional view of LDPC
decoding and EXIT chart analysis, the core and extension VN
decoders should be considered as a single integrated variable
node decoder (VND). Likewise, the core and extension CN
decoders are conventionally considered as a single integrated
check node decoder (CND). More specifically, a block dia-
gram of the conventional view of an LDPC decoder used
for EXIT chart analysis is shown in Fig. 3, in which the MI
is exchanged between the integrated CN and VN decoders.
Here, the information passed from the VNs to the CNs is
characterised by the MI I ev and regarded as the extrinsic
information provided by the VN decoder of Fig 3, which is
characterised by the MI Iac and becomes the a priori informa-
tion entered into the CN decoder of Fig 3. Similarly, the infor-
mation passed from the CNs to the VNs is characterised
by the MI I ec and considered as the extrinsic information
generated by the CN decoder, which is characterised by the
MI Iav and regarded as the a priori information provided for
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the VN decoder. Additionally, the VN decoder receives the
channel’s output information, which is characterised by MI
IH and remains constant throughout the decoding iterations.

The conventional 2D EXIT chart, may be drawn using the
semi-analytic method of [4], where the equations may be
adjusted for adopting our notation for the NR LDPC code,
as presented in (1) and (2) below:

I ev
(
Iav , IH

)
=

Nvc+Nve∑
i=1

J
(√

(dvci + dvei − 1)[J−1(Iav )]
2
+ [J−1(IH )]2

)
(dvci + dvei )−1 ·

∑Nvc+Nve
i=1 (dvci + dvei )

(1)
I ec
(
Iac
)

=

Ncc+Nce∑
i=1

(
1− J

(√
dcci + dcei − 1 · J−1(1− Iac )

) )
(dcci + dcei )−1 ·

∑Nvc+Nve
i=1 (dcci + dcei )

(2)

For convenience, we summarise our notation in Table 2.
Note that the analysis of [4] assumes a flooding-based
decoder activation order [2] and the employment of the sum-
product decoding algorithm [19]. Here, (1) evaluates the
average extrinsic MI I ev generated by the VN decoder as a
function of the a priori MI Iav provided for the VN decoder
and the channel’s output MI IH , where J (·) and J−1(·) are
empirical functions, as characterised in the Appendix of [4].
In order to support the irregular construction of the NR LDPC
PCM, (1) considers the degree distribution of different VNs.

TABLE 2. Table of notations and corresponding definition in
Equation (1) and (2).

Likewise, (2) computes the average extrinsicMI I ec gener-
ated by the CN decoder as a function of both the a prioriMI
Iac that entered into the CN decoder and of the degrees of the
various CNs.

Fig. 4 presents four different conventional 2D EXIT charts
obtained using (1) and (2), where Iav and I ec are presented on
the x-axis, while I ev and Iac are scaled on the y-axis, since the
output of the CND becomes the input of the VND and vice
versa during iterative decoding. Fig. 4 characterises the NR
LDPC code having a coding rate of R = 1/3 and a block
length of K ′ = 3000. Here, Fig. 4 (a) and (c) adopt BG 1, but
different channel Signal-to-Noise Ratios (SNRs) of −1 dB
and −3 dB. Likewise, Fig. 4 (b) and (d) adopt BG 2 and the
same pair of channel SNRs. This is motivated by the fact that
an SNR of−1 dB is sufficient for a 1/3 coding rate NRLDPC

decoder to reach a BLER of 10−4, while the BLER for the
same decoder at −3 dB is close to 1.
In each EXIT chart of Fig 4, there are two crossing curves,

each of which exclusively depends on the operation of the
respective VN or CN decoders according to the EXIT func-
tion of (1) and (2), respectively. In the process of iterative
LDPCdecoding using a conventional flooding schedule, Log-
arithmic Likelihood Ratios (LLRs) are exchanged between
the CN and VN decoders, as may be characterized by mea-
suring the MIs Iav /I ec and I ev /I

a
c after each operation of the

VND and CND. These measurements may be plotted as a
stair-shaped line termed as a trajectory [20] between the
VND and CND curves of Fig. 4. Each successive step in this
trajectory characterises the evolution of each successive MI
after a single decoding iteration.

Although the strong error-correction performance of the
NR LDPC decoder has been confirmed by BLER simula-
tion [3], conventional EXIT chart analysis suggests that the
MI exchange in the decoder cannot fully converge to the
(I ec , I

e
v ) = (1, 1) point at the top-right corner of Fig. 4, which

is typically assumed to be a prerequisite for achieving an
almost infinitesimally low BLER. However, in the case of
VNs having a degree of dvci + dvei = 1, the numerator of (1)
will become equal to IH , preventing an I ev of 1, even when
Iav has a value of 1. Hence, it is the presence of degree-1
VNs [21] in the NR LDPC code that prevents convergence
to the (1, 1) point in the conventional EXIT chart analysis.
It may however be observed that somewhat unexpectedly,

the NR LDPC decoder is capable of attaining a low BLER at
channel SNRs that are associated with a closed EXIT chart
tunnel. The conflict between the BLER simulation results
and conventional 2D EXIT chart analysis reveals that a new
EXIT chart analysis technique is needed for analysing the
MI exchange of the NR LDPC decoder. Motivated by this,
we propose a novel technique for the EXIT chart analysis of
the NR LDPC decoder, which is discussed in Sections III-B
and III-C.

B. PROPOSED THREE-DIMENSIONAL EXIT
CHART ANALYSIS
Motivated by the deficiency of the conventional 2D EXIT
chart demonstrated in Fig. 4, a more sophisticated EXIT chart
technique is proposed in this section for analysing the MI
exchange of the NR LDPC decoder. The proposed method is
based on the reorganized factor graph of Fig. 2, which is char-
acterised using the block diagram of Fig. 5 for illustrating the
MI exchange. Similar to Fig. 2, Fig. 5 is organized by relying
on the core CNs, core VNs, extension CNs and extensionVNs
positioned from left to right. The MI provided for the core
CNs is referred to as the a priori information (Iacc) of the core
CN, which is provided by the extrinsic information forwarded
from the core VNs to the core CNs (I evc). Similarly, the MI
(I ecc) provided by the core CNs of Fig. 5 is referred to as the
extrinsic information output of the core CNs, which is entered
as the a priori information (Iavc) into the core VNs. Finally,
the MI that is received from the channel is termed as IH .
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FIGURE 4. Conventional 2D EXIT charts for a K ′ = 3000 bit 5G NR LDPC flooding decoder with R = 1/3 and different combinations of
SNR and base graph, namely: (a) SNR = −1 and BG 1, (b) SNR = 1 and BG 2, (c) SNR = −3 and BG 1, (d) SNR = −3 and BG 2. Each
trajectory is a snapshot obtained during the decoding of a single codeblock.

FIGURE 5. The block diagram of NR LDPC decoder with structure according to the factor graph of Fig. 2.

The other MI terms of Fig. 5 adopt a similar terminology
to those described above, as summarised in Table 2 and 3.
Note that the information exchange between the extension
VNs and extension CNs is different from the others, since the
extension VNs has a degree of 1. Owing to this, the extension
VNs similarly pass on the channel’s output information IH ,

as shown in Fig. 5. Therefore, the MI exchange between the
extension VNs and extension CNs would not be improved by
iterative decoding.

Similar to the scheme of Fig. 3, the scheme of Fig. 5 may
be characterised by Equations (3), (4), (5) and (6), as shown at
the bottom of the next page, which are appropriately adapted
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TABLE 3. Table of additional notations and corresponding definitions in
Equations (3), (4), (5) and (6).

from [4] to evaluate the extrinsic information terms of I evc, I
e
ve,

I ecc and I
e
ce. Note that the activation order of decoding nodes

in Fig. 5 is exactly the same as in Fig. 3, which considers
the VND and CND as separate blocks. Similar to (1) and (2)
related to Fig. 3, these equations characterize the degree
distributions of the corresponding blocks in Fig. 5. More
specifically, the information transmitted from the extension
VNs to extension CNs is regarded as the channel’s output
information that affects the extrinsic information (I ece) of the
extension CN decoder. Therefore, I ecc, I

e
ce is dependent on the

channel SNR, which is quantified by IH .
According to (3) to (6), in Fig. 2 the core VN decoder has

the pair of outputs I evc and I
e
ve, which are affected not only by

Iavc but also by Iave, giving two independent variables and two
dependent variables. Hence they cannot be comprehensively
characterized by a 2D EXIT chart. Instead, a pair of 3D
EXIT charts may be used to visualize the MI exchange of
the NR LDPC decoder. Indeed, compared to the conven-
tional 2D EXIT chart, the generation of 3D EXIT charts for
the NR LDPC decoder requires more computations for the
sake of calculating a pair of independent variables. However,
the 3D EXIT chart considers the MI exchange in the decoder
more intelligently at the cost of an increased complexity.
For example, Fig. 6 presents two pairs of 3D EXIT charts

for an NR LDPC decoder using BG 1 and a coding rate of
R = 1/3. In Fig. 6 (a) and (b), the channel SNR is −1 dB,
while in Fig. 6 (c) and (d), the channel SNR is adjusted to
−3 dB. Here, one of the 3D EXIT charts characterises the
MI exchange between the core CNs and the core VNs of
Fig. 5, which is referred to as the LDPC part MI exchange
in Fig. 2.

By contrast, the other 3D EXIT chart characterizes the MI
exchange between the core VNs and the extension CNs of
Fig. 5, which is referred to as the LDGM part MI exchange.
More specifically, we propose a pair of 3D EXIT charts
having an x-axis that characterises Iavc, which is provided by
the extrinsic information I ecc output by the core CN decoder.
By contrast, the y-axis of both EXIT charts is used to char-
acterise Iave, which is provided by the extrinisic information
I ece output of the extension CN decoder. In one of the 3D
EXIT charts, the z-axis characterises I evc, which becomes
the a priori information provided for the core CN decoder
Iacc. Hence, the EXIT chart characterises the LDPC part MI
exchange between the core VN decoder and the core CN
decoder. Furthermore, the z-axis of the other 3D EXIT chart
characterises I eve, which becomes the a priori information
provided for the extension CN decoder Iace, characterising the
LDGM MI exchange. As shown in Fig. 6 (a), the surface
I evc(I

a
vc, I

a
ve, IH ) characterises the extrinsic MI I evc generated

by the core VND entered into the core CND, which is
dependent on Iavc, I

a
ve and IH . To elaborate a little further,

the surface I ecc(I
a
cc) represents the extrinsicMI I ecc that the core

CND outputs as a function of the a priori information Iacc,
which is then entered into the core CND of Fig 5. Similarly,
in Fig. 6(b), the surface I eve(I

a
vc, I

a
ve, I

H ) gives the extrinsicMI
I eve generated by the core VND and entered into the extension
CND, which is dependent on Iavc, I

a
ve and IH . Furthermore,

the surface I ece(I
a
ce, IH ) gives the extrinsicMI I ece generated by

the extension CND as a function of Iace and IH in Fig. 5.
As exemplified in Fig 6, both VN decoder surfaces

I evc(I
a
vc, I

a
ve, IH ) and I

e
ve(I

a
vc, I

a
ve, IH ) are affected by the channel

SNR. By contrast, only the extension part of the CN decoder

I evc(I
a
vc, I

a
ve, IH ) =

Nvc∑
i=1

J
(√

(dvci − 1) ·
[
J−1(Iavc)

]
+ dvei ·

[
J−1(Iave)

]
+ [J−1(IH )]2

)
dvci
−1
·
∑Nvc

i=1 dvci
(3)

I eve(I
a
vc, I

a
ve, IH ) =

Nve∑
i=1

J
(√

dvci ·
[
J−1(Iavc)

]
+ (dvei − 1) ·

[
J−1(Iave)

]
+ [J−1(IH )]2

)
dvei
−1
·
∑Nve

i=1 dvei
(4)

I ecc(I
a
cc) =

Ncc∑
i=1

(
1− J

(√
(dcci − 1) · J−1(1− Iacc)

) )
dcci
−1
·
∑Ncc

i=1 dcci
(5)

I ece(I
a
ce, IH ) =

Nce∑
i=1

(
1− J

(√
(dcei − 1) ·

[
J−1(1− Iace)

]2
+

[
J−1(1− IH )

]2))
dcei
−1
·
∑Nce

i=1 dcei
(6)
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FIGURE 6. 3D EXIT chart for a K=3000-bit flooding 5G NR LDPC decoder, using BG 1, R = 1/3 and different AWGN channel
SNRs, including: (a) LDPC EXIT chart at SNR = −1dB, (b) LDGM EXIT chart at SNR = −1dB, (c) LDPC EXIT chart at SNR = −3dB
and (d) LDGM EXIT chart at SNR = −3dB. The continuous line represents to the predicted trajectory that bounced between
EXIT surfaces while the dashed line corresponds to the the bit-by-bit Monte-Carlo simulation. The associated activation-order
of the components in Fig. 5 is defined by Fig. 7.

surface I ece(I
a
ce, IH ) is a function of the channel SNR. Due to

the existence of degree-one VNs, the value of I ece(I
a
ce, IH ) will

be directly affected by the channel’s output information IH ,
which can be observed from (6). Furthermore, the value of
I ecc(I

a
cc) is calculated by using the conventional equation (5).

Using the EXIT surfaces for the VND and CND of both
the core and extension parts, a trajectory representing the
MI exchange across the successive iterations of the LDPC
decoder may be predicted. Fig. 7 provides a flow chart for
illustrating how the predicted trajectory may be generated.
At the beginning of the iterative decoding process, the a priori
MIs Iavc, I

a
ve, I

a
cc, I

a
ce are all initialised to 0, which means that

our trajectory is starting from the (0,0,0) point at the corner

of both plots in Fig. 6. As the first step, the channel’s output
information IH is forwarded to the VND. Since both the core
CND and extension CND of Fig. 5 are unaffected by this,
the MI values of Iavc and I

a
ve are kept as 0. However, the MI

values of Iace and Iacc are updated by I eve and I evc, which can
be determined by the VND surfaces seen in Fig. 6, according
to the function I eve(I

a
vc, I

a
ve, IH ) and I

e
vc(I

a
vc, I

a
ve, IH ). Therefore,

the trajectory moves upwards from the (0,0,0) point to the
lowest corner of the VND surfaces, as shown using solid lines
in both plots of Fig. 6. Next, the NR LDPC decoder begins
its iterative decoding process, which starts by operating the
core and extension CNDs of Fig. 5. The iterative decod-
ing operations will continue until the number of iterations i
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FIGURE 7. Flow chart of calculating the NR LDPC decoder’s decoding
trajectory. Formally defining the activation-order of the components
in Fig 5.

exceeds the maximum affordble number of iterations imax .
Since the VND is not affected, the MI values of Iace and I

a
cc

remain unchanged from the previous step. However, the MI
values of Iavc and I

a
ve are updated by the output of the CNDs,

as characterised by the functions of I ecc(I
a
cc) and I

e
ce(I

a
ce, IH ),

as well as by updating the position of the trajectories in the
plots of Fig. 6 using the CND surfaces. More specifically,
the trajectory moves from the corner of the VND surfaces
towards the point calculated on the CND surfaces. Following
this, the VND may be operated again and similar to the first
step, new MI values of Iace and I

a
cc can be obtained by using

the surface functions I ece(I
a
ce, IH ) and I

e
vc(I

a
vc, I

a
ve, IH ), but this

time with the updated values of Iavc and Iave obtained from
the previous step. In this way, the trajectory in both plots
of Fig. 6 moves from the previous position reached on the
CND surfaces to the new calculated position on the VND
surfaces. As shown in Fig. 7, these steps will continue until
the iterative decoding process is completed. Finally, if the
channel SNR is sufficiently high and if a sufficient number of
decoding iteration has been completed, then the MI exchange
between CND and VND will converge and the MI of Iace and
Iacc should approach 1. In summary, the predicted trajectory is

generated by bouncing between the EXIT surfaces of Fig. 6,
according to the alternated activation of the VNDs and CNDs.
Accordingly, the trajectories of Fig. 6 have been predicted
and plotted as solid lines. In order to validate this prediction,
we also introduced simulated trajectories in Fig. 6(a) and (b)
as dashed lines. These are obtained by performing an iterative
decoding process using the alternated activation of the VNDs
and CNDs, while measuring the MI of the LLRs exchanged
after each step. As shown in Fig. 6, a good match is observed
between the solid and dashed trajectories in each case, con-
figuring the accuracy of the proposed approach.

In contrast to the conventional 2D EXIT chart analysis of
Section III-A, both 3D EXIT functions of the VN decoders
I evc(I

a
vc, I

a
ve, IH ) and I

e
ve(I

a
vc, I

a
ve, IH ) are able to reach I evc = 1

and I eve = 1. Therefore, using the proposed 3D EXIT chart,
the open/closed state of the EXIT chart’s tunnel is a func-
tion of the channel SNR, which affects all the functions
I evc(I

a
vc, I

a
ve, IH ), I

e
ve(I

a
vc, I

a
ve, IH ) and I

e
ce(I

a
ce, IH ). For instance,

the trajectory shown in Fig. 6 (a) and (b) reveals that the
iterative decoding process can converge to I evc = 1 and
I eve = 1 at an SNR of −1dB in AWGN channel. In this
scenario, the tunnel can be considered to be open, which
means that the decoder is expected to obtain low BLER.
However, if the channel SNR is decreased to−3 dB as shown
in Fig. 6 (c) and (d), the trajectorywill be curtailed at the inter-
section of the EXIT functions before reaching I evc = 1 and
I eve = 1. This behaviour reveals that the NR LDPC decoder is
incapable of decoding the received bit sequence successfully
at a channel SNR of −3 dB. In conclusion, the proposed 3D
EXIT chart accurately characterizes the MI exchange within
the NR LDPC decoder and determines whether the decoder
is capable of attaining a low BLER at a prescribed channel
SNR.

C. TWO-DIMENSIONAL PROJECTION OF THE EXIT
CHART OF THE NR LDPC DECODER
As presented in Section III-B, our proposed 3D EXIT charts
can determine, whether the EXIT tunnel is open or closed,
but this requires simulation of the stair-case shaped decod-
ing trajectory and is not immediately apparent from visual
inspection. In order to present this result in a straight-forward
manner, in this section we propose a 2D projection of our
novel 3DEXIT charts, as shown in Fig. 8 and inspired by [15].
As discussed in Section III-A, the failure of conventional
2D EXIT charts to accurately predict the NR LDPC code’s
performance is due to the degree-one extension VNs, which
prevent the extension CNs from providing extrinsic LLRs
having a mutual information of 1. Hence, in Fig. 8, the exten-
sion CNs and extension VNs are combined with the core
VNs, in order to enable the resultant combined VN decoder
to provide extrinsic LLRs having a MI of 1. A 2D EXIT chart
may then be used for characterising the iterative decoding
convergence between the core CN decoder and the combined
VN decoder. However, in order to facilitate this, a particular
decoding schedule must be assumed, which ensures that the
combined VN decoder behaves as if it were memoryless,
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FIGURE 8. Block diagram of NR LDPC decoder that considers the core VNs, extension CNs and extension VNs as a combined VN decoder.
The activation-order of the components is formally defined in Fig. 9.

associated with an extrinsic MI that depends only on the
a priori and channel MIs, but not on any internal state.
In the first step of this schedule, the channel’s output infor-
mation IH will be forwarded to all VNs. As shown in Fig. 8,
the proposed schedule performs several MI exchange itera-
tions between the core VNs and the extension CNs, until the
I eve, I

a
ce, I

a
ve and I

e
ce information becomes fully converged. Then

the extrinsic information I e(vc,ve,ce) provided by the combined
VN decoder becomes the a priori information Iacc of the
core CNs. After the inner calculation within the core CNs,
the resultant extrinsic information I ecc will be forwarded to
the combined VN decoder as its a priori input information
Ia(vc,ve,ce). Therefore, the 2D EXIT chart of this system rep-
resents the combination of I e(vc,ve,ce) versus I

a
(vc,ve,ce) and I

a
cc

versus I ecc.
Instead of using simulations to draw the 2D EXIT projec-

tion of the NR LDPC in [15], we conceive a novel method
relying on equations (3) to (6). In order to unambiguously
specify this method, Fig. 9 introduces a flow chart of the
corresponding decoding process. As discussed above, the 2D
EXIT projection illustrates the combination of I e(vc,ve,ce) ver-
sus Ia(vc,ve,ce) and I

a
cc versus I

e
cc, which are initialised to 0 as

presented in Fig. 9. At the beginning of the decoding process,
the channel’s output MI IH is passed to the core VNs, and
extension VNs as shown in Fig. 9. Hence the channel’s output
MI that is passed to the extensionVNs is directly forwarded to
the extension CNs, by the degree-1 extension VNs of Fig. 8.
In the first step, we focus on the effect of passing the channel’s
output MI to the core VNs. According to the equations of
Section III-B, the extrinsic information I eve that is passed from
the core VNs of Fig. 8 to the extension CNs is calculated as
I eve = I eve(I

a
vc, I

a
ve, IH ) according to (4), where Iave and I

a
vc are

initialised to 0.
In the next step of Fig. 9, the iterative decoding process

begins its operation. More specifically, the MI will be first
iteratively exchanged between the core VNs and extension
CNs, in a process referred to as inner iteration in Fig. 8
and Fig 9. The extrinsic information I eve generated by the
core VNs will then be passed to the extension CNs as the
a priori information Iace. In response, the extrinsic MI that is
passed from the extension CNs to the core VNs of Fig. 8 is
evaluated by (6) as I ece = I ece(I

a
ce, IH ). Similar to the first step,

FIGURE 9. Flow chart of the decoding process of NR LDPC decoder, when
considering the core VNs, extension CNs and extension VNs as the
combined VN decoder of Fig. 8.

the extrinsic MI I eve will be further updated and passed back
to the extension CNs of Fig. 8 and so on. Note that through-
out this inner iteration process, the a priori information Iavc
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provided by the core CNs of Fig. 8 will remain constant.
In this way, the inner iteration comprises an alternated MI
exchange between the core VNs and the extension CNs,
which continues until the MI is fully converged and stop
improving. For example, in Fig. 4 of Section III-A, the tra-
jectory stops at the cross-over point between I ev (I

a
v , IH ) and

I ec (I
a
c ) curve, whereupon convergence is obtained. The aim

of the inner iteration of this alternated operation of the NR
LDPC decoder is to determine the cross-over point between
the I ece(I

a
ce, IH ) and I

e
ve(I

a
vc, I

a
ve, IH ) curves, as a function of I

a
vc.

Once the MI exchange between the core VNs and the
extension CNs of Fig. 8 has become fully converged, the a
priori information Iave can be considered to be a saturated
value. According to (3) and discussed in Section III-A,
the extrinsic information I e(vc,ve,ce) that is forwarded by the
combined decoder constituted by the amalgamated core VNs,
extension CNs and extension VNs to the core CNs may be
formulated as I evc(I

a
vc, I

a
ve, IH ). In this way, the EXIT function

of the combined VN decoder of Fig. 8 may be obtained by
plotting I e(vc,ve,ce) versus I

a
(vc,ve,ce). This EXIT function may

then be compared to the core CN decoder’s EXIT function,
which is obtained by plotting I ecc versus I

a
cc. Fig. 10 shows the

proposed 2D EXIT projection for several different scenarios.
For a comprehensive comparison, Fig. 10 (a) and (b) corre-
spond to different channel SNR, but the same coding rate of
R = 1/3. By contrast, Fig. 10 (c) and (d) employ different
coding rates R, but the same channel SNR of -1 dB. As shown
in Fig. 10 (a), the curves that represent the CN decoder and
the VN decoder do not cross over until the channel SNR
drops to -1 dB. In other words, a 1/3 coding rate NR LDPC
decoder with BG1 can be predicted to have adequate error-
correction performance when the SNR is higher than -1 dB,
which is a conclusion in contrast to the one suggested by the
closed tunnel in the conventional 2D EXIT chart of Fig. 4.
Similarly, Fig. 10 (b) gives the same conclusion when BG2 is
utilized. Likewise, Fig. 10 (c) offers the conclusion that the
EXIT chart tunnel will be open when the coding rate is lower
than R = 2/5 at a channel SNR of -1 dB. Similarly, for BG2,
Fig. 10 (d) has a similar suggestion, namely that a coding rate
of less than R = 2/5 will give adequate error-correction per-
formance. The reliability and accuracy of the 2D EXIT pro-
jection will be verified by simulations that will be presented
in Section IV-B. As shown in Fig. 11 (a), the BLER curve
for the case of BG1 with R = 1/3 begins to decay around
an SNR of -1dB, which verifies the EXIT chart result of the
Fig. 10 (b). The 2D EXIT projection not only corrects the
deficiency of the conventional 2D EXIT chart of Fig. 4, but
also offers a clear view of whether the EXIT tunnel is open or
closed.

In order to further verify the accuracy of our proposed
2D EXIT chart projection, we plot a snap-shot trajectory
in Fig. 10 (d), which characterises the MI exchange of the
outer iteration during a simulated iterative decoding process.
As illustrated by Fig. 9, each outer iteration comprises the

exchange of the saturated MI I e(vc,ve,ce) forwarded by the
combined VN decoder to the core CN decoder of Fig. 8.
More specifically, the extrinsic information gleaned from
the inner iteration represents the a priori input information
Iacc of the core CN of Fig. 8 in the outer iteration. During
this exchange, the MI of the exchanged LLRs is quantified
and plotted for advancing the trajectory along the I e(vc,ve,ce),
Iacc axis of Fig. 10 (d). After completing the operations of
the core CN, the extrinsic LLRs that are passed from the
core CNs of Fig. 8 to the combined VN decoder are used
for advancing the trajectory along the Ia(vc,ve,ce), I

e
cc axis of

Fig. 10(d). The a priori information Ia(vc,ve,ce) produced by
the inner iteration will then be used for finding the next
fully converged extrinsic information I e(vc,ve,ce) before the start
of the next outer iteration in Fig. 9. Hence, the staircase-
shaped trajectory will move towards the (1,1) point of the
2D projection of the EXIT chart until the affordable number
of iterations is exhausted. The simulated trajectory presented
in Fig. 10 (d) is approximately bounded by the CND and
VND EXIT curves, which validates our proposed 2D EXIT
projection method.

IV. FIXED-SCHEDULE SYSTEM DESIGN
The EXIT chart analysis of Section III has revealed a remark-
able characteristic of the NR LDPC, which is related to its MI
exchange during the decoding process. By exploiting these
observations, this section will propose a novel component
activation order for improving the error correction capability
and for reducing the complexity compared to that of the
conventional flooding based LDPC decoder. Here, the com-
ponent activation order is fixed, hence avoiding the dynamic
run-time calculation of complex parameters [22]. The pro-
posed design is discussed in Section IV-A, while the corre-
sponding performance versus complexity is characterised in
Section IV-B.

A. FIXED-SCHEDULE DECODER
The MI exchange inside the NR LDPC decoder of
Fig. 5 has been illustrated in Fig. 6. More specifically,
in Fig. 6(a) and (b), the MI can be seen to converge along the
Iavc/I

e
cc axis in the last few iterations, where it can therefore

be reasoned that it is mainly the core CNs that contribute.
During those iterations, there is almost no improvement along
the Iave/I

e
ce axis which is affected by the contribution of the

extension CNs of Fig. 5. As described in Section III, a low
BLER is achieved when the iterative decoding trajectory
reaches I ecc = 1. In order for this to happen at the lowest
complexity, it is desirable to activate the core CNs of Fig. 5
in every iteration, since the core LDPC code has a strong
error correction capability. However, in the later iterations,
the extension CNs stop making significant contributions,
hence it is desirable to focus on the core CNs of Fig. 5 alone.
Therefore, we propose a novel NR LDPC decoder activation
order, in which the extension CNs can be deactivated for
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FIGURE 10. Proposed 2D EXIT chart projection for the flooding based 5G NR LDPC decoder. R = 0.33 is used in (a) and (b) for BG 1
and BG 2 at different channel SNRs, while SNR = -1dB is used in (c) and (d) for BG 1 and BG 2 at various coding rates R. A trajectory
snap-shot is presented in (d), which was obtained during the iterative decoding of a specific LDPC code-block. The schematic of
Fig. 8 and flow chart of Fig. 9 is used.

the last few decoding iterations, since they would no longer
contribute to the MI convergence.

In the proposed regime, the decoding activation order
is decided in advance of iterative decoding. In a practical
implementation, the number of iterations to be performed
before switching to the core-only mode can be stored in a
Look-Up Table (LUT), as a function of both the channel
SNR and coding rate. The LUT can be populated during
an off-line design process, relying on the 3D EXIT charts
of Section III-B. More specifically, we recommend adopting
full iterations based on Fig. 7 until the value of I ece reaches
99.99% of its fully converged value, before switching to the
core-only mode. We have also investigated the value of 99%

and 99.9%, but 99.99% was found to strike the best BLER
performance versus complexity trade-off.

B. PERFORMANCE OF THE PROPOSED LDPC DECODER
1) PERFORMANCE OF THE PROPOSED LDPC DECODER
IN AWGN CHANNELS
This section characterizes the BLER performance of our
novel regime of Section IV-A, for the case of the NR LDPC
code in an AWGN channel. We adopt a flooding based NR
LDPC decoder as our benchmarker. Our results are presented
in Figure 11 and were collected by using BG2 for an infor-
mation length of K ′ = 1000 bits. In order to demonstrate the
versatility of the proposed regime, we use a low coding rate
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FIGURE 11. Pairs of simulation results to characterize the error correction performance of the proposed LDPC decoder in AWGN
channel, as functions of channel SNR and decoding complexity. All plots are obtained using BG2 and an information block length
of K ′ = 1000 bits. Plots (a) and (b) are obtained with 1/3 coding rate. Plots (c) and (d) are simulated with 1/2 coding rate. Finally
plots (e) and (f) are using 2/3 coding rate. The schematic of Fig. 5 and flow chart of Fig. 7 is used.

of R = 1/3 in Figure 11(a) and (b); R = 1/2 is employed for
the medium coding rate simulation of Figure 11(c) and (d);
R = 2/3 is used for the high coding rate simulation of
Figure 11 (e) and (f).

In this section, we consider two different scenarios. In the
first scenario of Figure 11 (a), (c), (e), we characterize the
BLER performance of the flooding based decoder using
12, 13, 14 iterations [23]–[25]. Then we compare these

to the BLER performance of the proposed decoder having
the same complexity. While the flooding decoder performs
a fixed number of iterations and has a fixed complexity
regardless of the SNR, the complexity of proposed decoder
varies with the SNR, as discussed in Section IV-A. There-
fore, in different SNR environments, a constant number of
flooding iterations will correspond to different numbers of
iterations for the proposed decoder . In the second scenario
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FIGURE 12. Pairs of simulation results to characterize the error correction performance of the proposed LDPC decoder in
uncorrelated Rayleigh fading channel, as functions of channel SNR and decoding complexity. All plots are obtained using
BG2 and an information block length of K ′ = 1000 bits. Plots (a) and (b) are obtained with 1/3 coding rate. Plots (c) and (d)
are simulated with 1/2 coding rate. Finally plots (e) and (f) are using 2/3 coding rate. The schematic of Fig. 5 and flow chart of
Fig. 7 is used.

of Figure 11 (b), (d) and (f), we characterize the complexity
required by each decoder to achieve BLERs of 10−1, 10−2

and 10−3, respectively. Here, the complexity is quantified
by the number of Add Compare Select (ACS) arithmetic
operations performed, as commonly used in hardware design
evaluation [26].

Figure 11 (a) considers a coding rate of 1/3 and shows
that the proposed decoder offers an average of approxi-
mately 0.3 dB improvement over the flooding decoder at the

same BLER performance and the same complexity. In the
corresponding complexity plot of Figure 11 (b), the proposed
decoder is shown to offer around 23% complexity reduction
compared to the flooding based decoder. When the coding
rate is increased to 1/2, as presented in Figure 11 (c), the pro-
posed scheme having the same complexity as 12 flooding
iterations achieves the BLER performance of 14 flooding
iterations. In the complexity comparison of Figure 11 (d),
the corresponding complexity reduction observed is 14%.
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Finally, Figure 11 (e) and (f) provide the corresponding
simulation results for a high coding rate of 2/3. Here,
the BLER results show that the proposed scheme no longer
maintains its error-correction capability advantage for a high
number of iterations, but it still outperforms the bench-
marker for a relatively low number of iterations. Further-
more, the same 14% complexity reduction is attained over
the benchmarker.

As shown in the complexity versus SNR plots of
Figure 11 (b), (d) and (e), the proposed decoder is unable
to achieve the targeted BLER performance in some low-
SNR scenario. Hence at low SNRs the proposed scheme
would suffer from an error floor, unless increased the num-
ber of iterations above that of the benchmarker. However,
we observed that this may be mitigated by increasing the con-
vergence threshold beyond the 99.99% value recommended
in Section IV-A. This increased convergence threshold of
selecting the switching point beyond which the extension
CNs are neglected, and will achieve an improved BLER at
the cost of reducing its complexity advantage. Nonetheless,
we recommend 99.99% since the number of flooding decoder
iterations required to observe this effect is high.

2) PERFORMANCE OF THE PROPOSED DECODER IN
UNCORRELATED RAYLEIGH FADING CHANNELS
In this section, we compare the flooding and proposed
LDPC decoder in the case of an uncorrelated Rayleigh fad-
ing channel. In order to have a comprehensive comparison,
Figure 12 uses the same parameters as Figure 11 for all
simulations. As shown in Figure 12 (a) and (b), for the low
coding rate of R = 1/3, the proposed decoder has superior
BLER versus complexity performance. When the complexity
is fixed for both decoders, the proposed decoder achieves
the same BLER at an SNR reduction of 0.3 dB. However,
observed in the Figure 12 (c) and (e) for the higher coding
rates that the proposed decoder no longer maintains its BLER
performance gain for a high number of iterations. As for its
complexity, Figure 12 (b) and (d) shows that the proposed
decoder still offers approximately 14% improvement, but
in Figure 12 (f), the proposed decoder no longer offers any
complexity advantage for high coding rates, owing to its
reduced error correction capability.

V. CONCLUSION
In this article, we have characterized the MI exchange of the
5G NR LDPC code using EXIT charts. We have shown that
conventional 2D EXIT chart analysis is unable to accurately
characterize theMI exchange behaviour of the decoder, hence
failing to reliably distinguishwhether the EXIT tunnel is open
or closed. As a remedy, we reconstituted its factor graph by
partitioning the decoder into four elements, namely the core
VNs, core CNs, extension VNs and extension CNs of Fig. 2.
In order to suit this new factor graph, we suitably adapted the
MI equations of [4] and developed a novel 3DEXIT chart rep-
resentation of the 5G NR LDPC decoder. We demonstrated
that our 3D EXIT chart is eminently capable of characterising
both the MI exchange amongst the decoder components,

as well as the open/closed state of EXIT chart’s tunnel. Fur-
thermore, we also conceived a novel 2D EXIT projection of
the proposed 3D EXIT chart for the convenient visualization
of whether the EXIT tunnel is open or closed.

Drawing upon the unique insights offered by our EXIT
chart analysis, we proposed a novel LDPC decoder acti-
vation order. More specifically, we observed that the NR
LDPC decoder will typically achieve promptMI convergence
towards that of the extension CNs during the first few itera-
tions, with the extension CNs offering little further benefit
during the last few iterations. Therefore, we arranged deacti-
vating for the extension CNdecodingwhen the corresponding
MI convergence accelerated by the extension CNs reaches
the 99.99% margin of its fully converged value. By com-
paring the conventional flooding based and the proposed
LDPC decoder, we found that the proposed decoder offers
an approximately 0.2 dB gain at the same complexity and
BLER performance. Viewing these benefits from a different
perspective, at a specific BLER and SNR, about 14% to 19%
average complexity reduction is attained compared to the
flooding based decoder.

In a nutshell, we proposed a new EXIT chart analysis
method and used it for reducing the decoder’s complexity.
This method is also eminently suitable for other sophisticated
decoders combined with Hybrid Automatic Repeat reQuest
(HARQ), as described in [27], since we have the knowledge
whether any particular re-transmission contains sufficient
information for creating an open EXIT chart tunnel and
successfully decoding the transmitted bits. We can directly
dispense with any futile decoding attempts and ask for the
next incremental redundancy transmission for the sake of
reducing the decoding delay and complexity. Furthermore,
the introduction of the proposed 2D EXIT projection cre-
ates an opportunity for improving the design of the NR
LDPC code. As narrated in [28], the area properties and the
match between the EXIT curves of a 2D EXIT chart can
be exploited for minimizing the ’capacity-loss’ by finding
the most appropriate coding rate. The proposed NR LDPC
decoder activation order may still be further improved from
a practical implementation perspective in our future research.
Firstly, an activation order based on layered belief propaga-
tion can be developed, which will reduce both the complex-
ity and memory requirement of a practical implementation.
Additionally, rather than using the Sum-Product Algorithm
(SPA), a computational complexity reduction can be achieved
by using a bespoke variant of the fixed-point Min-Sum
Algorithm (MSA) instead, which uses only binary logical
and integer operations in its hardware implementation [29].
In conclusion, unveiling this novel EXIT chart analysis for
the NR LDPC decoder may be expected to offer significant
further development of the NR LDPC code and its practical
implementation.
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