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ABSTRACT Large-scale photovoltaic system (PV) installation can affect power system operation, stability,
and reliability because of the non-linear characteristic of the PV system installation. DC/AC and DC/DC
converters are the major devices use in connecting PV into the grid. These converters are liable to power
quality problem if the proper control mechanism is not adopted. This study presents an optimal control
technique to improve dynamic operation of PV grid-connected system. An optimal control method with
use of Manta ray foraging optimization (MRFO), is implemented as a control strategy for tuning the
proportional–integral (PI) controllers of DC/DC and DC/AC converters for the integration of the PV
system into the grid. The MRFO is chosen because of its ease of implementation and requirement of less
adjusting parameters. The effectiveness of the proposed technique is studied under irradiance variation. The
obtained results demonstrate the superior performance of theMRFO over five other metaheuristic algorithms
(i.e., grey wolf optimization, whale optimization, grasshopper optimization, atom search optimization,
and salp swarm algorithm) in terms of convergence rate and optimal global solution capture. The entire
simulation model is established using MATLAB editor and Simulink. The acquired transient result shows
the functionality and viability of the MRFO approach.

INDEX TERMS Optimal control, power system dynamics, MRFO optimization, PV system.

NOMENCLATURE
Variables
a Ideality constant
ai Acceleration
C Dc-link capacitor
c1, c2, c3,Er1, Er2 Random numbers
d Drift factor
ED, EA, EC Coefficient vectors
dq0 Direct-quadrature-zero
Ed Phase voltage of direct-axis
Fi Reaction force
Fiij Interaction force
fs Switching frequency
VDC_REF Reference voltage of dc-link
VDCripple Ripple voltage
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approving it for publication was Bilal Alatas .

Vmpp Desired maximum voltage
Vt Array thermal voltage
Vpv Photovoltaic voltage
ω Synchronous frequency
EXp (k) Wolves location
Xp (t) Vector position of the prey

Abbreviations
hij (t) Height
I Grid current
Id Current in d− axis
ı̃d D− axis errors of current signal
Io Array saturation current
Io,c Reverse saturation current
Ipeak Peak ac current
Ipv Photocurrent
Ipv,c Incident light current
Iq Current in q− axis
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ı̃q Q− axis errors of current signal
Iq_REF Q− axis current reference
k Boltzmann constant
K1
j Location of leader salp

lbj Lower boundary
Lf Interface inductor
Mbest Subdivision of the group of atom
Mi Positon of the food source
Ns Number of series connected cells
Np Number of parallel connected cell
Pdc Active power
Ppv (k) Current power
Ppv(k− 1) Prior measured power
q Electron charge
Rp Array equivalent parallel resistance
Rs Array equivalent series resistance
SA,SB,SC Switching states
ubj Upper boundary
V̂ Rms voltage at the pcc
ṽdc Voltage error of dc-link
AC Alternating current
ASO Atom search optimization
CSA Cuckoo search algorithm
CF Cyclone foraging
DC Direct current
FF Fitness function
FFO Fruit fly optimization
GA Genetic algorithm
GOA Grasshopper optimization algorithm
GSA Gravitational search algorithm
GWO Grey wolf optimization
HSA Harmony search algorithm
ISE Integral square error
MPP Maximum power point
MPPT Maximum power point technique
P&O Perturb and Observe
PCC Point of common coupling
PI Proportional integral
PID Proportional integral derivative
MRFO Manta ray foraging optimization
PV Photovoltaic
SSA Salp swarm algorithm
SF Somersault foraging
WCA Water cycle algorithm
WOA Whale optimization algorithm

I. INTRODUCTION
The exponential demand for electricity and the impacts of
fossil fuel usage, such as global warming, have resulted in
a dramatic increase in renewable energy utilization. Among
the sources of renewable energy, photovoltaic (PV) systems
have received the greatest attention because of their charac-
teristics of economic incentives, environmental accessibility,
and technological advancements [1]. According to market
projection, the total installed PV capacity is expected to reach

1.4 TW by 2024 [2], which reflects the level of integrating PV
systems into the grid. However, integrating several PV gener-
ations into the grid is challenging for power system operation,
stability, and reliability. Some control strategies have been
adopted to enhance the performance of PV integration into
the grid. In [3], a neuro-fuzzy control method was adopted
to control the active and reactive power of a grid-connected
PV system. Generally, the neuro-fuzzy logic controller is
highly adaptable in terms of dealing with a complex and
non-linear system without a mathematical model. The fuzzy
rules and the neural selection majorly depend on user expe-
rience. However, neural network training is time consuming
because it requires a large volume of data for an accurate
computation. The simple nature of proportional–integral (PI)
controller makes it to be highly adopted in PV grid-connected
systems [4]. Refs. [5], [6] proposed a PI control method for
low-voltage ride through in the grid-connected PV system.
In [7], [8], PI controllers were employed to improve the
dynamic operation of the PV grid-connected system. The
robust stability and tolerance of the distributed generation
were improved using multiple input–multiple output for PI
controller tuning [9]. While the PI controller can provide
wide stability in the control circuit, the PI controller perfor-
mance is limited to a small load disturbance. Determining
the suitable values of the PI controller is very challenging
because of non-linearity and parameter variation of PV sys-
tem. Tuning PI parameters using a trial-and-error method can
lead to errors and is time consuming. Alternatively, meta-
heuristic algorithms have been adopted to obtain accurate
PI parameters because of their simplicity, ease of imple-
mentation, robustness, and derivative free features. Some of
these metaheuristic algorithms reported in the literature to
develop the dynamic operation of PV grid-connected system
are genetic algorithm (GA) [10], grasshopper optimization
algorithm (GOA) [11], harmony search (HS) algorithm [12],
cuckoo search algorithm (CSA) [13], fruit fly optimization
(FFO) [14], water cycle algorithm (WCA) [15], gravita-
tional search algorithm (GSA) [16], grey wolf optimization
(GWO) [17], salp swarm algorithm (SSA)[18], atom search
optimization (ASO) [19], and whale optimization algorithm
(WOA) [20].

A mathematical model of PV with a proportional–integral
derivative (PID) controller optimized using GA was pre-
sented in [21]. The GA improved the PID controller per-
formance in relation to reducing rise and overshoot time of
the output voltage. Optimal control technique for PV voltage
regulation and frequency in microgrid system was presented
in [22] using GOA for PI parameter tuning. The author con-
cluded that GOA optimization is a reliable method for solving
non-linear systems. The efficacy of HS for tuning multi-
ple cascaded PI controllers in a distributed generation was
discussed in [23]. The proposed controller was efficient for
effective grid-resynchronizing and islanding operations than
the generalized reduced gradient methods and GA. CSA was
presented in [24] to enhance the performance of a non-linear
grid-tied photovoltaic system. The CSA performance was
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TABLE 1. Parameters of the SunPower SPR-305E module at 25 ◦C and 1000 W/m2.

investigated for multiple PI tuning using artificial neural
networks. Consequently, the CSA approach for the non-
linear optimization was found to produce a better response.
In [25], an improved FFO was employed to enhance the PID
controller behaviour. Meanwhile, an automatous micro-grid
operation was presented in [26] using WCA to enhance the
PI controller parameters. The proposed controller produced a
better transient response compared to the genetic algorithm
PI-tuned controller. The dynamic performance of GSA for
PI controller tuning in a PV grid-connected system was pre-
sented in [27]. The results showed that GSA yields better
settling time and state error in resolving the grid-connected
PV non-linear system. More so, optimal control of a voltage
source inverter for an offshore wind farm using the GWO
algorithm was presented in [28]. Evidently, [28] showed
that a better damped and transient performance is achieved
using GWO. The quality improvement of PI parameter for
the grid-connected PV system was discussed in [29], [30].
The accuracy, reliability, and efficiency of both frequency
and voltage were improved with minimal harmonic distortion
using SSA. In addition, [31] proposed ASO to improve the
rise time, settling time, and maximum overshoot of a PI
controller for DC motor speed controller. An optimal control
strategy using WOA was proposed in [32] to optimize the PI
parameters in the grid-connected PV system.

The momentous progress of computational algorithm and
its potent application in solving non-linear optimization prob-
lems have epitomized foremost desire of the authors to
employ the Manta ray foraging optimization (MRFO) algo-
rithm to improve the dynamic operation of grid-connected
PV system. Power electronic devices such as DC/DC and
DC/AC converters are majorly used to regulate the DC
voltage of the PV arrays for grid integration. The DC/DC
boost converter is employed to trace the maximum power
point (MPPT) because of the sensitivity of the PV power to
point of operation in the I–V curve. The DC/AC converter
is utilized to regulate voltage at the DC-link side and at the
point of common coupling (PCC). In this study, the DC/AC
and DC/DC converters are controlled using the proposed
MRFO algorithm. To the level of the information available
to the authors, MRFO has not been applied before to solve
any optimization issues in renewable energy. Moreover, the
fitness function solution of the MRFO approach developed
over the employed algorithms in [32] and [29] motivates the
authors to utilize this type of bio-inspired optimization algo-
rithm. The algorithm process depicts foraging characteristics
of Manta rays, namely, the chain, cyclone, and summersault
techniques, to develop a proficient optimization standard for
solving unusual optimization problems. The operation of the
MRFO algorithm under distinct operation of the PV system

is extensively compared against the results of WOA, SSA,
GWO, GOA, and ASO.

The rest of the paper is organized as follows: Section 2
describes the PV system modelling; Section 3 presents
the control strategy of the converters; Section 4 elucidates
the problem formulation and the optimization algorithm;
Section 5 explains the simulation results; and Section 6 pro-
vides the conclusion.

II. MODELING OF THE PV GRID-CONNECTED SYSTEM
The 100 kW PV system comprising of PV arrays, a DC/DC
boost converter, a DC bus capacitor, a maximum power point
tracking unit, a two-level DC/AC bidirectional converter with
a control unit, a filter, transmission lines, and step-up trans-
formers (Fig. 1) was used to study the MRFO performance.
Each PV module had a 305.2W_p rating. The PV arrays
were arranged in 66 strings, with each string made up of
five modules in series (66 × 5× 305.2 W= 100.7 kW). The
description of the design model is illustrated in following
subsection.

A. MODELING OF PV ARRAYS AND MPPT CONTROL
The equivalent model of PV array is shown in Fig. 2. This
comprise of several modules made of several cells. The math-
ematical model of the PV array is depicted as [34]:

I = Ipv − I0

[
exp

(
V+ RsI
aVt

)
− 1

]
−

V+ RsI
Rp

(1)

where Ipv = NpIpv,c is the array photocurrent; Ipv,c is the
incident light current; Np is the number of parallel con-
nected cells; Io = NpIo,c is the array saturation current;
Io,c is the reverse saturation current of the diode; Vt =

NsKT/q is the array thermal voltage; T is temperature of
the cell; q is the electron charge; a is the ideality con-
stant of the diode; Rs is the array equivalent series resis-
tance; Rp is the array equivalent parallel resistance; Ns is
the number of cells in series; and k is Boltzmann constant.
Table 1 describes the parameters of the SunPower SPR-305E-
WHT-DPV array (Sseries = 5 and Pparallel = 66) used for the
MATLAB/Simulink simulation. Fig. 3 describes typical I–V
and P–V curve of the PV array obtained using (1) array under
changing irradiation.

B. MAXIMUM POWER POINT TRACKING ALGORITHM
The PV output power varies because of the changing tem-
perature and irradiance. As a result, the maximum power
point (MPP) from the PV system is extracted using the
MPPT algorithm. The MPPT algorithm, called Perturb
and Observe (P&O), utilized for the simulation purposes.
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FIGURE 1. Overall PV grid-connected structure.

FIGURE 2. PV array corresponding model [35].

The instantaneous current and voltage values were measured
and recorded in a specific amount of time. A small amount
of perturbation was added to the reference voltage with a
constant step size in each specific time. The increases in
the output power with respect to the increase in reference
implied that the system was coming near the MPP. Therefore,
the perturbation track must be kept along the same route or,
else, the perturbation will move in the reverse direction. Con-
sequently, the PV system may possibly arrive at a swinging
point near the real MPP [35]. The mathematical description
of the P&O algorithm [36] is represented as follows:

dPpv(k)
dVpv(k)

=
Ppv (k)− Ppv(k − 1)
Vpv (k)− Vpv(k − 1)

(2)

where Ppv (k), Ppv(k− 1),Vpv (k), and Vpv(k− 1) represent
the current power, prior measured power, current PV voltage,
and prior voltage, respectively.

III. CONTROL STRATEGY OF THE DC/DC AND DC/AC
CONVERTERS
A. DC/DC BOOST CONVERTER
The DC/DC boost converter was implemented in this study
to realize MPPT operating point by adjusting the duty
cycle (D). Stepping-up the input voltage magnitude to
a desired operating value for load connection requires a
boost converter. An ideal replication of the DC/DC boost
converter comprises a high-frequency switch, an inductor,
a diode, an output filtering capacitor, an MPPT algorithm,
a high-frequency carrier signal, a high-speed comparator,
and a PI controller (Fig. 4). The DC/DC converter param-
eters were picked to make the converter operate in a con-
tinuous conduction mode. Table 2 describes the simulation
parameters of the DC/DC boost converter. The output power
was sent to the MPPT algorithm, which consequently pro-
duced the duct cycle (D). The DC/DC converter operation
was controlled by the value of D that will produce the
desired voltage (Vmpp).

B. DC/AC CONVERTER
The utmost purpose of the MRFO-based controller algorithm
is to generate active power for the grid at the PCC.

This was attained by producing reference currents from
the DC links through the DC/AC converter. From Fig. 1,
the equivalent abc frame at the PCC is represented as follows
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FIGURE 3. I–V and P–V curves of the SunPower SPR-305E PV array.

FIGURE 4. DC/DC boost converter.

by using Kirchhoff’s current and voltage:

EAO′

EBO′

ECO′

 =
UAO

UBO

UCO

+ Lf
d
dt

 IA
IB
IC

+ UO′O (3)

C
dVdc

dt
=
[
SA SB SC

] IA
IB
IC

 (4)

where Lf is the interface inductor; C is the DC-link capacitor;
SA,SB, and SC represent the balance conditions of the model
under its switching states; and UO′O is the voltage between
the grid neutral point (O’) and the neutral virtual point from
the corresponding circuit model (O).

The inductor Lf can be expressed as [37]

5Vdc

16fsIa
≤ Lf ≤

√
0.5V2

dc − 2202

I ∗ ω
(5)

where I, Vdc, fs, and ω are the grid current RMS value,
DC-link voltage, switching frequency, and angular frequency,
respectively.

The DC-link capacitor is expressed as:

C =
0.9Ipeak

4
√
2π fVDCripple

(6)

where Ipeak, f, and VDCripple are the peak AC current, grid
frequency, and permissible ripple voltage of the DC link,
respectively.
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TABLE 2. Optimization parameters.

By assuming, a balanced voltage, the voltage between the
neutral virtual point of the corresponding circuit model (O)
and the grid neutral point (O’) is represented as:

UO′O = −

(
UAO + UBO + UCO

)
3

(7)UAO

UBO

UCO

 = Vdc

 SA
SB
SC

 (8)

The following relation is obtained by substituting (8) into (3)
and (4):

d
dt

 IA
IB
IC

 = 1
Lf

EAO
′

EBO
′

ECO
′

− Vdc

Lf

 SA
SB
SC


−

1
3

[
SA SB SC

] 1
1
1

 (9)

Equation (9) represents the equivalent dynamic model of
DC/AC converter used in abc frame. The switching state
functions, di(i = A,B,C), are denoted as follows: dA

dB
dC

 =
 SA

SB
SC

− 1
3

[
SA SB SC

] 1
1
1

 (10)

By combining (9) and (10), the equivalent dynamic of the
circuit model in the abc frame is represented as

Lf
d
dt

 IA
IB
IC

 =
EAO′

EBO′

ECO′

− Vdc

 dA
dB
dC

 (11)

The differential equation of the DC side is given as

dVdc

dt
=

1
C
Idc =

[
dA dB dC

] IA
IB
IC

 (12)

dVdc

dt
=

1
C
(2dA + dB) IA +

1
C
(dA + 2dB) IB (13)

Equations (11) and (13) showed that the model is time-
dependent. Therefore, the model is represented with a con-
stant frequencyω rotating in the synchronous reference frame
to simplify the implementation of the MRFO control algo-
rithm. The corresponding transformation matrix is

Cabc
dq =

√
2
3

[
cosθ cos (θ − 2π/3) cos (θ − 4π/3)
−sinθ −sin (θ − 2π/3) −sin (θ − 4π/3)

]
(14)

where θ = ωt.
Eq. (15) is achieved by applying coordinate transformation

to Eq. (12):

Lf
d
dt

[
Id
Iq

]
=

[
Ed
Eq

]
+ Lfω

[
Iq
−Id

]
− Vdc

[
dd
dq

]
(15)

In the same manner, Eq. (16) can be obtained by relating this
transformation to Eq. (12):

C
dVdc

dt
= ddId + dqIq (16)

The obtained model in Eqs. (15) and (16) is non-linear
because of the multiplication between the state variables
(i.e., Id, Iq, andVDC) and input (i.e., dd and dq).

Figure 6 shows the DC/AC converter control schematic
diagram. Only two phase currents were evaluated because
the proposed system was a three-wire configuration. Cur-
rents Id and Iq were obtained by measuring and converting
IA and IB to dq0. Therefore, Eq. (15) is modified as follows:

Lf

[
ud
uq

]
=

[
Ed
Eq

]
+ Lfω

[
Iq
−Id

]
− Vdc

[
dd
dq

]
(17)

where
[
ud
uq

]
=

d
dt

[
Id
Iq

]
.

Equation (18) shows that input udanduq can be used to con-
trol the Id and Iq currents independently. Hence, the following
expression is used to design the controller:

ud = kp ı̃d + ki

∫
ı̃ddt

uq = kp ı̃q + ki

∫
ı̃qdt (18)

where ı̃d = Id_REF − Id and ı̃q = Iq_REF − Iq are the errors
of the current signal, with Id_REF and Iq_REF as the current
reference values for Id and Iq, respectively.
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FIGURE 5. DC/AC MRFO-PI control block diagram.

FIGURE 6. Anatomy of a manta ray.

From Eq. (17), the current control can be represented with
the following equation:[

dd
dq

]
=

Lfω

Vdc

[
Iq
−Id

]
+

1
Vdc

[
Ed
Eq

]
−

Lf

Vdc

[
ud
uq

]
(19)

The d-axis is used to adjust the active power. The reference
current value, Id_REF, is generated through the DC-link volt-
age controller. The load q-axis is used to regulate the reactive
power. Current (ILq) represents Iq_REF, which is the q-axis
reference current. A unity power factor can be obtained by
forcing iq_REF = 0. The power derivation for controlling
the active power is a proportional direct-axis current Id and
represented as:

Pdc =
3
2

(
EdId + EqIq

)
=

3
2
EdId (20)

Eq. (20) evidently shows that operating the DC-link voltage
at a desire level requires the direct-axis current Id.

Thus, using Eq. (16), it is given as

C
dVdc

dt
= ddId = udc (21)

Consequently, the active current is obtained as

Id =
udc
dd
=

udcVdc

ddVdc
(22)

The following equation for a perfect current loop and balance
system operating condition holds:

ddVdc = Ed (23)

Id =
udc
dd
=

udcVdc

Ed
(24)[

Ed
Eq

]
=

√
3
2

[
V̂
0

]
(25)

where Ed is phase voltage of the direct axis and V̂. is the RMS
voltage at the PCC. Consequently, the loop voltage of the DC
link is controlled using

Id_REF =
udc
dd
=

√
2
3
Vdc

V̂
udc (26)

TheDC-link voltage is controlled with the use of PI controller
and it is expressed as:

udc = kpdcṽdc + kidc

∫
ṽdcdt (27)

where ṽdc = VDC_REF − Vdc is the voltage error of the
DC-link, while VDC_REF and Vdc are the reference voltage
of the DC-link and the average voltage, respectively. The
difference between the voltage reference of the DC-link and
the sum of the real DC-link voltages is sent to the PI controller
such that the control parameter udc can be estimated (Fig. 5).
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IV. PROBLEM FORMULATION AND OPTIMIZATION
METHOD
Fig. 4 and 5 show the block diagram for calculating the PI
controller parameters, where ‘‘err’’ denotes the difference
between the output and input signals. The optimization pro-
cess commences by suppling the initial values as the con-
troller parameters. The optimization stopswhen theminimum
value is obtained. The optimum PI parameters were achieved
when the calculated fitness function (FF) produced the mini-
mum value that resulted into the best transient response of the
studied PV grid-connected system. As shown in (28), the inte-
gral square error (ISE) was used to determine the appropriate
FF to obtain the controller parameters. The MRFO code
with the selected number of variables (PI parameters), FF,
particles, and number of iterations was implemented using
a MATLAB/Simulink editor, while the proposed PV system
was developed in MATLAB/Simulink. The ISE value was
calculated in Simulink before being sent to the MATLAB
workspace, where theMRFOwas utilized tominimize the FF.
Finally, the optimized PI parameters were inserted into the
Simulink design when the maximum level of iteration was
reached to obtain the appropriate transient behavior of the
grid-connected PV system.

ISE =
∫
∞

0
e2 (t) dt (28)

The MRFO effectiveness and performance were evaluated
with respect to five well-established metaheuristic algo-
rithms: WOA, SSA, GWO, GOA, and ASO.

A. WOA
The WOA is a unique nature-inspired metaheuristic algo-
rithm, which imitates the social activities of humpback
whales. The WOA was developed based on the search for
prey, which is characterized by encircling and bubble-net
foraging behavior of humpbackwhales. During a search oper-
ation, humpback whales dive to chase prey, thereby creating
a spiral shape to simulate bubble attacking strategy round the
prey. During this maneuvering, the humpbackwhale swims to
the surface. TheWOA is majorly models based on encircling,
bubble attack, and searching for the prey [20]. In WOA,
the position of prey is regarded as a feasible solution. The
following equation represents the en’circling of prey:

D =
∣∣C · Xp (t)−X (t)

∣∣
X (t+ 1) = Xp (t)−A · D

A = 2a · r− a

C = 2 · r (29)

where X(t) is the vector position of whales; t depicts the
present iteration; Xp (t) is the vector position of the prey,
where the coefficient vector is represented as A and C;
r represents a random vector which is between 0 and 1; and
vector ‘‘a’’ is progressively from 2 to 0.

The bubble behavior of whales is usually described in two
ways:

i Shrinking encircling mechanism: Whales form shrink-
ing circles to swim from place to place round the prey,
which is realized by reducing ‘‘a’’ starting from 2 to
0 alongside the iterations and |A| < 1.

ii. Updating of position through spiraling: The humpback
whales form a spiral shape to swim to the prey. The
mathematical equation for this is

X (t+ 1) = D
′

· ebl · cos (2π l)+ Xp (t) (30)

D
′

=
∣∣Xp (t)−X(t)

∣∣ (31)

where b is a constant defining the spiral logarithmic form,
and l is a random number within [−1 1]. Whales perform
the twomethods concurrently during the attacking procedure.
The probability model of the spiral positon is represented as

X (t+ 1) =

{
Xp (t.)− A · D if p < 0.5
D
′

· ebl · cos (2π l)+ Xp (t) if ≥ 0.5

(32)

where p is a random number in |0, 1|.
The global search for a prey by humpback whales is mod-

eled in the equation below. |A|> 1 can conveniently express
the searching process.

D = |C · Xr(t)− X(t)| (33)

X (t+ 1) = Xr (t)−A · D (34)

B. SSA
Salps are a family of Salpidae with a barrel-shaped trans-
parent body. Their movement is similar to that of jellyfish
(i.e., pumping water to move forward). Similar to other
bio-inspired algorithms, the location of the exploration agent
starts with a random value as shown below [18]:

K1:n
1 = rand·

(
ubj − lbj

)
+ lbj, ∀j ∈ no. of varables (35)

where K1:n
1 denotes the first position of the salps; ubj and lbj

denote the upper and lower boundaries, respectively; and rand
is used to generate a random number within [0 1].

A salp swarm is separated into dual distinct factions: fol-
lowers and leaders. The leaders direct the swarm, while the
followers follow the pursuit for the represented food area
progressively. The number of parameters to be controlled
is represented as an n dimension equivalent to the position
of individual salp in the hunt space. Likewise, the position
of the whole amount of salps is stored in in the matrix as
follows [18]:

K1
j =

Mi + 2e
−

(
4l
L

)2 ((
ubj − lbj

)
c2 + lbj

)
, c3 ≥ 0,

Mi − 2e
−

(
4l
L

)2 ((
ubj − lbj

)
c2 + lbj

)
, c3< 0,

(36)

where K1
j stands for the location of the leader salp in the

jth dimension; Mi indicates the position of the food source in
the jth dimension, and the random numbers are c1, c2, and c3;
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L is the number of maximum iteration; and l represents the
current iteration.

Equation (37) is used to update the location of the salp
followers, which is similar to Newton’s law of motion.

Ki
j =

1
2
at2 + vot (37)

where Ki
j is the location of the ith follower salp in the jth

dimension, and i ≥ 2. vo is the optimization velocity at the
beginning of the optimization process selected as zero.

C. GWO
The GWO is a natured inspired algorithm that imitates the
guidance pyramid and hunting behavior of grey wolves in
nature. The hunting mechanism of grey wolves comprises
three steps: searching for prey, encircling the prey, and attack-
ing the prey. Grey wolves regularly reside in groups and
are arranged into four representatives. The α wolves are
the leader; the β wolves support α in obligations and can
substitute α if they die; the δ wolves are the hunters, keepers,
and explorers of the cluster; and ω wolves attend to the young
group members [17].

The mathematical model based on the GWO social hier-
archy is considered on the premise of α as the first best
solution and β and δ as the second and third solutions,
respectively. Grey wolves usually encircle their prey when
they hunt. Equation (38) describes the mathematical equation
to represent this behavior.

ED =
∣∣∣EC · EXp (k)− EX(k)

∣∣∣
EX (k+ 1) = EXp (k)− EA · ED

EA = 2Ea · Er1 − Ea
EC = 2 · Er2 (38)

where ED, EA, and EC are coefficient constants; k is the recent
iteration; EX(k) is the prey location; and EXp (k) is the wolves’
location. Er1 and Er2 are random numbers between [0, 1]. The Ea
values are linearly decreased from 2 to 0.

The hunting process is modeled according to the ability
of the α, β, and δ wolves to locate preys and encircle them.
Therefore, the first three finest solutions are kept, and this
mandates other searching wolves to update their location.
Equation (39) represents this type of behavior.

EDα,β,δ =
∣∣∣EC1,2,3. EXα,β,δ − EX

∣∣∣
EX1,2,3 = EXα,β,δ − EA1,2,3. EDα,β,δ

EX (k+ 1) =
EX1 + EX2 + EX3

3
(39)

The exploration of the GWOalgorithm is formulated from the
location of the α, β, and δ wolves. The wolves start far away
from one another and progressively move nearer to attack the
prey and encircle them. This is depicted according to

∣∣∣ EA∣∣∣> 1,
which forces the wolves to find the prey.

D. GOA
The GOA is mathematically modeled based on the swarming
behavior of grasshoppers for solving optimization challenges.
To depict the social behavior of grasshoppers in nature,
attraction and repulsion forces are used to link grasshop-
pers with their next position. The attraction force allows
grasshoppers to perform a local search, while the repulsion
force allows grasshoppers to perform a global search. GOA
is fortified with a constant that decreases the comfort zone
of the grasshoppers to enable a balanced search between
these two processes. As a result, the best value acquired
so far by the swarm is deliberated as a target to be hunted
and improved by the grasshoppers along the direction of the
target. The d− dimensional position of the ith grasshopper
can be mathematically represented as follows by denoting the
total grasshopper as G in the swarm [38]:

Xd
i (t+ 1) =

G∑
j=1
j6=i

ubd − lbd
2

c (t) s (r)
(∣∣∣xdj (t)

− xdi (t)
∣∣∣) xj (t)− xi (t)

dij
+ T̂d

s (r) = f · exp
(
−r
l

)
− exp (−r)

c (t) = cmax−t
cmax − cmin

tmax
(40)

where t is the present iteration; s is used to decide the strength
of attraction forces and reputation; f defines the intensity
of attraction; l is the attractive length scale; lbd and ubd
are the lower and upper boundaries in the d-dimensional
space, respectively; dij is the distance between the ith and
jth grasshoppers; and T̂d is the best d-dimensional loca-
tion; c is the decreasing factor for achieving an equilib-
rium between exploitation and exploration. The larger the
value of c, the wider the exploration. The smaller the value,
the smaller the exploitation in GOA.

E. ASO
ASO is a physics-inspired metaheuristic optimization algo-
rithm based on molecular forces used to mathematically
depict the atomic movement for problem optimization. This
algorithm is based on constraint and interaction forces.
The ASO atomic movement obeys Newton’s second law of
motion. The repulsive forces allow the atoms to exploit the
target region adequately, while the attractive force allows
the atoms to explore the search region expansively. From
Newton’s second law, if ci is the constraint force of an atom,
and Fi is the reaction force, the acceleration with mass is
represented as [39]

ai =
Fi + Ci

mi
(41)

187284 VOLUME 8, 2020



F. A. Alturki et al.: Novel MRFO Algorithm Based Optimal Control for Grid-Connected PV Energy System

Lennard-Jones’ (L− J) potential equation is represented as
follows:

Fiij= −α
(
1−

t− 1
T

)3

e
20t
T

(
2hij (t)13 − hij (t)7

)
(42)

where Fiij is the interaction force acting on the ith atom from
the jth atom in the dth dimension in time t; and α and T are
the depth weight and maximum iterations, respectively. The
height of Fwith different η (t) values is depicted in Eq. (43) as

hij (t) =


hmin = do+d (t) ,

rg (t)
σ (t)

< hmin

rg (t)
σ (t)

, hmin ≤
rg (t)
σ (t)

≤ hmax

hmax = u,
ry
σ (t)

> hmax

σ (t) =

∥∥∥∥∥xg (t) ,
∑

jεMbest
xij(t)

M(t)

∥∥∥∥∥ (43)

where Mbest is a subdivision of the group of atoms, which
contains the firstM atoms with the optimal FF values, and d is
the drift factor for reconnecting the algorithm to utilization
presented as

d(t) =
1
10

sin
(
π t
2T

)
(44)

The ith atom constraints are

θi (t) =
[
|pi (t)− pbest (t)|2 − b2i,best

]
(45)

where the location of the best atom is denoted as pbest (t) at
the tth iteration, and bi,best is the fixed bond length linking
the best atom and the ith atom. Therefore, the constraint force
modification is represented as

Gd
i (t)= βe

20t
T

(
pdbest (t)− pdi (t)

)
(46)

F. MRFO
Manta rays are a family of large rays classified under the
Manta genus. These creatures possess fleshy pectoral fins
that resemble wings projecting as cephalic fins from the head
to the large forward-facing mouth (Fig. 6). They possess
different and excellent foraging strategies to feed on plank-
tons, including the chain, somersault, and cyclone foraging
techniques (Fig. 7). MRFO is a bio-inspired optimization
algorithm, and its conduct depicts three foraging character-
istics of Manta rays for developing a proficient optimization
standard for solving unusual optimization problems [33].

1) CHAIN FORAGING
The first stage of foraging in MRFO involves chain foraging
techniques. When numerousManta rays commence foraging,
they form an orderly connection behind one another. The
smaller males are piggybacked by females by swimming to
balance the beat of the pectoral fins of the females. As a
result, the ones behind will pick a plankton missed by the
previous Manta rays. This level of cooperation will result
into channeling large quantities of plankton into their gills,

FIGURE 7. Foraging behaviors of the manta rays (black: Chain foraging;
light blue: Cyclone foraging; blue: Somersault foraging; red: Plankton
with high concentration.

which will increase their food consumption. The greater the
quantities of plankton in a place, the virtuous the place is
likely to be. However, this is not the best solution. MRFO
believes that the finest solution so far is the location with the
highest plankton. The chain foraging mathematical model is
depicted as [33]:

xdi (t+ 1)

=


xdi (t)+r·

(
xdbest (t)− xdi (t)

)
+a·

(
xdbest (t)− xdi (t)

)
i = 1

xdi (t)+r·
(
xdi−1 (t)− xdi (t)

)
+a·

(
xdbest (t)− xdi (t)

)
i = 2, . . .N

(47)

a = 2r ·
√
| log (r) | (48)

where xdi is the location of ith individual at time t in the
dth dimension; a is a weight coefficient; r is a random num-
ber between [0, 1]; and xdbest (t) is the high-concentration
plankton.

2) CYCLONE FORAGING
In cyclone foraging (CF), once a group of Manta rays discov-
ers a spot of plankton in deep water, they will swim close to
the food by spiraling after establishing a long forage chain.
Along with the spiraling technique, every Manta ray will
then swim in the direction of food ahead of each individual.
In essence, each Manta ray not only follows the food ahead
of it, but also travels in the direction of food in a spiraling
manner. The equation below depicts the CF of Manta rays in
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the search region [33]:

xdi (t+ 1)

=


xdbest + r ·

(
xdbest (t)− xdi (t)

)
+ β ·

(
xdbest (t)− xdi (t)

)
i = 1

xdbest + r ·
(
xdi−1 (t)− xdi (t)

)
+ β ·

(
xdbest (t)− xdi (t)

)
i = 2, . . .N

(49)

β = 2er1
T−t+1

T · sin (2πr1) (50)

where β represents the weight constant; r1 is the rand number
between [0, 1]; and T denotes the maximum iterations.

Manta rays can be forced to explore for a different food
target far away from existing feasible food targets by allo-
cating a new random location in the whole searching area
as the target position. This method primarily emphasizes the
exploration and allows the MRFO to attain a far-reaching
global search. The CF mathematical model is presented as
follows [33]:

xdrand= Lbd+r·
(
Ubd−Lbd

)
(51)

xdi (t+ 1)

=


xdrand + r ·

(
xdrand − xdi (t)

)
+ β ·

(
xdrand − xdi (t)

)
i = 1

xdrand + r ·
(
xdi−1 (t)−x

d
i (t)

)
+ β ·

(
xdrand −x

d
i (t)

)
i = 2, . . .N

(52)

where xdrand is a random position, and Ubd and Lbd are the
upper and lower limits of the dimensions, respectively.

3) SOMERSAULT FORAGING (SF)
Each Manta ray will endeavour to swim back and forth from
one place to another round the pivot and somersault to another
location. As a result, Manta rays will update their locations
around the best location obtained so far. The SFmathematical
model is presented as follows [33]:

xdi (t+ 1) = xdi (t)+S·
(
r2·xdbest − r3·xdi (t)

)
i = 1, . . .N

(53)

where S represents the somersault constant, and r2 and r3
are random numbers between [0, 1]. Fig. 8 shows the MRFO
flowchart.

V. SIMULATION RESULTS
The complete model and dynamic response of an
MRFO-based PI grid-connected PV system have been pre-
sented in this study. The simulation was accomplished using
MATLAB editor and Simulink. A variable time step of 5e-6
was used to obtain a good response of the proposed system.
The performance of the MRFO-based PI controller was
evaluated in relation to the dynamic response when subjected
to a varying irradiance (Fig. 9) at 25 ◦C constant temperature.

FIGURE 8. MRFO flowchart.

FIGURE 9. Fast dropping and rising irradiance.

This is compared with the performance of GOA,WOA, ASO,
GWO and SSA algorithms under same system parameters
(Table 2). The variable of the optimization problem was
selected as the proportional and integral gain of the PI con-
troller for the DC/DC and DC/AC converters.

One significant criterion for assessing the performance
of any optimization method is the evaluation of their con-
vergence rate. Therefore, all algorithms were subjected to
minimize FF with the same number of iterations, bound-
ary conditions, and search agents (Table 2) for rational
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FIGURE 10. Convergence curves of all algorithms.

comparison. Fig. 10 shows the convergence curves of all six
selected algorithms. The figure reveals that the MRFO per-
forms well compared with the five meta-heuristic algorithms
in terms of convergence speed and optimal solution capture.

The minimization of the integral error was required; hence,
the curve with a minimum ISE optimization value was
selected. Convergence curves are generally evaluated based
on two main parameters: maximized value or minimized
value of the FF and the convergence speed. The former pro-
vides information on quality of the solution obtained by the
optimization algorithms, while the latter gives information on
the speed of the convergence curve. Table 3 lists the values
for the solution quality and the convergence rate obtained
from Fig. 10.

TABLE 3. Optimal values of the six algorithms.

Fig. 10 and Table 3 depict that the MRFO had a better-
quality solution with a good convergence speed, whereas the
other algorithms exhibited low-quality solutions with a pre-
mature convergence. At the start of the simulation, each opti-
mization algorithm commenced its searching procedure for
the best probable PI parameter combination that offers best
response for the system. The optimization process stopped
when the required number of iterations were completed.
The results can be fetched from the MATLAB workspace.

Table 4 presents finest values of the PI parameters by the six
algorithms for 200 iterations.

As discussed in Section 1, connecting the PV with the
grid requires a non-linear power electronic device. Therefore,
the power electronic device must be properly controlled to
mitigate the impact of the unwanted power quality and to
achieve efficient operation of the grid-connected PV system.
A varying irradiance (Fig. 9) at 25 ◦C constant temperature
was used to investigate the performance of the MRFO-based
PI control strategy. The effectiveness of the MRFO algorithm
was examined and justified by inserting the achieved optimal
PI gain parameters (Table 4) into the developed model and
comparing the results with those of the GOA, WOA, SSA,
ASO, and GWO algorithms. Fig. 11, 12, and 13 show the
responses of the active power, reactive power, and DC bus
voltage, respectively, under the changing irradiation. The
results showed that the responses of the MRFO and the other
algorithms, except for ASO, operated at their fixed rated
value under the operating conditions.

FIGURE 11. Active power response to a change in irradiance.

FIGURE 12. Response of the reactive power to a change in irradiation.

Table 5 shows time-domain dynamic analysis of the system
with ±5% and ±0.5% settling time for the active power
and DC voltage respectively. The time-domain analysis is
performed with MATLAB tool box for the first 1.5secs.
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TABLE 4. Optimal PI parameters.

TABLE 5. Step-response analysis of the six algorithms.

FIGURE 13. Response of the DC bus voltage to a change in irradiation.

The reference voltage (1pu) is attained within a short time
interval with minimal overshoot. More so, both the overshoot
(Mp) and settling time for the active power are considerably
low. These results demonstrate the ability of the MRFO con-
troller to maintain stability within short time interval.

VI. CONCLUSION
This study demonstrated a new application of an MRFO-
based PI controller with the determination to improve
performance of the grid-connected PV system. The objec-
tive function and minimization of the fitness function were
achieved by utilizing the ISE. Accordingly, MRFO-based
PI-based controllers were used to enhance the operation of
non-linear power electronic devices for an effective integra-
tion of the PV in the grid to achieve smooth power quality.

The MRFO controller performance showed the best fitness
solution with the best convergence rate compared with GOA,
WOA, SSA, ASO, and GWO. The steady state operation of
the system as demonstrated by time-domain analysis also
reinforce robustness of the algorithm. The controller response
was studied under constant and irradiance variation. The
results demonstrated the capability of the proposed MRFO
controller to solve the problems of non-linear system under
uncertain conditions.
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