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ABSTRACT Aiming at the problems of high dimensional features, poor viewpoint robustness and long
retrieval time of existing algorithms in the image retrieval system, this paper presents a new image retrieval
algorithm by integrating image color information and surface geometry principal curvatures information.
In the proposed method, the color image is first quantized and counted to obtain its color histogram.
Simultaneously, the Hessian matrix is used to extract the texture information and the joint histogram of
oriented gradient with mix-sampling and multi-scale is constructed. And then, the obtained color histogram
and histogram of oriented gradient are fused to obtain the final joint histogram. Experiments are performed
on public datasets, and comparison and analysis with representative algorithms based on a single visual
feature or set of visual features to verify the performance of our algorithm. The experimental results show
that the proposed method has the advantages of low dimensionality, fastness, strong viewpoint robustness
and high precision, and can realize image retrieval efficiently.

INDEX TERMS Image retrieval, color, principal curvatures, texture, joint histogram.

I. INTRODUCTION
With the application of computer vision and digital devices,
image processing is more and more widely used in medical
images [1], [2], image super-resolution [3], [4], remote sens-
ing images [5], and other fields such as social applications
[6], [7]. Nowadays, benefiting from the rapid development of
image processing, people can get access to image resources
quickly. However, the problem that people urgently need to
solve in the information age is how to effectively organize
and query those massive visual data. So, image retrieval plays
a dynamic role in those applications. For example, images
are closely related to the study of geographers. Therefore,
by using image retrieval technology, the geographic image
information captured by the satellite can be found easily.
what’s more, image retrieval technology can also be used for
skin detection of pedestrians with high accuracy [8]. Thence,
image retrieval technology has been attracting the attention
of numerous researchers. Image retrieval technology origi-
nated in the 1970s, and at that time, the text-based image
retrieval(TBIR) [9]–[12] was the main technology. How-
ever, the disadvantage is that it requires manual annotation.
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Thus, methods based TBIR are very time-consuming. So the
CBIR [13]–[17] is beginning to attract the attention of
researchers. CBIR is based on some features, such as color,
texture. The approach extracts the objective attributes of the
image itself, so it does not require the assistance of external
knowledge [18]. All the time, researchers have conducted a
number of studies and many methods have been proposed
for CBIR, such as histogram of oriented gradients (HOG)
[19]. Due to the outstanding performance in representing
objects, HOG has been widely used in human detection and
image retrieval. Agarwal et al. [20] applied HOG in CBIR
and verified that HOG-based retrieval system can improve
precision. Min et al. [21] developed a content-based image
retrieval method which combines gradient magnitude dis-
tribution and statistics of gradient orientation and had rela-
tively good performance. Hu et al. [22] proposed Gradient
Field HOG (GF-HOG) as image feature descriptor which
improved accuracy. Fu et al. [23] proposed BHoG descriptor
for sketch-based image retrieval. The technology encoded
principal gradient orientation into binary codes, which is
proved to be discriminative. Based on HOG, Wu et al. [24]
presented a new method called gradient histogram markov
stationary features(GHMSF) by combining the HOG descrip-
tor and MSF(markov stationary feature), which make the
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image retrieval more effectively. Joolee et al. [25] proposed
Ternary Histogram of Oriented Gradient (THOG) descrip-
tor for video retrieval and produced competitive accuracy.
As can be seen, HOG-based descriptors has been success-
fully in this retrieval area. Besides, color features are of
vital importance in visual features and widely used in image
retrieval. Although color features ignore local spatial infor-
mation, it still has strong stability. Due to the advantage of
color features, many algorithms often combine color features
with other features. Walia et al. [26] presented a retrieval
approach by combination of color, shape and texture informa-
tion which utilized two-stage strategy to identify the closest
matches. Tajeripour et al [27] proposed a CBIR approach
based on fusion of color and texture features. The algorithm
first used object cropping algorithm to preprocess the image.
And then, by taking color local binary patterns and local
variance into consideration as operators, the algorithm has
further discriminant information. Dubey et al. [28] intro-
duced multi-channel LBP that is extracted from color images,
and then, multi-channel LBP combined with two modes of
adder and decoder. By using all components of color space
Hor et al. [29] presented a new image retrieval method
which is generated by two different texture descriptors and
used the two descriptors to extract texture information with
high accuracy. By combining local and global features, Bani
and Fekri-Ershad [30] proposed a new algorithm. In this
approach, the quantized color histogram was employed to
extract the global color information in spatial domain. In the
frequency domain, the texture information is extracted using
the Gabor filter bank. In paper [31], Alsmadi used neutro-
sophic clustering algorithm and canny edge method to extract
shape features. And then, discrete wavelet transform and
canny edge histogramwere employed to extract color features
and gray-level co-occurrence matrix(GLCM) was applied
to extract texture features. By combing above features, the
image retrieval framework performance is increased. In [32],
GLCM pixel difference and texture features were extracted
as retrieval features for target retrieval. By establishing the
consolidation of color and texture features, paper [33] used
color quantization information, spatial texture information
and shape information as image retrieval features, and this
algorithm has been proven to achieve good image retrieval
results. Ahmed et al. [34] proposed a new method which
combined the local image features, spatial information in
BoW architecture for image retrieval. This approach used
keypoints detection strategy to improve precision. How-
ever, there still remain unsolved problems: 1) the robust-
ness of the algorithm to viewpoint variance needs to be
improved. 2) Making a tradeoff between accuracy and effi-
ciency is still challenge. 3) High feature dimensionality. Thus,
this paper proposed a new image retrieval algorithm called
F-MHOGs that fuses the color information and geometric
structure with mix-sampling and multi-scale principal curva-
tures(PCs) of the image. The key contributions of this paper as
follows:

• Based on the PCs [35], [36] information, a descriptor
called PC-WJHOG is proposed which holds macro- and
micro-structure texture information.

• A new measure of conversion is proposed by analyz-
ing the geometric curvature information of the image
surface.

• In order to improve robustness of the algorithm, this
paper further combines the color features and put for-
ward mix-sampling and multi-scale algorithm.

• We present a moderate feature dimensionality which
makes a tradeoff between accuracy and efficiency.

II. RELATED WORK
A. BRIEF REVIEW OF PCS
About the spatial structure characteristics of the PCs informa-
tion, papers [37]–[39] have made in-depth research and have
made progress. In three-dimensional Euclidean space, given
a point p0, its normal vector n and tangent plane are unique
at a differentiable surface,and there is an infinite number of
normal planes which contain normal vector n at point p0.
In all normal planes, there is a pair of normal planes that can
make curvatures at the intersection between them and surface
maximum or minimum in all the curvatures. These two cur-
vature properties are the PCs which represent the extremum
of normal curvature. Therefore, no matter the image rotates
at any angle, PCs will remain unchanged [40], [41]. Besides,
by using PCs, significant structures can be preserved while
removing non-significant. As shown in Fig. 1, the maximum
curvature and the minimum curvature are expressed by λmax
and λmin, respectively.

FIGURE 1. Structure diagram of principal curvatures on the image surface.

The PCs information of pixels in the image can be obtained
by calculating the eigenvalues of the Hessian matrix[42].
Before calculating the PCs information, the determinant and
trace of each pixel of color images are first computed by using
the Hessian matrix. And then the curvature information of
the surface geometric structure is extracted according to the
eigenvalues. Finally, the characteristics of the image surface
curvature information is converted.

For a gray image I (x, y), the Hessian matrix H of a point
on I (x, y) is defined as follows:

H =
[
Dxx Dxy
Dxy Dyy

]
=

[
(p⊗ I )⊗ d2 (p⊗ I ′)⊗ d1
(p⊗ I ′)⊗ d1 (d2 ⊗ I )⊗ p

]
(1)
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The⊗ represents convolution. p, d1, and d2 are provide by
paper[43]. TakingDxx as an example, the (p⊗I )⊗d2 indicates
that a 1D convolution down the columns using interpolator
p, and then, a 1D convolution along the rows using filter d2.
Similarly, I ′ = (d1⊗ I )⊗ p indicates that I ′ can be obtain by
a 1D convolution down the columns using d1, along the rows
using p. To acquire Dxy, our method first compute I ′, and use
p and d1 to convolve with I ′. Fig. 2 shows the Hessian matrix
at the point Q.

FIGURE 2. The hessian matrix of point Q.

The product of matrix eigenvalues is equal to the determi-
nant of the matrix, and the sum of the matrix eigenvalues is
equal to the trace of the matrix[44]. So two eigenvalues can
be obtained by the determinant(det) and the trace(tr) of H :

trH = λ1 + λ2 = Dxx + Dyy
detH = λ1λ2 = DxxDyy − (Dxy)2 (2)

To find out eigenvalues, the operation is simplified by con-
structing (λ − λ1)(λ − λ2) = 0. According to the quadratic
equation of one unknown:

λ1,2 =
(λ1 + λ2)±

√
(λ1 + λ2)2 − 4λ1λ2
2

(3)

Setting the larger result indicates λmax and another is set as
λmin. By putting Eq. 2 into Eq. 3, the two eigenvalues can be
obtained, which are shown in the Eq. 4:

λmax =
(Dxx + Dyy)+

√
(Dxx − Dyy)2 + 4D2

xy

2

λmin =
(Dxx + Dyy)−

√
(Dxx − Dyy)2 + 4D2

xy

2
(4)

λmax and λmin describe the local extremum of the texture
feature and reflect themacro andmicro texture information of
the image. Fig. 3 shows the results of the image represented
by PCs with different Gaussian standard deviations.

In the process of extracting the Hessian matrix, it can be
found that the matrix is composed of decimals. So some
images are selected from the database to study, and most of
these decimals hover between −3.76∗10−4 and 3.46∗10−4,
which are relatively small. Therefore, our method does not
directly use those values. Inspired by the paper [37], this
paper uses the Eq. 5 to transform PCs.

ξ =
λmax

λmin
(5)

FIGURE 3. The results represented by principal curvatures.(a)(c)
maximum curvature; (b)(d) minimal curvature; (e) original image.

However, ξ is still relatively small and fluctuates in a small
range above and below zero. In order to improve the discrim-
ination, the Eq. 6 is used to convert ξ :

η =
2

1+ exp (−2∗ξ)
− 1 (6)

B. HOG
Since the HOG feature descriptor was proposed, it has been
widely used in pedestrian detection area. HOG has good
invariance to geometric and optical deformation of the image.
HOG descriptor can be constructed by calculating and count-
ing the gradient direction histograms of local areas of the
image. The descriptor first divides the image into small cells,
and calculates the gradient and of the pixels in each cell.
And then, HOG combines multiple cells into a pixel block.
The horizontal and vertical gradients of each pixel on gray
image I (x, y) can be calculated according to those following
formulas:

Gx(x, y) = I (x + 1, y)− I (x − 1, y) (7)

Gy(x, y) = I (x, y+ 1)− I (x, y− 1) (8)

where Gx(x, y),Gy(x, y) represent the gradients in the hori-
zontal and vertical directions.

Next the gradient magnitude and gradient direction are
calculated by Eq. 9 and Eq. 10:

∇G(x, y) =
√
Gx(x, y)2 + Gy(x, y)2 (9)

θ (x, y) = tan−1
(
Gy(x, y)
Gx(x, y)

)
(10)

where ∇G(x, y), θ(x, y) represent gradient magnitude and
gradient direction, respectively.

Following the previous methods, the gradient information
of all pixels in cells can be extracted. According to a certain
rule or shape, the cells are formed into larger blocks, and
the descriptors of the cells in each block are concatenated to
obtain the descriptor of the corresponding blocks. Finally, the
feature descriptors of all blocks are connected to form HOG
feature descriptor.

III. THE PROPOSED METHOD
The framework of the algorithm is shown in Fig. 4. As can be
seen from Fig. 4, the F-MHOGs algorithm contains two parts:
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FIGURE 4. Framework of the proposed F-MHOGs algorithm.

histogram of color information, histogram of directional gra-
dients based on PCs.

A. CONSTRUCTION OF COLOR HISTOGRAM
Before constructing the color histogram of the target image,
image needs to be converted from RGB to HSV color space.
And then, HSV model is quantized by Eq. 11 to present the
distributions of the image:

h =



0, H ∈ [0, 20]
0, H ∈ (315, 360]
1, H ∈ (20, 40]
2, H ∈ (40, 75]
3, H ∈ (75, 155]
4, H ∈ (155, 190]
5, H ∈ (190, 270]
6, H ∈ (270, 295]
7, H ∈ (295, 315]

,

s =


0, S ∈ [0, 0.2]
1, S ∈ (0.2, 0.7]
2, S ∈ (0.7, 1]

v =


0, V ∈ [0, 0.2]
1, V ∈ (0.2, 0.7]
2, V ∈ (0.7, 1]

(11)

where h, s and v are the quantization levels of each channel,
respectively. After constructing color vectors for HSV, the
following formula is used to construct color histogram Thsv:

Thsv = wh∗h+ ws∗s+ wv∗v (12)

where wh,ws and wv are weights of each channel which are
9, 3 and 1, respectively. So Thsv ∈ [0, 1, 2, · · · , 71]. In fact,
the last component of Thsv is always zero, so our algorithms
finally extracts 71 bins color features.

B. PC-MHOGS OPERATOR
As shown in Fig. 4, the PC-MHOGs descriptor extracts
grayscale images of different scales through three Gaussian
filters. In each scale space, the images are processed by

using different sampling windows, and the PC-MHOG can
be obtained in this way. Our operator uses 8∗8 and 32∗32
windows as sampling window in each scale space. Thus, the
PC-WJHOGs can be generated in two samplingmodes, called
PC-WJHOG1 and PC-WJHOG2.

FIGURE 5. Generation of the WJHOG.

The calculation of PC-WJHOG based on PCs is very sim-
ple. In chapter II, the image of PCs information has been
extracted, so the WJHOG can be used to extract the gra-
dient and direction information of PCs for generating PC-
WJHOG. the calculation method of WJHOG is as following.
The Fig. 5 shows the generation of the WJHOG. In fact,
WJHOG(WJHOG1 and WJHOG2) divides the image into
small cells, each cell has 8∗8 or 32∗32 pixels. In the process
of extracting features,WJHOG1 uses 8∗8 samplingmode and
WJHOG2 uses 32∗32. No matter which mode is used, a cell
always provides a n bins feature vector and a pixel block
contains 2∗2 cells. So each pixel block can obtain a 2∗2∗n
bins feature vector. Different from HOG, WJHOG does not
concatenate those pixel blocks information, but superimposes
all pixel blocks into a pixel block, which contains all block’s
information. So it can be used to describe image features.
This way makes the feature vector of the WJHOG descriptor
still is 2∗2∗n bins. Additionally, the number of pixel blocks in
horizontal and vertical directions can be got by the following
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formula:

blockhor =
[
floor(

imagewidth − blocksize
stride

)+ 1
]

blockver =
[
floor(

imageheight − blocksize
stride

)+ 1
]

(13)

where imagewidth and imageheight refer to the image width or
height. blocksize refers to pixel block’s size, which contains
2∗2 cells, stride is the step, and floor indicates rounding
down. blockhor and blockver represent blocks of pixels in the
horizontal and vertical directions, respectively. So the pixel
blocks in a image(blocknum) can be obtained by this formula:

blocknum = blockhor∗blockver (14)

Now the PC-WJHOG1 and PC-WJHOG2 have been got.
And next, we take a linear combination of the two sampling
modes. In the experiment section, the reasons for choosing the
sampling method will be given. Finally, the PC-MHOGs is
structured by concatenating PC-MHOG in three scale space.
In the following chapters, use Ppc to indicate PC-MHOGs
descriptor.

C. FEATURE FUSION
Color information is a global feature, which reflects the
surface properties of the image area and has strong stability.
However, it cannot reflect the local information changes of
the image[34]. The PCs information on the surface of the
image belongs to the texture information of the image, There-
fore, the histogram based on the color information (Thsv)
and the histogram based on the texture information( Ppc)
calculated by the PCs are concatenated to obtain the final
image retrieval descriptor, called F-MHOGs.

IV. EXPERIMENT AND DISCUSSION
A. EXPERIMENTAL SETUP
In order to test and evaluate the performance of the image
retrieval algorithm proposed, the algorithm is tested on two
classic databases. Consistent with other works [32], [34],
the top-20 image retrieval test are iterated randomly for
10 times. Eleven algorithms are compared on the corre-
sponding databases and similarity measurement method is
Euclidean distance which is shown in Eq. 16. All algorithms
are evaluated from several aspects including AP, Recall,
SFET, RT, mAP and Dimension. AP is average accuracy
which is obtained for every category by calculating the aver-
age of 10 iterations in which each iteration contains top-20
retrieved images. mAP is mean Average Precision which is
computed by all categories of AP. Recall is recall rate. SFET
and RT are time cost for single feature extraction and time
cost for retrieval, respectively.

AP =

∑n
i=1 P
n

(15)

where P is the precision for each category and n is the
number of iterations which is 10 in our case. It means that

FIGURE 6. Example of each type of images in Corel 1-k dataset.

the experiment is performed for 10 different test images for
each category.

dF−MHOGs = w1

√√√√ Pc∑
i=1

(x ipc − yipc)+ w2

√√√√√ T∑
j=1

(x jhsv − y
j
hsv)

(16)

where the superscripted i and j represent feature vector of
Ppc and Thsv, respectively. Pc and T represent feature dimen-
sionality. x ipc and y

i
pc represent query image and test image in

database, respectively. When calculating dF−MHOGs, we set
w1 = 0.45 and w2 = 0.55.

B. DATABASE
1) COREL-1K
In the Corel-1k [45] database, there are 10 kinds of color
pictures, namely Africa, Sea, Bus, Building, Dinosaur, Ele-
phant, Flower, Horse, Mountain, Food, as shown in Fig. 6.
Each category of picture contains 100 samples, so there
are 1000 pictures in the Corel-1k database. All the images are
the same size of either 256 ∗ 384 or 384 ∗ 256 in this dataset.
The imaging conditions of the database are complex, and
there are obvious differences in the same category. What’s
more, there are strong similarities in the different categories.
For these reasons, the database is usually used to test the
retrieval accuracy and efficiency of algorithms.

2) COIL-100
The COIL-100[34] contains 100 images of different cate-
gories, and each image includes the imaging results of the
same item under different viewing angles. The angle interval
of each item imaging is 5◦, so in the range of 0-360◦, each
item has a total of 72 imaging results under different viewing
angles. The imaging results of the same object at different
viewing angles are also different. In other words, there are
viewpoint variance in this database. Due to this variance,
it is challenging to perform accurate image retrieval on the
COIL-100 database. Fig. 7 shows the imaging situation under
two different viewpoints in 12 categories, namely, Tomato,
Cat, White Cup, Frog, Pink Cup, Mud Pot, Jug, Fancy Feast,
Rolaids, Car, Soft Edri, Statue, Herb-0x.

C. PARAMETRIC ANALYSIS
1) EXPERIMENTAL TESTS FOR SAMPLING PARAMETERS AND
GAUSSIAN STANDARD DEVIATION
In this section, the experiment will focus on the selected
parameters for sampling and Gaussian standard deviation.
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TABLE 1. the parameter analysis at different standard deviations on corel-1k.

FIGURE 7. Example of each type of images in COIL-100 dataset.

Specifically, the σ1 = 0.2, 0.5, 1 and σ2 = 0.5, 1, 2 are
chosen as the scaling factors of scale space in our experi-
mental test, respectively. Our algorithm is tested under scale
space1 and scale space2. And 9bins, 12bins, and 15bins are
extracted from each cell, respectively. The selected parame-
ters are evaluated in terms of mAP and SFET. In addition,
the five sampling modes are shown in Table 1. As the table
shows, the mAP in space1 are generally better than mAP
in space2. At the same time, the sampling mode(8,32) has
the best performance in all modes, whose mAP is 84.05% in
space1 and 83.83% in space2. If sampling radius is smaller,
the extracted features will be more complete, but it will cost
more time, such as (4,8). In addition, the mAP is related to
the vector length, so the vector length of specified sampling
mode will be further analyzed in next section. In fact, the time
cost difference between each model is not significant. And it
fluctuates between 0.048s and 0.054s.

2) THE ANALYSIS OF THE VECTOR LENGTH
In the last section, the results show that the sampling mode
(8,32) has the best performance in listed sampling mode.
Based on sampling mode (8,32), 9, 12, 15, 18, 20, and 30 that
are divisor of 180 are selected as the experimental data.
As shown in Fig. 8, the bar graph shows mAP of each vector
length, and line chart shows time cost of extracting single
image’s features. It can be found that, as the length increases,
time cost gets longer. Although the SFET is only 0.0489s and
the vector length is 9, its mAP is not very high. Meanwhile,
when the length is 20, the mAP is 84.85%, which is highest

FIGURE 8. Mean Average Precision and time cost for single feature
extraction of the top-20 under the sampling mode (8,32).

and the SFET is 0.0525s. The difference between them is
about 4 milliseconds. However, after 20, the mAP starts to
fall and the SFET is 0.0538s, which takes the longest time
for feature extraction. Considering dimension and SFET, the
15bins and 20bins are selected as our main parameters for
next sections.

D. COMPARISON WITH OTHER ALGORITHMS ON
COREL-1K
After analyzing and determining the parameters of our algo-
rithm, the proposed algorithm is compared with others. All
algorithms are tested from six aspects, AP, Recall, SFET, RT,
mAP and Dimension to evaluate performance. Each algo-
rithm retrieved the top-20 image in the Corel-1k dataset. The
experimental results are shown in Table 2 to Table 4.

1) RESULTS AND DISCUSSION FOR RETRIEVAL ACCURACY
AND RECALL (%)
As can be seen from Table 2 and Table 3, compared with the
algorithm proposed by Ahmed, our algorithm has promoted
a lot in some test results. In the category of Bus, our AP
and Recall are 99% and 19.8%, respectively. The work[34]
is 75% and 15%, respectively. In the category of Flower, ours
is 97.8% and Ahmed’s algorithm is 90%. Compared with the
method proposed by Pavithra, F-MHOGs has better retrieval
results in most categories.

It is worth mentioning that in the category of Africa,
the retrieval accuracy of the F-MHOGs are 93.8% which is
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TABLE 2. Retrieval accuracy (%) of different algorithms on corel-1k dataset.

TABLE 3. Recall rate (%) of different algorithms on corel-1k dataset.

nearly 4% higher than the best current algorithm. Remem-
ber that HOG descriptor is an excellent detection algorithm,
and it can represent objects appropriately [20], leading to
great success in human detection. Moreover, our descriptor
is HOG-based algorithm which also maintains the advantage
of HOG. This is why our algorithm also performs with high
precision in the category of Bus. Because the category of
Dinosaur is dominated by regular texture information, our
algorithm achieves remarkable performance in this category.
Similarly, color features also play an important role in image
retrieval. In the category of Flower, the color information
has provided distinctive features, so some algorithms pro-
posed by papers [33], [34], [46] all have good accuracy
and recall in the category of Flower. Even so, in this cate-
gory, our proposed descriptor still outperforms any descriptor.
The reason is that PCs information captures the macro-
and micro-structure texture information which can present
discriminant features. In the category of Elephant, the per-
formance of our descriptor do not have desirable accuracy
slightly. The probable reason is that some images are cre-
ated under exposure and algorithms are unable to extract
persuasive image information under the imaging condition
which leads to a failure to perform better results. But it

can’t ignore that the accuracy of our algorithm outperforms
other algorithms in more than half of the categories. The
striking performance of our descriptor demonstrates that the
proposed approach is indeed an outstanding image retrieval
algorithm.

2) DISCUSSIONS FOR PERFORMANCE OF DIFFERENT
ALGORITHMS
Table 4 presents RT, SFET and dimension of various algo-
rithms. As before, statistical computations for many times
and then take the average. Remarkably, the total runtime in
work 1(Ours1 (15)) is only 0.093s. And whether our work1

or work2(Ours2 (20)), both are better than others in SFET
and RT. Moreover, the total runtime of work1 and work2

does not beyond 0.1s. Although paper [34] has a competitive
SFET, the retrieval stage is still time-consuming, because
each keypoint needs to be matched. In addition, paper [26]
utilized two-stage strategy to find out the closest matches
which causes plenty of time to be consumed. Due to high
feature dimensionality, the algorithm [28] and others spend
more time to retrieve.

In chapter III, all pixel blocks are superimposed into a
pixel block to compress the feature dimensionality when
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TABLE 4. Comparison of the performance of different algorithms.

FIGURE 9. Mean average precision of different algorithms in corel-1k.

constructing PC-WJHOG, and the color information is
quantified to keep feature dimensionality modest. As a
consequence, our descriptor presents a moderate feature
dimensionality which is 251 bins in total. In addition, profit-
ing by template convolution, the efficiency of texture feature
extraction is enhanced. Simultaneously, employing quanti-
fied color information can also reduce computation complex-
ity. So, compared with the other algorithms, our method has
the outstanding performance in total runtime and dimension.
Another experimental results are shown in Fig. 9. As can
be intuitively seen from the figure, our algorithm surpasses
all algorithms in mAP which means there is more balanced
performance in this dataset than other descriptors. Even in
some categories that are difficult to retrieve, the proposed
approach still achieves remarkable performance. Therefore,
it can be concluded that our F-MHOGs has an excellent
performance.

E. COMPARISON OF OUR ALGORITHM AND
MAINSTREAM ALGORITHMS ON COIL
On the COIL-100 dataset, the F-MHOGs algorithm is com-
pared with SIFT, HOG and other mainstream algorithms.
The AP and mAP are shown in Table 5 and Fig. 10, respec-
tively. The results show that the proposed F-MHOGs has
the highest retrieval accuracy in most categories. Surpris-
ingly, in the categories of Cat, Statue, Pink Cup, White, our
method achieves 100%. Although algorithm[34] proposed by
Ahmed et al. also combines color and texture features, keep
in mind that there is viewpoint variance in this database. The
features extracted by this algorithm is not against viewpoint

FIGURE 10. Mean average precision of different algorithms in COIL.

variance very well. By contrast, the PCs preserves notable
texture features well. So by combing PCs, our algorithm can
resist viewpoint variance effectively and has more accurate
retrieval results. Notice that our method and HOG descriptor
both have significant accuracy in the categories of White
Cup, Rolaids and Fancy Feast. This verifies that HOG-based
descriptors can make full use of gradient information to
represent objects. However, in the category of Pink Cup, the
proposed F-MHOGs performs better than the original HOG.
The reason is that Pink Cup and White Cup have strong
geometric similarity in some angles, HOG only focuses on
the gradient information. Our algorithm not only focuses on
the gradient information, but also employs PCs information
and color features simultaneously. Similarly, even if Mud
pot and statue have strong color similarity, our method can
still distinguish them well. At the same time, the accuracy
of SURF, MSER, etc. which are based on single feature
are lower than method based on multi-feature such as our
approach. It proves that retrieval algorithm based on multi-
feature fusion has stronger discriminability.

However, it can be observed that images are not retrieved
well in the category of Car. Seen from Fig. 10, there is
non-rigid deformation in this category. The F-MHOGs is a
descriptor proposed against viewpoint variance and it has
limited capability to address non-rigid deformation. But the
comparison of mAP in Fig. 10 still clearly shows that our
algorithm has a more significant precision, which also indi-
cates that proposed descriptor has more stable performance
than others in the tested categories.

F. COMPUTATIONAL COMPLEXITY
In this paper, HSV color histogram and PC-WJHOG descrip-
tor based on PCs are combined. First, RGB color space is con-
verted to HSV color space. And then according to the color
distribution of the image, each channel of the HSV model
is quantized to reduce the complexity of the model. After
quantization, the color feature dimensionality is only 71 bins.
In the process of extracting PC-MHOGs, the eigenvalues
of the Hessian matrix are calculated for PCs. Considering
cost-effectiveness, convolution templates are used to speed
up the calculation process. And all pixel blocks are super-
imposed into a pixel block to compress dimensionality. So,
the dimensionality of PC-MHOGs is 180 bins. Hence, the
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TABLE 5. Retrieval accuracy (%) of different algorithms on coil-100 dataset.

final feature dimensionality of F-MHOGs is 251 bins (180+
71). Furthermore, suppose a dataset contains N images and
the size of each image is w ∗ h. Our method uses the
quantized color information, and the time complexity is
O (D ∗ N ∗ w ∗ h). D is 3, which corresponds to number of
color image channels. To capture the PCs information of
images, the Hessian matrix of each pixel on N images are
extracted. So the time complexity is O (4 ∗ N ∗ w ∗ h) in
total. Next, the PC-WJHOG is obtained by computing the
gradient magnitude and gradient direction of each image.
The time complexity is O (2 ∗ N ∗ w ∗ h). And then, the
PC-WJHOG is computed six times, and the time complex-
ity is O (6 ∗ 2 ∗ N ∗ w ∗ h). So the final time complexity of
our approach is O (N ∗ w ∗ h), which demonstrates that the
retrieval time of the algorithm proposed in this article is much
shorter than other existing methods.

V. CONCLUSION AND FUTURE WORK
In this paper, a new color image retrieval algorithm
F-MHOGs is presented, which fuses color histogram and
the weighted joint histogram of oriented gradient with
mix-sampling and multi-scale. The algorithm is performed
on two public databases, Corel-1k and COIL-100. Compared
with the current popular algorithms, the proposed method has
a lower feature dimensionality, leading to lower computa-
tional time. Furthermore, through the analysis of results on
the COIL-100, the F-MHOGs has better robustness to the
viewpoint variance, which performs more excellent accuracy
than other works. As expected, the proposed method not
only has high precision and strong robustness of viewpoint
variance, but also is efficient.

For future work, we plan to explore the underlying rela-
tionship between images and extracted features to improve
the robustness to overexposure and non-rigid deformation.
Meanwhile, we will also study the texture and geometric
features of the proposed descriptor and believe it can help us
to probe the skin detection area.
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