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ABSTRACT The densification of modern wireless networks into a dense ecosystem of small cells imposes
challenges for the reliable service and high quality of experience of its users as it can result into severe
intercell interference, especially for users scattered on the cell edges. Joint Transmission Coordinated
Multipoint (JT-CoMP) is a technique that can be deployed to form cooperating clusters of transmission
points, enabling them to jointly transmit data to significantly mitigate this type of interference for these
users. However, JT-CoMP stresses the backhaul links and radio resources are limited, meaning that, with
incautious clustering, the data rates for cell edge users may not improve, while the data rates for the non-cell
edge users may severely decrease. To tackle these drawbacks, a dynamic coalition formation algorithm is
proposed to form the appropriate transmission point clusters to implement JT-CoMP. Furthermore, to ensure
reliable service for all the network’s users, the case where JT-CoMP is enhanced with the capability to serve
users based on their selected application is examined. The proposed scheme’s adaptability and capability to
increase cell edge user throughput is then tested and compared to the non JT-CoMP case, a JT-CoMP scheme
with static clustering and a JT-CoMP scheme with greedy clustering for a user mobility scenario. To obtain
more reliable and accurate results of the JT-CoMP deployment, physical layer parameters retrieved from a
fully deterministic physical layer radio planning tool (TruNET wireless) are imported for our simulations.

INDEX TERMS 5G, coalition formation games, C-RAN, interference coordination, resource management,
self-organizing networks, small cells.

I. INTRODUCTION
The emergence of the fifth generation (5G) wireless networks
aims to satisfy the ever-growing demands of mobile users by
providing them with increased data rates and ultra-reliable
low-latency provision of a certain level of communication
services [1]. Additionally, the technical requirements of 5G
include the service of 10 to 100 times more connected devices
compared to existing technologies [2].

An appropriate strategy to meet these requirements is the
densification of the network in key areas, where cells of
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different coverage are planned to be co-deployed in high
traffic indoor and outdoor propagation environments, creat-
ing a multi-tier heterogeneous network of small cells and
increasing the network capacity [3]. This means that flexible
radio resource allocation strategies, which strive for a fair
distribution of the available radio resources to a plethora of
connected devices, need to be adopted [4], [5]. Furthermore,
these strategies must have the ability to adapt to continuous
network changes, as multiple users constantly move from one
cell to another, changing the traffic load and meddling with
the wireless channel of other users.

Cloud radio access networks (C-RAN) are considered a
key enabler for small cell deployment. In C-RAN, unlike
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traditional architectures, the radio unit, called Remote Radio
Head (RRH), and the processing unit, called Base Band Unit
(BBU), are separated. Furthermore, the main idea behind
C-RAN is to co-locate multiple BBUs into a centralized loca-
tion, forming a virtualized BBU pool for statistical multiplex-
ing gain [6]. Additionally, C-RAN can severely reduce the
small cell realization cost by lowering the number of BBUs
in densely deployed heterogeneous small cell networks and
enhance their energy efficiency while reducing their power
consumption [7].

The deployment of multiple neighbouring small cells can
dramatically increase the interference that a user receives
from other cells, i.e. the intercell interference. This type of
interference is especially increased for users located in cell
edges, preventing them from receiving their requested level
of quality of service (QoS). Downlink Coordinated Multi-
point (CoMP) is a strategy that can be adopted to address this
problem [8]. CoMP in the downlink can be distinguished into
two main techniques, coordinated scheduling/beamforming
CoMP and joint processing CoMP. These cooperation tech-
niques aim to avoid or exploit interference in order to improve
the cell edge user data rates. Specifically, for Joint Transmis-
sion CoMP (JT-CoMP), a subclass of joint processing CoMP,
the same data channel is simultaneously transmitted from
multiple cooperating transmission points to the same cell
edge user equipment (UE) by using the same radio resources,
i.e. Resource Blocks (RBs). Therefore, the intercell inter-
ference can be mitigated by converting an interfering signal
from another cell to a desired signal. C-RAN can efficiently
support advanced features such as CoMP and interference
mitigation as multiple BBUs can coordinate with each other
to share the scheduling information, channel status and user
data efficiently to improve the system capacity as well as
reduce interference in the system [7]. In this study, only
JT-CoMP will be examined.

The clustering of cooperating transmission points in
JT-CoMP has been identified as a significant challenge in
various studies [8], [9]. Besides feedback overhead and back-
haul traffic, in wireless systems with limited resources, when
JT-CoMP is activated, there is a possibility of committing too
many resources to cell edge UEs (or edge UEs), especially if
their percentage in the formed clusters is high. As shown in
our previous studies, [10], [11], this could result in severely
reduced spectral efficiency and data rates for the UEs not in
the cell edges (or non-edge UEs), while edge UEs may also
not receive sufficient RBs to increase theirs. A game theo-
retic clustering approach based on coalition formation games
was selected and compared to a static clustering approach
where the only criterion to form a coalition was the dis-
tance between the transmission points. Coalition formation
games account for network structure and the costs of coop-
eration, while satisfying the individual rational demands of
the network nodes [12], which is why clustering based on
this method was selected in [10], [11] and is also adopted
in this study. However, in this study, we implement some
additional rules and conditions to examine scenarios with

user mobility and additional user data rate needs due to their
application.

Regarding the notations used in this article, lowercase or
uppercase letters refer to scalars, boldface lowercase letters
denote vectors and boldface uppercase letters denote matri-
ces. Furthermore, the superscripts (·)T , (·)H , (·)−1, (·)† denote
the transpose, the conjugate transpose, the matrix inverse
and the Moore-Penrose pseudo-inverse respectively. Addi-
tionally, | · | and || · || indicate the norm and the Euclidean
norm of a scalar and vector respectively.

II. BACKGROUND AND CONTRIBUTION
A. RELATED STUDIES
A significant amount of work has been dedicated to studying
various techniques of cooperative transmissions for interfer-
ence mitigation in wireless communication systems. In [13],
base station coordination with dirty paper coding was initially
proposed with single-antenna transmitters and receivers in
each cell. In [14], joint transmissions with cooperative base
stations for downlink multi-cell multi-user MIMO networks
are explored for intercell interference mitigation. The pro-
posed schemes include a dirty paper coding approach with
perfect data and power cooperation among base stations with
a pooled power constraint and several sub-optimal joint trans-
mission schemes with per-base power constraints. However,
the clustering of base stations and large scale simulations with
orthogonal resource allocation are not considered.

CoMP has been proposed and studied as a solution for
interference coordination in several studies [8], [15], [16].
Specifically, in [16], the JT-CoMP technique has been shown
to be capable of providing the highest gains in terms of
cell capacity in dense homogeneous and heterogeneous cell
deployments among the various CoMP schemes. However,
several challenges for its effective implementation have been
identified by these studies, including the cell clustering and
backhaul capacity and latency constraints.

Regarding clustering in CoMP, various research papers
consider static clustering methods [17]–[19]. However,
dynamic solutions capable of being effective in scalable sce-
narios and capable to respond to changing network conditions
tomaximize CoMPgains are required. In [20], an overlapping
dynamic clustering scheme with a greedy search algorithm
is proposed. This solution requires high computational com-
plexity when large network size is considered, and thus, lacks
scalability. In [21], a dynamic cluster formation algorithm is
presented which merges cells into clusters based on the total
improvement in spectral efficiency and all users’ SINR. How-
ever, the algorithm lacks scalability and the improvement in
individual user data rate is not considered. Also, backhaul
capacity constraints and possible costs of cooperation are
not taken into account. In [22], CoMP multi-user multiple-
input-and-multiple-output (MU-MIMO) downlink transmis-
sions are examined, where the clustering is performed in
multiple steps based on backhaul constraints as well as radio
properties for one UE served by each base station. The
study showed that the CoMP gain by increasing cluster size
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becomes much less or even negligible if backhaul constraints
are considered. In [23], the authors examine a joint dynamic
base station clustering and beamformer design problem in
a network where Joint Processing CoMP is deployed in the
downlink by formulating and solving a non-convex max-min
rate problem. The main aim of this study is to maximize
the minimum rate among all users and limit the cooperating
cluster size without hurting the achievable common rate.
However, realistic channel parameters and possible resource
scarcity for the UEs are not considered. In [24], a dynamic
CoMP clustering algorithm is presented, aiming to maxi-
mize group average SINR under the constraint of maximum
target cell blocking probabilities for group communications
in Mission-Critical Communications. The authors consider
a dynamic traffic model and analyze the trade-off between
high SINR and network capacity. As in many other works,
individual mobile user performance in terms of throughput
is not considered for the base station clustering. In [25],
a user-centric CoMP clustering algorithm for maximizing
the users’ spectral efficiency, given a maximum cluster size,
is presented. The algorithm is then enhanced to balance the
load across the small cells and improve user satisfaction and
a two-stage reclustering algorithm is presented. However,
the complexity of the algorithm increases with the increase
of the number of users and small cells.

A number of recent studies focus on implementing
non-cooperative and cooperative game theory for the trans-
mission point clustering in order to achieve interference miti-
gation in downlink transmissions as it can provide distributed
solutions with reduced signalling overhead and consider pos-
sible cooperation costs. In [26], a coalition formation game
is modeled to cluster the small cell base stations so that they
can perform cooperative beamforming to mitigate the effects
of intercell interference and shadow fading. In [27], [28] a
coalition formation game is formulated to form cooperation
clusters to mitigate intercell interference and improve user
performance via Time-Division Multiple Access (TDMA)
based transmissions. However, in these studies, JT-CoMP
or the parallel service of all the UEs are not considered.
In contrast with [25], a load-aware network-centric clustering
algorithm is presented in [29], where load balancing and
spectral efficiency objectives are jointly optimized through a
coalition formation game based onmerge and split operations
in a JT-CoMP downlink heterogeneous network scenario. The
algorithm accounts for various overhead costs and is capable
of dynamically adjusting the cluster size to adapt to different
network load. As in [25], realistic channel parameters were
not considered and clustering changes are proposed over
longer time intervalsmeaning that small-scale phenomena are
not considered. Furthermore, the proposed algorithm in [29]
aims to form coalitions based on total utility improvement,
ignoring possible individual payoff reductions. A study that
compares static, dynamic distributed and dynamic game theo-
retic clustering approaches can be found in [30]. The dynamic
distributed clustering algorithm was found to provide the
most improvement in terms of user throughput. However,

the algorithm is not designed to account for cooperation
costs, individual player payoff improvements or reductions
are not considered in the game theoretic solution since its
objective is to increase a total utility and JT-CoMP is not
deployed.

B. MOTIVATION AND CONTRIBUTION
As discussed in Section I, increased intercell interference
is a major drawback for user performance in small cell
systems. This problem can be addressed with cooperative
transmissions via JT-CoMP. However, JT-CoMP is not guar-
anteed to increase the edge users’ performance when the
radio resources are limited and the clustering is incautious.
Furthermore, backhaul constraints have to be taken into con-
sideration. For this purpose, coalition formation games can be
utilized for the self-organization of transmission points into
coalitions as they account for costs of cooperation. Addition-
ally, it is of particular interest to study scenarios where user
mobility and time-varying channels are taken into account.
Thus, a dynamic coalition formation game has to be formu-
lated as these scenarios impose changes to the game’s nature
by activating handovers and changing the traffic load of the
transmission points.

To accurately study the proposed scheme’s impact it is
extremely significant to provide system level simulations
with realistic wireless propagation modeling, where multi-
ple users, competing for radio resources, are simultaneously
served. More specifically, the contributions of this study can
be summarized as follows:

1) A distributed low-complexity dynamic coalition forma-
tion algorithm was developed and tested in a small-cell
interference heavy environment, where multiple users
were served simultaneously, aiming to form the appro-
priate JT-CoMP clusters for maximizing the individual
throughput of each edge UE, without severely under-
mining the throughput of the rest, while a backhaul
constraint was satisfied.

2) Suitable utility and individual payoff functions were
formulated, making the representation of edge UEs
from the cooperating transmission points, i.e. the
RRHs, possible in the coalition formation game.

3) Output from a fully deterministic, physical layer simu-
lator (TruNET wireless) was imported and used for the
calculations of Vienna LTE-A Downlink System Level
Simulator, creating an accurate and reliable method for
system level simulations.

4) JT-CoMP was enhanced with the capability to account
for the individual needs of users for extra data rate,
according to their selected application.

5) The performance in terms of throughput for a moving
UE, in addition to the ability of our proposed algo-
rithm to adapt in a dynamically changing network, was
tested.
As supported by the extracted results, the effectiveness
of our approach was confirmed for all the use cases.
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III. SYSTEM MODEL
A homogeneous C-RAN based small cell network consisting
of L RRHs in the access network is assumed, where OFDMA
is the selected multiple access scheme and the RRHs are
assumed to have omnidirectional coverage, forming L total
cells. We focus on the downlink transmission where the L
total RRHs of the network serve a total of K UEs each,
accounting for L · K total UEs in the network. The available
frequency spectrum is divided into R subcarriers, while in
every Transmission Time Interval (TTI) each RRH has NRB
Resource Blocks (RBs) available to serve its attached UEs.
Let L = {1,. . . ,l,. . . ,L} represent the set of RRHs, while Kl
= {1,. . . ,k ,. . . ,K } represents the set of each cell’s UEs. All
the UEs are equipped with Nr antennas, while the RRHs are
equipped with Nt omnidirectional antennas.

Prior to the transmission over the wireless channel, the user
symbol vector xk,l,r is precoded with a precoding matrix
W k,l,r ∈ CNt×nk,l , selected from the LTE codebook [31],
mapping the nk,l-dimensional transmit symbol vector onto
the Nt antennas, where nk,l is the number of data-streams
spatially multiplexed to user k , with nk,l ≤ Nr. Also, the allo-
cation of the available transmit power is considered in the
precoding matrices.

For the r-th subcarrier, the Nr -dimensional received signal
vector of UE k , served by RRH l can be expressed by the
following formula:

rk,l,r=Hk,l,rW k,l,rxk,l,r +
L∑

i=1,6=l

Hk,i,rW ξ,i,rxξ,i,r+zk,l,r

(1)

where, Hk,l,r ∈ CNr×Nt is the total MIMO channel matrix
describing the channel between UE k and RRH l and
zk,l,r ∈ NC

(
0, σ 2

z INr
)

is the Additive White Gaussian
Noise (AWGN) added at the receiver. The second term of
the equation represents the intercell interference caused by
transmissions from other RRHs in the network (noted i) to
other UEs (noted ξ ) at the r-th subcarrier. Also, it is assumed
that the transmit symbol vector is normalized as:

E
[
xk,l,rxHk,l,r

]
= Ink,l (2)

where, Ink,l is the identity matrix sized nk,l .
The users are assumed to employ aMinimumMean Square

Error (MMSE) filter to equalize their respective channels
and to separate spatially multiplexed data-streams from each
other and from the interference caused by the transmission to
other users. To compute their receive filters, perfect feedback
is assumed at all the receivers, i.e. the UEs. The nk,l × Nr
dimensional receive filtering matrix applied to user k in cell
l, is written as Gk,l,r . Applying this matrix to the received
signal vector, the estimated symbol vector is obtained as:

yk,l,r = Gk,l,rHk,l,rW k,l,rxk,l,r

+

L∑
i=1,6=l

Gk,l,rHk,i,rW ξ,i,rxξ,i,r + Gk,l,rzk,l,r (3)

The MMSE receive filter is expressed as:

Gk,l,r =
((

0k,l,r
)H

0k,l,r + σ
2
z Ink,l

)−1(
0k,l,r

)H (4)

where,

0k,l,r = Hk,l,rW k,l,r (5)

Assuming the described MMSE filter on the receiver side,
the post equalization SINR for the k-th UE which is served
by the l-th RRH, for the stream v ∈ [1,. . . , nk,l], at the r-th
subcarrier is expressed by the following formula:

SINRk,l,r,v =

∣∣∣gHk,l,r,vHk,l,rwk,l,r,v
∣∣∣2

Iintercell + Iself + σ 2
z

∣∣gk,l,r,v∣∣2 (6)

where,

Iintercell =
L∑

i=1,6=l

|gHk,l,r,vHk,i,rW ξ,i,r |
2 (7)

Iself =
nk,l∑

µ=1,6=v

|gHk,l,r,vHk,l,rwk,l,r,µ|2 (8)

At equations (6)-(8), gk,l,r,v and wk,l,r,v denote the v-th
column of GHk,l,r and W k,l,r respectively. The useful signal
power of stream v is represented by the numerator, while the
denominator includes the intercell interference power from
other RRHs that operate at the same frequency, given by
equation (7), self-interference caused by other user streams,
given by equation (8), and the noise power. The symbols
of different users are assumed as statistically independent.
Single User Multiple Input Multiple Output (SU-MIMO) is
assumed, so the in-cell interference between the spatially
multiplexed streams is ignored on the formulas.
After the per-subcarrier and per-stream post equalization

SINR is extracted, MIESM (Mutual Information Effective
Signal to Interference and Noise Ratio Mapping) [32] is
employed to calculate an effective SINR value via compress-
ing the corresponding post equalization SINR values of the
assigned RBs, yielding an AWGN-equivalent representation
in terms of mutual information, in order to determine the CQI
and the MCS. This single effective SINR value is then be fur-
ther mapped to a BLER (Block Error Ratio) value. After that,
the size of the Transport Block can be determined according
to the LTE standards and an instantaneous throughput value
can be obtained for the current TTI.
The UEs are divided into two categories based on their

effective SINR, edge and non-edge UEs. For a non-edge user,
the previously described equations apply for their SINR and
throughput calculation. When a UE is considered edge, it can
be served by multiple cooperating RRHs which can form a
JT-CoMP coalition 5s. We define P = {51, 52,. . . , 5s,. . . ,
5S} as the set or collection of coalitions in the network.
In this case, the composite total channel matrix Hk,l,r is
calculated by stacking the matrices from each transmitter c
∈ [1,. . . , C] in the coalition, as in [33], i.e.,

Hk,l,r =
[
Hk,l1,r , . . . ,Hk,lC ,r

]
εCNr×CN t (9)
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Then, the effective channel matrix is calculated asHeff k,l,r =

Gk,l,rHk,l,rW k,l,r . This effective channel does not become
available to the simulator until run-time. This means that the
optimal precoders and the corresponding receive filters can-
not be calculated a-priori. In this case, the optimal precoder
W k,l,r and the corresponding receive filter Gk,l,r are cal-
culated at runtime using the simulator’s run-time-precoding
method [33].

The per-subcarrier and per-stream post equalization SINR
for edge UE ke which is served by cluster5s is expressed by
the following equation:

SINRk,l,r,v =

∣∣∣gHke,l,r,vHke,l,rwke,l,r,v
∣∣∣2

Iintercell + Iself + σ 2
z

∣∣gke,l,r,v∣∣2 (10)

where,

Iintercell =
L∑

i=1,/∈5s

|gHke,l,r,vHke,i,rW ξ,i,r |
2

(11)

Iself =
nk,l∑

µ=1,6=v

|gHke,l,r,vHke,l,rwke,l,r,µ|
2

(12)

Then, an effective SINR value is extracted using MIESM
and the throughput of the UE is calculated based on the
LTE specifications. It is evident by observing equations (10)
and (11) that the more RRHs in a coalition, the more the
numerator of equation (10) increases, while the denominator
decreases, resulting in a higher edge UE post equalization
SINR value.

IV. PROBLEM FORMULATION
In this section, the proposed coalition formation game will be
defined and formulated, after we formulate our maximization
problem.

This study’s motivation is the improvement of the edge
UEs’ performance in terms of throughput. Our selected way
of improving the edge UEs’ performance is the implemen-
tation of JT-CoMP. In a system with limited resources (i.e.
the RBs) this improvement is inevitably accomplished at the
expense of the non-edge UEs’ throughput. It is clear that
a set of constraints need to be set in order to achieve fair
resource allocation and a performance balance for all the
devices in the network. These constraints include a maximum
throughput decrease for the non-edge UEs and a backhaul
capacity constraint, as in JT-CoMP the same data need to
be simultaneously present at all the transmission points that
serve an edge UE, resulting in a potentially huge backhaul
load. Therefore, our maximization problem is formulated as
follows:

max
L∑
l=1

Rke,l (13)

s.t. : Rkn,l > R′kn,l(1− α), ∀kn (14)

T ≤ Tthres (15)

where, Rke,l is the throughput of an edge UE ke which is
initially served by the l-th RRH, Rkn,l is the throughput of the
non-edge UE kn served by the l-th RRH after a new coalition
is formed and JT-CoMP is activated, R′kn,l is its throughput
before the coalition formation game begins, assumed constant
for the whole duration of the game, and α (0 ≤ α ≤ 1) is the
maximum acceptable percentage of its decrease. Finally, T
is the backhaul capacity which must not exceed a limit Tthres
and is calculated as in [34].

JT-CoMP mitigates the intercell interference of the edge
UEs by forming cooperating clusters of transmission points,
also referred to as coalitions. By forming coalitions, the inter-
fering signals of neighbouring RRHs can be treated as desired
signal resulting into increased SINR and data rate. This is
clearly indicated by equation (11) and is a strong incentive
for any transmission point to belong in a coalition. However,
the implementation of JT-CoMP carries some drawbacks.
As shown at [11], incautious clustering of RRHs with many
attached edge UEs can result in significantly lower through-
put for non-edge UEs, while the throughput of the edge
UEs may not always improve due to limited RBs to allocate
when their RRH has to allocate RBs to a large number of
UEs. Therefore, intelligence needs to be behind the coali-
tion formation to guarantee a throughput improvement for
all edge UEs and a moderate throughput reduction for the
non-edge UEs. Contrary to traditional clustering methods,
such as the formation of static clusters only based on the
inter-site (or inter-RRH in our case) distance, we developed
a coalition formation game in which the players (i.e. the
transmission points) form coalitions to solve the optimization
problem defined in equations (13)-(15). Coalition formation
games are an attractive approach to address drawbacks of
collaborative scenarios in wireless communication networks
as they account for cooperation costs [12] and enable the
independent and strategic decision making of network nodes
and devices [35].

Hence, our formulated game is a coalition formation game
with non-transferable utility (NTU), defined by a pair (L,U ),
whereL presents the finite set of players andU as a character-
istic function which associates with every coalition 5s ⊆ L
a set of payoff vectors.

Although JT-CoMP benefits the individual throughput of
edge UEs in the network, its implementation demands the
formation of coalitions consisting of RRHs. This means that
the players in our proposed coalition formation game are the
RRHs and a function that captures the throughput changes
for each user of an RRH when it is participating in a coalition
5s has to be formulated. A suitable function for this purpose,
referred to as payoff function of RRHl∈5s, is given by:

φl(5s) = Al − (El − 1− qe,l + de,l)

− (Nl − 1− qn,l + dn,l)+ φ′l (16)

and

Al =
El∑
ke=1

sgn(Rke,l − R
′
ke,l)+

Nl∑
kn=1

sgn(Rkn,l − βR
′
kn,l) (17)
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where El = [1, . . . , ke, . . . , El] represents the set of edge
UEs and Nl = [1, . . . , kn, . . . , Nl] represents the set of
non-edge UEs at the l-th RRH respectively and β = 1 − α.
Intonations were used for values of previous partitions that
satisfied the game’s conditions, while R′kn,l represents always
the throughput of non-edge UE kn before the game starts.
Also, qe,l and de,l account for the number of edge UEs with
intact and decreased throughput respectively, before and after
5s is tested, while qn,l and dn,l represent the number of
non-edge UEs with equal and less throughput respectively
compared to their individual threshold, after 5s. Finally,
in equation (17), the sign function was used where:

sgn(Rb − Ra) =


−1, Rb < Ra

0, Rb = Ra

1, Rb > Ra
(18)

When at least one edge UE’s throughput decreased or one
non-edge UE’s throughput decreased below its corresponding
threshold by examining a coalition, the three first terms of
equation (16) yield a negative value, indicating that 5s is
not beneficial for the RRH. If both conditions are satisfied,
the payoff of the RRH increases, indicating that the coalition
is beneficial for the throughput of its edge UEs while the
throughput of its non-edge UEs is not severely undermined.
Therefore, the game can be played on behalf of theUEs, while
the RRHs are considered the players.

Finally, we define the utility function of coalition5s as:

U (5s) =

{
V (5s), T ≤ Tthres
0, T ≥ Tthres

(19)

and:

V (5s) =
∑
l∈5i

φl(5s) (20)

When, the backhaul capacity exceeds Tthres, U (5s)
becomes zero, indicating that the coalition 5s is not bene-
ficial for the network.

By observing equations (7) and (11), it is clear that the
intercell interference for both the edge and non-edge users
is not depended on how the players in L\5s are structured,
but only on their overall number, thus, our game is in char-
acteristic form. Also, for two disjoint coalitions 5c ⊂ L
and 5d ⊂ L, U (5c ∪ 5d ) may not always be greater than
U (5c) + U (5d ) due to possible non-edge UEs’ through-
put reduction below their threshold or possible edge UEs’
throughput reduction which can result in decreased payoff
values for the involved RRHs and decreased utility when5c∪

5d . Therefore, our formulated game is non-superadditive,
meaning that the coalition of all the network’s RRHs (grand
coalition) may not be the optimal structure [35].

V. PROPOSED COALITION FORMATION ALGORITHM
In this section, our proposed coalition formationAlgorithm 1
for the self organization of the RRHs in coalitions will be
introduced. We assume that the mobile users can move for

the duration of the game. This imposes changes to the game’s
nature, as moving UEs can be attached to different RRHs by
activating handovers, while changing their traffic load. More-
over, propagation channels are dynamic, resulting in varied
effective SINRs for the UEs, which can cause changes in
their edge or non-edge status. Therefore, a dynamic coalition
formation algorithm needs to be constructed that can adapt
to possible changes. For this purpose, we adopted the same
coalition formation algorithm based on merge and split oper-
ations that was used in [10], [11] with an extra restriction on
the maximum coalition size and two additional external rules
to adapt to user mobility, explained in Section VI, that enable
its reactivation. The merge and split operations are based on
the Pareto order, meaning that between two collections of
coalitions with the same players, one is preferred to another
if at least one player improves its payoff, while the payoff
of the other players is not decreased. Our proposed coalition
formation algorithm is divided in three stages:

1) Initially, the small cell network consists of L total
non-cooperating RRHs, referred to as singleton coali-
tions. Each RRH l serves El edge UEs and Nl non-edge
UEs.

2) A search of potential coalition patterns among RRHs
begins as soon as, all users are scheduled and receive
interference from the neighboring singleton RRHs.
Each edge UE calculates the carrier-to-interference (or
C/I ) ratio values between its serving and interfering
RRHs and fills an (L−1)×1 vector consisting of these
values. The interfering RRHs are assigned a unique
ID by each user and this ID is forwarded to the C-
RAN. In case the RRHs are serving multiple edge UEs,
the proposed functionality at the C-RAN, averages
their values, resulting in L total interference vectors.
Then, after these vectors are sorted in ascending order,
based on their carrier-to-interference values, they are
combined into an (L − 1) × L carrier-to-interference
matrix IM .
Then, the values on the first row of IM are compared
and a priority list is extracted, indicating the order in
which each RRHwill seek a cooperator, alongside with
a candidate list, consisting of the IDs of each RRH’s
interferers. Essentially, the priority list indicates the
order in which each coalition combination between the
most interfering RRHs will be tested.

3) In the third stage, all possible coalitions, indicated by
the priority and candidate lists, are tested for a duration
of 10 TTIs and their members are coordinated based
on the JT-CoMP technique. A coalition among two
or more interfering RRHs is formed (merging func-
tionality) if a set of constrains is satisfied, otherwise
the existing clusters remain intact. Firstly, the tested
coalition increases (or at least does not decrease) the
throughput of every edge UE. Secondly, the throughput
of the non-edge UEs is not decreased below a certain
threshold value set beforehand. Thirdly, the backhaul
capacity constraint is satisfied. All these conditions are
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Algorithm 1 Proposed Coalition Formation Algorithm
1: Initial Stage:

The network consists of L singleton coalitions.
2: Priority List Formation Stage:

for all edge UEs do
Calculate the C/I values from all the interferers.

end for
for all l ∈ L do
if attached edge UEs ≥ 2 then

Average their edge UEs’ C/I values.
end if

end for
Form the C/I matrix IM .

3: Coalition Formation Stage:
for every row of IM do
Extract the row’s C/I values.
Form the priority and candidate lists.
Extract the examined pairs O from the priority and
candidate lists.
if all extracted C/I values ≤ C/Ithreshold then

(a)
for every l ∈ O do

calculate φl(5s)
if φl(5s) increases via Pareto order,
U (5s) increases and coalition size
≤ max coalition size then

Merge.
end if

end for
(b)
for every s ∈ S do

for every l ∈ 5s do
calculate φl(5j) after split,
where 5j a singleton coali-
tion
if φl(5j) increases via
Pareto order then

Split.
end if

end for
end for

end if
end for

represented by the payoff of an RRH and the utility
function of a coalition, i.e equations (16) and (19).
Moreover, to guarantee limited feedback overhead,
a maximum coalition size threshold is implemented.
If a coalition has already been tested, then, the next
one (based on the priority list) is examined. However,
when new priority and candidate lists are extracted,
previously examined coalitions can be tested again,
since the formation of a previously rejected coalition
can be favoured over time due to user mobility. Also,
if an RRH is already a member of a coalition and its

FIGURE 1. Priority list formation procedure.

turn, based on the priority list, comes, then the total
coalition between the new candidate and all the existing
members of the coalition is tested. All the information
about the coalition formation game, e.g. the record of
attempted coalitions, the IDs of the RRHs inside a
tested coalition, the throughput values for each UE of
the involved RRHs before and after a coalition is tested,
is kept in the proposed C-RAN functionality.
Following this process, the next row of IM is consid-
ered, and a new priority and candidate list is made. This
stage will be repeated until all the considered values
of the interference matrices exceed the predefined C/I
threshold, in which case the game ends. A formed
coalition will split (splitting functionality) only when
this spit results into the increase of the payoff of at least
one member RRH, while the payoffs of the other RRHs
do not decrease.

An example of the procedure to form the priority and can-
didate lists is depicted in Fig. 1. In this example, the C-RAN
network consists of three RRHs and four edge UEs. RRH
1 serves UE 1 and UE 2, while RRH 2 serves UE 3 and
RRH 3 serves UE 4. To form the lists, each UE sends their
calculated C/I vector via their serving RRH to the cloud.
For example, the C/I value at UE 1 from RRH 2 is equal
to α1. RRH 1 serves more than one edge UEs, so their C/I
values are getting averaged in the cloud resulting in three total
C/I vectors, the same as the number of the example’s RRHs.
Then, the values in every vector are sorted in ascending
order, are then combined in the C/I matrix (IM ) and the
values of the first row are compared with each other. Here,
we assumed that the smaller values of each vector are α2+b2

2 ,
c1 and d2 respectively. Assuming that c1 < d2 < α2+b2

2 ,
the first coalition pair to be tested is RRH 2 with RRH 1, then
RRH 3 with RRH 2 and finally RRH 1 with RRH 3. Finally,
the flowchart of the algorithm is depicted in Fig. 2.
The merging and splitting operations improve each RRH’s

payoff via Pareto order, meaning that the total utility increases
in each step of the algorithm via Pareto dominance. Thus,
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FIGURE 2. Flowchart of the proposed coalition formation algorithm.

the final outcome is result of a stable final partition where no
RRH has an incentive to merge or split. Also, the proposed
algorithm converges to a final stable partition on finite num-
ber of steps as the number of players is finite and every merge
or split leads to Pareto improvement [35].

Finally, the C/I threshold ensures a reduced number of
iterations, as only the stronger interferers of each RRH are
taken into account. This means that exhaustive search is
avoided and the complexity order of our proposed algorithm
is O(Ln), where Ln is the average number of neighbouring
RRHs that create significant interference to each RRH.

VI. SIMULATION SETUP
A Cloud-RAN based small cell network consisting of
7 RRHs, placed on top of various buildings inside the Uni-
versity of Patras (UPAT) campus, was considered, as shown
in Fig. 3. The simulations were run on the Vienna LTE-A
Downlink System Level Simulator [36] and our proposed
coalition formation algorithm was applied to form the most
beneficial clusters for the network performance. The effective
SINR threshold, which determines whether a user will be
considered edge or non-edge, was set at 3 dB.

At the initial state of the simulation, where JT-CoMP and
our proposed coalition formation algorithm were not acti-
vated, each RRH was set to serve 5 UEs each, accounting

for a total of 35 UEs in the network. Each RRH forms a
small cell, is assumed to have omnidirectional coverage and
is equipped with two antennas, whilst every UE is equipped
with 2 receive antennas. A carrier frequency of 2.14 GHz and
a transmission power of 1 Watt was assumed. Also, the Typi-
cal Urban (TU) PDP profile was used for the computation of
the small-scale parameters. Finally, each RRH had 20 MHz
of available bandwidth, resulting into 100 RBs available to
allocate at every TTI, according to the LTE-A specifications.
These system-level simulation parameters are summarized
in Table 1.

As for the algorithm’s settings, a backhaul capacity thresh-
old of 500 Mb/s and a maximum coalition size of 4 RRHs
is assumed. The C/I threshold was set at 10 dB. The C/I
threshold was set at a high value to account for the random-
ness of the UE positions. For example, an edge user, based on
its position in the cell, might receive high interference from an
RRH, resulting in a low individual C/I value, while another
edge user might receive low interference, resulting in a high
individual C/I value. The cloud averages the edge UEs’ C/I
values to represent the interference that all the edge UEs of
an RRH receive, so in the case that the averaged C/I value
is high and the C/I threshold is low, a coalition between the
serving RRH and an RRH that creates severe interference for
an edge UE might not be examined.

186796 VOLUME 8, 2020



P. Georgakopoulos et al.: Coalition Formation Games for Coordinated Service in Realistic Small Cell Propagation Topologies

TABLE 1. Simulation parameters.

FIGURE 3. Network topology.

Our research focuses on examining the following three use
cases:

1) Physical Layer Deterministic Simulation - TruNET
Integration:
One of the disadvantages of system level simulators,
is the use of empirical models to determine the large
and small-scale propagation parameters [37]. Their
use undermines the simulation scenario versatility,
as topology specific scenarios are impossible to be
analyzed accurately. In order to overcome this issue,
we integrated TruNET wireless, a physical layer fully
deterministic simulator with Vienna, a System Level
simulator. TruNET is a 3D wireless network planning
tool which provides a wide range of physical layer
parameters as outputs using its realistic ray-tracing
analysis [38]. The integration of TruNET in Vienna
LTE-A Downlink System Level Simulator makes pos-
sible the use of an accurate path loss and shadowing

FIGURE 4. Network topology with received power mapping.

map, thus, when the integration is active, these param-
eters are imported directly from the tool. In this use
case, the aim is to compare the simulator’s results,
in terms of achievable throughput for the edge users,
with and without the integration, with and without
CoMP. Figure 4 depicts a snapshot of the network
topology, similarly to Figure 3, combined with a much
more realistic mapping of the received signal strength
values per location (radiomap) that TruNET is provid-
ing for the study area (UPAT environment).

2) Application Driven Decision Making:
Until this point, the distinction between edge or
non-edge UEs was made entirely by comparing their
effective SINR value with a predetermined effective
SINR threshold. In modern wireless networks, many
applications are high demanding in terms of needed
throughput, meaning that even a non-edge UE is not
guaranteed to be able to carry them out efficiently and
consistently if its allocated resources are not enough.
To address this problem, a new condition was added
in our coalition formation algorithm, where a UE can
be considered edge if its throughput in the previous
TTI is not sufficient for its selected application (at
each simulation run, each UE’s application is randomly
selected). A possible drawback in this use case is that
the overall edge UE percentage in the network may
become extremely high, preventing the clustering of
any two or more transmission points, as it will be dif-
ficult to satisfy the algorithm’s conditions. The appli-
cation classes considered in our research are presented
in Table 2.

3) User Mobility Case:
Wireless networks in general are dynamic systems,
as the wireless conditions and the factors that affect
them (e.g. fading, UE positions etc.) are constantly
changing. This means that when the UEs are moving,
they may change status (edge from non-edge and vice
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TABLE 2. Application classes.

versa), or multiple handovers may occur. This may cre-
ate some imbalance problems for the system, as some
RRHs and clusters will have to schedule and serve
a huge amount of resource hungry edge users. Our
algorithm must be able to efficiently and rapidly oper-
ate its merging and splitting functionalities in order to
effectively adapt to these changes and ensure adequate
QoS for all the network’s UEs. To make this possible,
a set of new rules must be introduced in our pro-
posed algorithm compared to the algorithm proposed
in [10], [11]:
• When a handover for the moving UE occurs or its
edge status changes, the proposed coalition forma-
tion algorithm is reactivated.

• If a handover or an edge status change for the
moving UE occurs while the algorithm is already
running, the coalition formation algorithm ignores
these events.

In this use case, the throughput, the effective SINR,
the serving RRH(s) and the edge status of a moving UE
will be studied as it is moving with a speed of 100 km/h
in a straight line, between two predetermined points.

A total of 100 simulations for every examined case were
run in order to get more accurate and reliable results. A con-
ventional case for JT-CoMP deployment, i.e. JT-CoMP with
static clustering based on distance, was not examined for the
first two cases, as it was presented and analyzed in [11].
However, it was considered in the user mobility case to exam-
ine how the proposed JT-CoMP scheme with our coalition
formation algorithm performs against it in a scenario where
multiple handovers and status changes occur. Moreover, for
all the examined use cases, clustering of the transmission
points based on the greedy clustering algorithm proposed
in [30] is also examined. Based on this algorithm, each time,
starting from a random RRH, coalitions are formed, until
their size reaches the predefined max coalition size which
is the same as in our proposed coalition formation game.
The greedy algorithm’s goal is to form coalitions which
maximize condition (13), i.e. maximize the sum-throughput
of all the edge UEs that are attached to the coalition’s RRHs.
This is a conscious choice to examine whether our proposed
scheme provides the most consistent improvements in edge
UE throughput as, in the greedy clustering case, possible
individual throughput decreases for the edge UEs due to
resource scarcity are not considered.

The scenario were JT-CoMP and our proposed coalition
formation algorithm are activated is referred to as game
JT-CoMP case, while the scenario where JT-CoMP is inactive

FIGURE 5. Average and average maximum coalition sizes versus the
acceptable non-edge UE throughput decrease when the proposed
coalition formation game is activated.

FIGURE 6. CDFs of edge UE throughput when the integration is active vs
when it is inactive (homogeneous UEs).

is referred to as no CoMP case. Finally, the scenario where
JT-CoMP is deployed and the clustering is made via the
greedy clustering algorithm presented in [30] is referred to
as GC JT-CoMP case.

To determine an appropriate value for the acceptable
non-edge UE throughput decrease, various simulations for
different values of α were run. Specifically, we run 100 sim-
ulations with no user mobility or application for values of α
between 0.1 and 0.9, with a step of 0.1, and the results in
terms of the average andmaximum coalition size are depicted
in Fig. 5. Based on Fig. 5, the formation of coalitions for
values of α less or equal to 0.3 is impossible. Therefore,
we chose the lowest value that guarantees a balance of min-
imum non-edge UE throughput decrease and a satisfying
average and max coalition size. This value is α = 0.5 which
means that when our proposed coalition formation game is
activated, a coalition between RRHs can be formed when it
does not result in a throughput reduction more than 50% for
any non-edge UE.

VII. RESULTS
In this section, we present all the simulation results for the
three examined use cases. As mentioned in the second use
case, all the UEs have been assigned a random application.
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If their chosen application is a decisive factor of their status,
we refer to them as heterogeneous users, otherwise they are
called homogeneous users. In Figures 6-11 we examine and
compare a combination of the first two use cases, while
Figures 12-13 present the results of the third use case.

Fig. 6 depicts the CDF of the edge UE throughput when
the TruNET integration is active or inactive, for game
JT-CoMP, GC JT-CoMP and no CoMP cases, when the users
are considered homogeneous and immobile. As it can be
observed, for the no CoMP and both JT-CoMP scenarios,
the corresponding edge UE throughput values are completely
different in both the inactive integration and active integration
cases, showcasing the vast difference in the computation of
the channel parameters between deterministic and empirical
models. An example that demonstrates even more clearly
the accuracy gain that the use of physical parameters from
TruNET wireless gives, is the throughput of UE 20 from
Fig. 4. Specifically, UE 20 presents zero throughput value
in all the simulation runs that the no CoMP integration case
is considered, while in the non-integration no CoMP case,
its throughput is 13.7752 Mb/s on average. This difference
validates TruNET’s accuracy and reliability as the empiri-
cal propagation models in Vienna LTE-A Downlink System
Level Simulator do not consider unique environmental con-
ditions that affect the wireless links. In this particular case,
zero throughput for UE 20 is caused by a building obstruction
and high interference from other RRHs, resulting into poor
wireless channel conditions between the UE and its serving
RRH and high BLER. Moreover, the JT-CoMP’s gain in the
edge UE throughput is apparent for both game JT-CoMP
and GC JT-CoMP cases compared to the no CoMP scenario.
When JT-CoMP is activated, interferers become transmitters,
resulting in a huge increase of their throughput. However, for
the GC JT-CoMP scenario, resource scarcity and its disregard
for individual UE performance, which leads to incautious
clustering of RRHs, resulted in decreased throughput for
some UEs compared even to the no CoMP scenario for both
the active integration and inactive integration cases.

Fig. 7 depicts the CDF of the edge UE throughput when the
UEs are considered heterogeneous for all the aforementioned
examined cases. The same conclusions such as for Fig. 6 can
be extracted. The difference in edge UE throughput when
TruNET is used in the channel modeling is apparent and
the gains of JT-CoMP are more emphasized. Furthermore,
the inclusion of heterogeneous UEs exposes even more the
performance inconsistencies of the GC JT-CoMP scenario,
for both the integration and no integration cases, as the more
edge UEs in the network, the more cautious the clustering
needs to be for JT-CoMP to provide throughput gains for
every edge UE. For all cases, in both Fig. 6 and Fig. 7, greedy
clustering gives the highest average edge UE throughput
value but many UEs suffer even from thoughput reductions
compared to the no CoMP scenario. Our proposed game
JT-CoMP scheme provides the most consistent results, guar-
anteeing increase in edge UE throughput without decreasing
the non-edge UEs’ throughput severely.

FIGURE 7. CDFs of edge UE throughput when the integration is active vs
when it is inactive (heterogeneous UEs).

Fig. 8 depicts the CDF of the edge UE throughput when
the UEs are considered homogeneous versus the case that
the UEs are considered heterogeneous for both non-CoMP
and game JT-CoMP cases, when the integration is acti-
vated. The GC JT-CoMP scenario is not examined, as we
focus on the difference between these two cases in terms of
edge UE throughput. The activation of JT-CoMP along with
the proposed coalition formation algorithm resulted in huge
throughput gains for some UEs for both homogeneous and
heterogeneous user cases. The user heterogeneity results into
a bigger percentage of edge UEs in the network, meaning that
more UEs have a chance to increase their throughput through
JT-CoMP. However, the formation of big clusters in the sys-
tem is more difficult in this case as the resource scarcity may
prevent edge UEs to increase their throughput and non-edge
UEs to avoid theirs not to be decreased over the determined
threshold, which could prohibit our proposed algorithm to
form a potential cluster. This results in smaller throughput
gains via the proposed scheme for some edge UEs, as it can
be shown in Fig. 8.

Fig. 9, where the same cases are examined but the integra-
tion is disabled, presents more modest results, as the through-
put difference between the non-CoMP and game JT-CoMP
cases is relatively small due to using only the empirical
models of Vienna LTE-A Downlink System Level Simulator.
Again, some UEs in the heterogeneous case, improve vastly
their throughput compared to the homogeneous case, while
some others present lower values than the homogeneous case,
which is an immediate result of the size of the formed clusters
and/or the resource scarcity.

Fig. 10 presents the different average edge to non-edge
UE throughput ratio for all the examined cases. As expected,
when the integration is active, this ratio is different than the
no integration case. Table 3 provides the average throughput
values for edge and non-edge UEs for all the cases. The
average throughput ratio for almost all the homogeneous
cases is less than the heterogeneous cases because many UEs
normally considered non-edge (i.e. UEs with higher through-
put value in comparison), are included in the latter, increasing
the average throughput value. Table 3 confirms that there was
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FIGURE 8. CDFs of homogeneous edge UE throughput vs heterogeneous
edge UE throughput (active integration).

FIGURE 9. CDFs of homogeneous edge UE throughput vs heterogeneous
edge UE throughput (deactivated integration).

TABLE 3. Average UE throughput values per case.

no case where the average throughput of the non-edge UEs
is reduced more than 50% when game JT-CoMP is active,
as the individual reduction of non-edge UE throughput is
considered in our formulated coalition formation game. Also,
it is notable that the average non-edge UE throughput is
significantly lower when the integration is active which again
proves the inaccuracy of the employed empirical models of
the Vienna LTE-ADownlink SystemLevel Simulator for spe-
cific propagation topologies. Finally, an enormous increase
is noticed for the edge UEs’ average throughput when the
integration and game JT-CoMP are active, which ensures
a better performance balance for all the network devices
since the average non-edge UE throughput is not significantly
decreased.

TABLE 4. Average edge UE throughput per application class (allocation 6).

FIGURE 10. Average edge to non-edge UE throughput ratio for all
examined cases.

TABLE 5. Allocation preferences.

In Table 4 and Fig. 11 we examine the behavior of the
edge UEs’ throughput for different allocation preferences of
the application classes. Table 5 presents the different prefer-
ence allocations that were tested, while Table 4 presents the
average throughput for all the application classes’ edge UEs
when allocation 6 was chosen and the integration is active.
For all the cases, when game JT-CoMP is applied, the average
throughput is higher than the required one. Especially for the
most demanding application class, class D, the heterogeneous
case provided the highest average throughput. Also, it is
notable that the average throughput of the edge UEs that carry
out the application class B, when the heterogeneous case was
considered, presents the smallest value amongst the cases that
CoMP was applied as a result of the resource scarcity.

Fig. 11 describes the average heterogeneous edge UE
throughput for the different allocation preferences presented
in Table 5. When different application class allocations are
selected, different number of UEs perform the correspond-
ing application. When the probability for an application to
be selected increases, more UEs will perform this appli-
cation and if their throughput is lower than required, they
will become edge. Also, the basic criterion for determining
whether a user is edge or not is still considered, so, many
UEs with low demanding applications would get anywise
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FIGURE 11. Average edge UE throughput for different allocation
preferences.

FIGURE 12. Average moving UE throughput per 10 TTIs.

improved throughput values. For all the cases, the more
edge UEs perform an application, the probability of an edge
UE that would present via JT-CoMP a large throughput,
increases. This explains the upturn for the curves of classes
A, B and C. For class D, when allocation preference 2 of
Table 5 is selected, a saturation point is noticed, because if
this demanding application class is selected by many UEs,
it is possible that many of them will be classified as edge
UEs. This means that the network will be densely populated
by edge UEs, resulting in a point beyond which the available
resources are not enough to satisfy the users’ throughput
needs. Results from Fig. 8, Fig. 9 and Fig. 11 indicate that
while game JT-CoMP will always provide throughput gains,
a large percentage of edge UEs in the network may result in
moderate to insignificant throughput gains compared to the
homogeneous edge UE case.

As for the third use case, Fig. 12 and Fig. 13 depict the
average per 10 TTIs throughput and effective SINR of the
selected moving UE (UE 4 in Fig. 3 and Fig. 4) respectively,
when game JT-CoMP is activated versus the conventional
JT-CoMP, GC JT-CoMP and no CoMP cases. We assume
that 10 TTIs correspond to an execution round and that the
integration is active. The UEmoved for 1490 TTIs from coor-
dinates x1 = 162m, y1 = −42m to x2 = 162m, y2 = −0.6m.
Table 6 provides a detailed description of the number of

FIGURE 13. Average moving UE effective SINR per 10 TTIs.

serving RRHs, the UE’s status and the execution rounds that
the proposed algorithm was activated throughout the user’s
movement. For the conventional JT-CoMP case, we assumed
two static clusters based on inter-RRH distance, where the
first one is consisted of RRHs 1-4 and the second one includes
RRHs 5-7. These clusters were chosen in a way that the
moving UE was always served by at least the same amount of
RRHs compared to the game JT-CoMP case. Table 7 shows
the serving RRHs for the moving user when the conventional
JT-CoMP case was considered. For the game JT-CoMP case,
at the first execution round, the moving UE acquired its edge
status and the proposed algorithm activated until execution
round 28. After a handover during execution round 33, the UE
was momentarily served by one RRH before the proposed
coalition formation algorithm was activated again and the UE
was served by two cooperating RRHs. At execution round
58 the UE was considered non-edge, so it was not served by a
coalition. The user regained its edge status at execution round
96, the coalition formation algorithm was reactivated and the
user was served by a coalition via JT-CoMP. Again, after a
handover at execution round 116, our proposed algorithmwas
activated again and this time a larger coalition was formed to
serve the moving UE. By observing Fig. 12 and Fig. 13, it is
clear that game JT-CoMP consistently benefited the moving
UE’s throughput throughout its movement, compared to the
no CoMP case, and was able to quickly assign cooperating
RRHs for its service, despite handovers and status changes.
As expected, the conventional JT-CoMP case benefited the
moving UE the most in terms of effective SINR. However,
the cooperating RRHs had to schedule RBs to a large number
of users due to large cluster size which did not allowed an
equivalent increase in the moving user’s throughput. This was
reflected in several execution rounds where the conventional
JT-CoMP case was outperformed by the game JT-CoMP case.
Furthermore, there were execution rounds that the moving
user’s throughput was lower even than the no CoMP case due
to RB scarcity. In terms of effective SINR, the GC JT-CoMP
scenario provided the second best values but again, resource
scarcity and the randomness of coalitions that emerge through
the greedy clustering algorithm did not result in an equivalent
increase in the user’s throughput.Moreover, the GC JT-CoMP
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TABLE 6. Description of moving UE’s status, serving RRH(s) and the
proposed algorithm’s actions for all the runs.

TABLE 7. Description of moving UE’s status and serving RRH(s) for the
conventional JT-CoMP case.

scenario gave the most inconsistent results, since the moving
UE’s throughput got high values in many execution rounds,
and throughput even below the no CoMP case in others.

It is noticeable that through the proposed coalition forma-
tion algorithm the moving user was not served by the RRHs
closest to each other as it can be seen e.g. for execution rounds
117-149, where RRH 5 served also the moving user. This val-
idates the proposed scheme’s intelligence in clustering deci-
sions, since it was able to form the most beneficial coalitions
of RRHs to serve the edge UEs, regardless of the distance
between them. Furthermore, the proposed scheme provided
the most consistent throughput improvements, while guaran-
teeing a moderate decrease in throughput for all non-edge
UEs.

Flunctuations of the UE’s throughput can be observed
in Fig. 12 when the proposed algorithm is activated after a
handover or status change, as the algorithm tried different
coalitions where some of them did not benefited the mov-
ing UE’s throughput. However, as JT-CoMP was applied,
the moving UE’s effective SINR was improved for all the
execution rounds compared to the no CoMP case.

From the results of Fig. 12, Fig. 13 and Table 6, it is
clear that in a realistically modelled/real environment, and
especially in an urban one, it is not guaranteed that a UE
will be served by the closest transmission point, as many
more propagation parameters affect the quality of the wireless
links besides distance. Also, in less than 50 meters covered
distance, two handovers happened, confirming the distinc-
tiveness of an urban small cell propagation environment.

Hardware limitations prevented the monitoring of the UE’s
behavior for a greater covered distance.

VIII. CONCLUSION
The JT-CoMP technique is an extremely important scheme
for modern wireless networks as the network densification
can increase severely the intercell interference for mobile
users in the cell edges. Moreover, as it is not enough to
increase a user’s SINR to guarantee better performance and
the available resources are limited, the clustering of transmis-
sion points for the JT-CoMP implementationmust be cautious
for a fair and reliable service of all the network’s users and the
satisfaction of backhaul capacity constraints.

In this article, a coalition formation game was formulated
to cluster the RRHs in a C-RAN based small cell scenario
where the user mobility is a factor and different users have
different throughput needs, depending on their application.
To accurately study our proposed coalition formation method
and JT-CoMP’s impact, simulations using output imported
from a fully deterministic physical layer planning tool were
run and compared to a case that empirical models were con-
sidered. Results verified that the realistic modeling provides
different results compared to simulationswith empirical mod-
els and that our proposed self-organization scheme was able
to provide consistent throughput gains for all the examined
cases. Furthermore, it was demonstrated that when the num-
ber of edge users becomes large, the throughput gains of our
proposed scheme can be limited.
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