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ABSTRACT Cognitive radio network (CRN) is developed to improve the scarce but under-utilized wireless
spectrum due to rapidly developing wireless networks. This paper proposes a reservation-based MAC
protocol for traffic having multiple classes of priorities in CRN. One channel called control channel is used
for contention resolution between secondary users (SUs). In this protocol, an SU having data packets with
different class of priorities transmits its control packet containing the priority value through the control
channel. The order of access to primary channels is determined based on the priority of the data packet and
the position of the non-colliding control packet. The access order determines the idle primary channel that
an SU uses to transmit its data packet. In this protocol, there is no performance degradation either from SUs
choosing a busy primary channel or multiple SUs choosing the same idle primary channel. Moreover, even
though the SU cannot transmit its data packet because there is no idle primary channel that the SU can utilize,
it can re-transmit its control packet without having concern over additional collision. Multi-state Markov
chain is used to analyze the throughput and performance of the proposed protocol and the analytical results
show that higher priority traffic can be transmitted first ahead of the lower priority traffic. Notwithstanding
the above, the maximum sum of the throughput of SUs with different classes of priorities is almost equal to
the available capacity, and therefore the proposed protocol can take advantage of almost all of the available
portion of primary channels.

INDEX TERMS Reservation MAC, multi-priority traffic, cognitive radio networks, multi-channel MAC
protocol, common control channel.

I. INTRODUCTION
Cognitive radio network (CRN) is developed to improve the
scarce but under-utilized wireless spectrum due to rapidly
developing wireless networks [1]. In CRN, licensed users
called primary users (PUs) and unlicensed users called sec-
ondary users (SUs) can both utilize the wireless spectrum.
Here, wireless spectrum is assigned to PUs, but a number
of SUs will try to utilize the wireless spectrum when the
spectrum is not in use by PUs. Therefore, a medium access
control (MAC) protocol is necessary in order for SUs to
use the available wireless spectrum. In [2]–[6], A number
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of MAC protocols in distributed CRN are proposed for a
wireless spectrum composed of a single-channel [2]–[6].

A number of MAC protocols in distributed CRN are pro-
posed for wireless spectrum divided into a number of slot-
ted non-overlapping channels [7]–[11]. In [7], a protocol is
proposed for SUs to share the spectrum opportunistically in
multi-channel distributed CRN. Here, a PU can transmit its
data packet whenever it wants through a primary channel that
is dedicated to itself. SUs will try to use the primary channels
while the channels are not used by PUs. It is assumed that
each SU has two transceivers, and exchanges its control
packet on an additional dedicated control channel by using
one transceiver. Moreover, it is assumed that time is slotted
with beacon intervals. In this protocol, an SU chooses a pri-
mary channel and then transmits the control packet containing
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the chosen channel number through the control channel. The
SU then tries to resolve the collision possibility when mul-
tiple SUs choose the same primary channel, by using the
CSMA/CA based contention resolution protocol defined in
IEEE 802.11. That is, in order for an SU to successfully
transmit its data packet, the chosen primary channel should
be idle, and the SU should also win the contention. In this
protocol, there is performance degradation due to the lack
of coordination between SUs. In other words, SUs cannot
know which primary channel will be used by other SUs
to transmit their data packets. Therefore, even though there
are several idle primary channels, an SU cannot transmit
its data packet either (1) when the SU chooses a busy pri-
mary channel, (2) when the SU loses the contention, or (3)
when control packet collision occurs. In [8], a random access
protocol based on multi-channel CSMA/CA is proposed in
multi-channel distributed CRN. Here, for the same reason
as mentioned above, there is no coordination between SUs
to use the idle primary channel. Therefore, performance can
be degraded either (1) when collision occurs due to several
SUs contending to utilize the same idle primary channel,
or (2) when an SU that loses the contention cannot trans-
mit its data packet despite there being several idle primary
channels. In [9], non-preemptive MAC protocol is proposed
in slotted distributed CRN. In [7]–[9], an SU chooses a pri-
mary channel first and then senses the status of the channel,
which incurs performance degradation. That is, there is no
coordination between SUs as described earlier. In [10], a fair
multi-channel assignment algorithm is proposed where an SU
tries to transmit multiple data packets through multiple idle
primary channels at the same time within a slot. In [9], [10],
if an SU transmits its control packet with no collision but
there is no idle primary channel, the SU should re-transmit its
control packet during the next slot, but when control packet
collision occurs, it cannot transmit its data packet even though
there are idle primary channels. In [11], a MAC protocol
is proposed that determines the order of access based on
the position of the non-colliding control packets in a slotted
multi-channel distributed CRN. That is, SUs with the first,
second and third order can transmit their data packets through
the first, second and third idle primary channels, respectively.
Therefore, in this protocol, performance does not degrade
since (1) SUs will not choose a busy primary channel, and (2)
several SUs will not choose the same idle primary channel.
Moreover, when an SU transmits its control packet without
collision and there is no primary channel that is idle, then
SU will re-transmit its control packet which will not collide
with others. In [12], a dynamic common control channel
based MAC protocol is proposed in the centralized CRN.
Here, when SUs transmits primary channel information to
Cognitive Radio Base Station (Co-BS), Co-BS allocates one
channel as a common control channel and assigns one idle
primary channel to an SU.

The protocols proposed in [7]–[12] assume that data pack-
ets transmitted by SUs have a single priority. However, for
example, if SUs try to transmit both (relatively) time-sensitive

traffic and non-time-sensitive traffic, then it is necessary
for a protocol to transmit data packets having traffic with
higher priority first ahead of those having traffic with lower
priority. A number of protocols are proposed to transmit
data packets having traffic with multiple classes of priorities
in slotted multi-channel CRN [13]–[18]. In [13], a mixed
preemptive/non-preemptive M/G/1 queueing model is pro-
posed in CRN. Here, interruption-based priority is considered
to characterize the spectrum usage with multiple handoffs in a
multi-class SUs. In [14], a dynamic load-balancing spectrum
decision mechanism is proposed in which a load-balancing
controller allocates packets with 2 different classes of priority
transmitted by SUs to available primary channels. In [15],
an energy-efficient dynamic channel access mechanism is
proposed in which the cluster header in cognitive radio sensor
network (CRSN) allocates one of the idle primary channels
to a sensor node based on the priority of its data packet and
energy consumption. In [16], a reservation channel access
scheme and channel aggregation method is proposed to mini-
mize starvation of low-priority SUs. Here, PUs have preemp-
tive priority over SUs, and high-priority SUs have preemptive
priority over low-priority SUs. In this paper, in order to
minimize starvation, (1) a low-priority SU can aggregate a
certain number of idle primary channels to transmit its data
packet and (2) a certain number of channels are reserved for
low-priority SUs. In [17], a scheduling algorithm is proposed
in vehicular ad hoc network (VANET). Here, a road-side
unit (RSU) allocates the whole dedicated short range com-
munication (DSRC) spectrum channel to high-priority traffic
such as safety traffic approaching the expiration time and then
allocates an idle cognitive channel to low-priority traffic such
as the infotainment traffic. In [18], a spectrum handoff pri-
oritization using preemptive/non-preemptive based dynamic
spectrum access is proposed. However, the protocols pro-
posed in [13]–[18] consider the transmission of data packets
having traffic with multiple classes of priorities in a central-
ized CRN environment. In a centralized environment, each
SU is connected to a central controller based on a one-to-one
connection forming a star topology. Therefore, data packets
transmitted by an SU do not collide with others and the
central controller stores the data packets sent by SUs based on
their priority. After that, the controller transmits stored data
packets through idle primary channels based on the priority.
Therefore, such protocols cannot be applied to the distributed
CRNwhere there is no such central controller. In a distributed
cognitive radio network, there are few mechanisms for SUs
to transmit data packets with multiple classes of priorities.
In [18], a dynamic spectrum access (DSA) protocol is pro-
posed for SUs to transmit data packets having traffic with two
different classes of priorities in the distributed slotted multi-
channel CRN. Here, SU chooses one of the idle primary
channels (similar to method proposed in [8]). The SU then
proceeds with contention resolution to avoid any collision
possibility that may arise when other SUs have chosen the
same primary channel. Here, SUs having high-priority data
packets use shorter arbitration inter-frame sequence (AIFS)
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and smaller counter window (CW) than that of the SUs having
low-priority data packet. In this protocol, for example, if there
are 2 idle primary channels and 2 SUs choose the same
channel, there is performance degradation in the following
two cases. First, when collision occurs at the channel, none
of the 2 SUs can transmit their data packets. Second, when an
SU wins the contention, the other SU cannot utilize any other
idle primary channel to transmit its data packet.

In this paper, we propose a reservation based MAC proto-
col in order to transmit data packets having traffic with multi-
ple classes of priorities in a slotted multi-channel distributed
CRN by extending the protocol proposed in [11]. Here, one
channel called control channel is used for contention resolu-
tion between SUs. In this protocol, an SU having a data packet
transmits its control packet containing the priority value of
the data packet through the control channel. The order of
access to primary channels is determined based on the priority
and the position of the non-colliding control packet. The
advantages of the protocol proposed in this paper are as
follows: First, data packets having traffic with higher-priority
can be transmitted first over those having traffic with lower-
priority. Second, there is no performance degradation either
from SUs choosing a busy primary channel or from collision
possibility of multiple SUs choosing the same idle primary
channel. Third, if SU transmits its control packet without
collision but there is no idle primary channel, then the SU
can re-transmit its control packet through the control channel
without the concern over additional collision at the control
channel. Finally, a new node can enter the network at any
time and can know the status of the network by monitoring
the common control channel during one slot.

The paper is organized as follows. Section II describes the
operation of the proposed reservation protocol. The through-
put and delay of the proposed protocol are analyzed by using a
multi-state Markov chain in Section III. Section IV describes
numerical results and Section V concludes the paper.

II. RESERVATION-BASED MAC PROTOCOL FOR TRAFFIC
WITH MULTI-PRIORITY
In this paper, we consider a single-hop network with N + 1
non-overlapping channels having identical bandwidths and
propagation characteristics [10], [19]. N number of different
primary channels are used for N number of different PUs to
transmit their data packets. Every primary channel is either
in an idle or a busy state according to whether a PU uses
the channel to transmit its data packet. Therefore, an SU can
utilize a primary channel while it is not being used by a PU.
There is one additional channel functioning as a common
control channel [7], [9]–[11], [20]. All channels are slotted,
and the size of a slot is equal to the size of the data packet
sent by PUs [7]–[11], [20]. Let ζ be the time spent to sense a
primary channel. Let η be the time spent to sense all primary
channels [8], [10], [11]. Then, η = N × ζ . η is equal to
‘‘sensing result period’’ defined in Reference [10]. One slot
of the control channel is comprised of η and k minislots.
Whenever a data packet arrives at an SU, the SU transmits its

control packet through the control channel based on a slotted
ALOHA protocol to determine the access order. The data
packet is used to transmit the upper layer traffic with different
classes of priorities. An SU can transmit its control packet
through one minislot. The source address of the SU and the
priority value are contained in a control packet. The control
packets sent by SUs are used to determine the order of access
to primary channels based on the priority and position.

It is assumed that SUs are equipped with dedicated
sensors (DSs) that are solely used to sense the spec-
trum [10], [20]. This enables SUs to focus on a dynamic chan-
nel access mechanism. Moreover, it is assumed that each SU
is equipped with two transceivers: one for data transmission
and the other is tuned to primary channels during η period
and then tuned to the control channel during the remaining
time of a slot. Moreover, SU is assumed to have no more than
one data packet at a time. Figure 1 shows the flow chart of the
operation of the protocol for transmitting data packets having
traffic with different classes of priorities proposed in this
paper. Each SU can be in one of the five states: idle, sensing,
sending and sensing, reserving and sensing, and transmitting.

(1) Idle
When a data packet arrives at an SU in idle state at
the beginning of a slot, the SU changes its state to the
sensing state.

(2) Sensing
An SU in a sensing state monitors the control channel,
counts the number of non-colliding control packets
within a slot, and then changes its state to sending
and sensing state. Here, non-colliding control packet
is defined as a control packet not colliding with others.
Whether or not a control packet collides with others can
be determined, for example, through the calculation of
cyclic redundancy check (CRC) included in the control
packet. Assume that there are l non-colliding control
packets in a slot.

(3) Sending and sensing (S&S)
An SU in a sending and sensing state (called S&S
SU) senses primary channels during η period of a
slot to check how many primary channels are idle.
Here, n(n ≤ N ) primary channels are assumed to be
idle. Then, the SU can know that the first m(m =
max(0, l − n)) minislots are used by SUs in the R&S
state, as defined below. The SU chooses one of the
remaining (k − m) minislots randomly and then trans-
mits its control packet through the chosen minislot
of the control channel. Moreover, the SU monitors
the control channel during the slot to know the status
of its control packet. If the control packet collides
with others, then the SU remains in this state and
repeats the operation described herein. Otherwise, the
SU counts the number of non-colliding control packets
with higher priorities than the priority value contained
in the control packet sent by the SU, and also counts
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FIGURE 1. Flow chart of SU’s operation to support multi-priority traffic.

the order of the control packet transmitted by the SU
among control packets having the same priority.
Assume that there are a non-colliding control packets
with higher priorities and the control packet sent by the
SU is b-th non-colliding control packet among those
having the same priority. Then, the SU considers that
it is given j(j = (a + b))-th order of access to primary
channels. It then changes its state to the reserving and
sending state.

(4) Reserving and sensing (R&S)
An SU in reserving and sending state (called R&S SU)
with j-th access order senses primary channels during
η period to check how many primary channels are idle.
Here, assume that n primary channels are idle. Then
at most n R&S SUs can transmit their data packets
based on the order of access. For example, the SU
having the first order of access can transmit its data
packet through the first idle primary channel, and the
SU having the second access order can transmit its data
packet through the second idle primary channel, and so
forth. If n < j, the SU knows that it cannot transmit its
data packet because its access order falls behind. Then
the SU transmits its control packet through (j− n)-th
minislot of the next slot. And this control packet
always becomes a non-colliding control packet. Oth-
erwise, the state of the SU is changed to a transmitting
state.

(5) Transmitting
An SU in transmitting state (called transmitting SU)
transmits its data packet through j-th primary channel
and then changes its state to an idle state.

Fig. 2 shows an example of the operation of the protocol
for transmitting multi-priority data packets proposed in this
paper. In Fig. 2, there are 3 primary channels. chi represents
i-th primary channel. One slot of the control channel is com-
prised of η and 6 minislots. At the beginning of slot t , when
a data packet arrives at an SU in an idle state, the SU changes
its state to Sensing state and monitors the control channel
during slot t in order to count the number of non-colliding
control packets. At slot t , there are three non-colliding control
packets. The source addresses included in the non-colliding
control packets are D, B and A, and their priorities are 3,
2 and 1, respectively. Therefore, the order of access to the
primary channels becomes A, B and D based on the priority
and the position of the non-colliding control packets, and their
states become R&S state. At slot (t+1), SUs in S&S or R&S
state sense ch1 during the first ζ period to find out whether
the channel is idle or not. Because ch1 is sensed to be busy,
they proceed to sense ch2 during the second ζ period. Because
ch2 is also busy, SUs in S&S or R&S state proceed to sense
ch3 during the third ζ period. ch3 is also busy and it is the
last primary channel. SUs in R&S state transmit their control
packets based on the access order at the next slot. That is, SUs
A, B and D transmit their control packets through the first,
second and third minislots in slot (t + 1), respectively. SUs
in sensing state count the number of non-colliding control
packets during slot t and can know that there are 3 non-
colliding control packets. They change their states to S&S
state. SUs in S&S state check how many primary channels
are idle by sensing the primary channels during η period of
slot (t + 1). Because there is no idle primary channel, they
can know that the first 3 minislots are reserved by SUs in
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FIGURE 2. Example operation of the reservation MAC protocol for supporting multi-priority traffic.

R&S state. Each of SUs in S&S state randomly chooses one
of the remaining 3 minislots and transmits its control packet
through the chosen minislot. Two control packets transmitted
by SUs in S&S state do not collide in slot (t + 1). Their
state is then changed to R&S state. Their source addresses
are C and E and priorities are 2 and 1, respectively. Control
packet transmitted by E is the second control packet among
those having 1st priority, and therefore SU E can transmit
its data packet through the second idle primary channel.
Meanwhile, there are 2 SUs having higher priority than C
(that is, A and E) and control packet transmitted by C is the
second control packet among those having the same priority.
Therefore, SU C can know that it is given 4th access order.
That is, the order of access to primary channels becomes A,
E, D, C and B. These five SUs (including SUs in S&S state)
sense all primary channels from the first to the last, to know
how many channels are idle during η period of slot (t + 2).
In this slot, all primary channels are idle. Therefore, SUs A,
E and C transmit their data packets through the first, second
and third primary channels, respectively. SUs C and B can
know that SUs A, E and D can transmit their data packets, and
that SUs C and B cannot transmit their packets because their
access orders fall behind. SUs C and B transmit their control
packets through the first (that is 4− 3 = 1) and second (that
is 5 − 3 = 2) minislots, respectively. Those control packets
will always be non-colliding control packets. The reason is
as follows. There are 5 non-colliding control packets at slot
(t + 1) and 3 idle primary channels at slot (t + 2). Therefore,
three SUs in R&S state can transmit their data packets during
slot (t + 1) and remaining 2 SUs will transmit their control
packet through the first 2 minislots of the same slot. At slot
(t + 2), each of SUs in S&S state randomly chooses one
of the remaining 4 minislots (that is, 3rd to 6th minislots)
and transmits its control packet through the selected minislot.

Here SUs F and G can successfully transmit their control
packets without collision and their priorities are 2 and 1,
respectively. Then, the order of access to primary channels
becomes G, C, F and B at the end of slot (t+2). At slot (t+3),
two primary channels are idle. SUs G and C can transmit their
data packets and SUs F and B transmit their control packets
through the first and second minislots, respectively. By using
the operation described above, SUs having data packets with
higher priority can transmit their data packets first, among
SUs whose control packets are non-colliding control packets.

III. PERFORMANCE ANALYSIS
Even though the size of SU’s data packet is smaller than the
size of one slot η, in order to simplify the throughput analysis,
it is assumed that the size of the SU’s data packet is equal
to that of one slot. The accurate throughput of the protocol
can be calculated by multiplying the result of the throughput
obtained below by (1−η) [11].Moreover, it is assumed that an
SU transmits data packets having a specific class of priority.
There are Mi(i = 1, · · · , p) SUs that try to transmit data
packets having i-th priority. Here, 1 means highest priority
and p represents the lowest priority.MoreoverM =

∑p
i=1Mi.

Table 1 shows the notations used in this section.
Assume that λ is the probability that an SU in an idle

state can get a new data packet per each slot. Moreover, let
Parr (i|j) be the probability that new data packets arrive at i
among j SUs in idle state per each slot. Then, Parr (i|j) can be
calculated as follows:

Parr (i|j) =
(
j
i

)
λi(1− λ)j−i. (1)

where (
j
i

)
=

j!
i!(j− i)!

for j ≥ i ≥ 0.
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TABLE 1. Notations used in this paper.

Each primary channel is assumed to be busy with proba-
bility µ per each slot. Let Pprim(i) be the probability that i
primary channels are busy per each slot. Then Pprim(i) can be
obtained as follows:

Pprim(i) =
(
N
i

)
µi(1− µ)(N−i). (2)

Let Psucc(i|j) be the probability that i among j SUs become
transmitting SUs that transmit their data packets. Then,
Psucc(i|j) can be obtained as follows:

Psucc(i|j)

=


0 if i > min(k,N , j)
1 else if j = 0
Pprim(N − i) else if i < j

{1−
∑i−1

l=0
Pprim(l) } otherwise.

(3)

Moreover, let Q(m, i, j) be the probability that only i con-
trol packets become non-colliding packets when j control
packets are transmitted through m minislots randomly. Then
Q(m, i, j) can be obtained as follows:

Q(m, i, j) =
1
mj
×

(
m
i

)(
j
i

)
i!
min(m−i,j−i)∑

s=0

(−1)s

×

(
m-i
s

)(
j-i
s

)
s! (m− i− s)j−i−s. (4)

Let ai, bi, c, d be the numbers of SUs having i-th priority
in transmitting state, the number of SUs having i-th priority
in R&S state, SUs in S&S state and SUs in sensing state just
before the first minislot within a slot of the control channel,
respectively. Then the system can be modeled as a multi-state
Markov chain. Define π(a1,··· ,ap,b1,··· ,bp,c,d) be the probability
that there are a1 SUs having the first priority in transmitting

state, · · · , ap SUs having the p-th priority in transmitting state,
b1 SUs having the first priority in R&S state, · · · , bp SUs
having the p-th priority in R&S state, c SUs in S&S state and
d SUs in sensing state just before the first minislot within a
slot of the control channel when the system has reached the
steady state. Also, let P(e1,··· ,ep,f1,··· ,fp,g,h)(a1,··· ,ap,b1,··· ,bp,c,d)
denote the conditional probability that there are e1 SUs hav-
ing the first priority in transmitting state, · · · ep SUs having
the p-th priority in transmitting state, f1 SUs having the first
priority in R&S state, · · · , fp SUs having the p-th priority
in R&S state, g SUs in S&S state and h SUs in sensing
state just before the first minislot within a slot of the control
channel, given that there are a1 SUs having the first priority
in transmitting state, · · · , ap SUs having the p-th priority in
transmitting state, b1 SUs having the first priority in R&S
state, · · · , bp SUs having the p-th priority in R&S state, c
SUs in S&S state and d SUs in sensing state just before the
first minislot within the previous slot of the control channel. If
we can calculate P(e1··· ,ep,f1,··· ,fp,g,h)(a1,··· ,ap,b1,··· ,bp,c,d), then
π(a1,··· ,ap,b1,··· ,bp,c,d) can be calculated as follows.

5 = 5P and
min(M1,N ,k)∑

a1=0

· · ·

min(Mp,N−
∑p−1

i=1 ai,k−
∑p−1

i=1 ai)∑
ap=0

min(M1−a1,k−
∑p

i=1 ai)∑
b1=0

· · ·

min(Mp−ap,k−
∑p

i=1 ai−
∑p−1

i=1 bi)∑
bp=0

M−
∑p

i=1(ai+bi)∑
c=0

· · ·

M−
∑p

i=1(ai+bi)−c∑
d=0

π(a1,··· ,ap,b1,··· ,bp,c,d) = 1 (5)

where

5 = {π(a1,··· ,ap,b1,··· ,bp,c,d)} and

P = {P(e1,··· ,ep,f1,··· ,fp,g,h)(a1,··· ,ap,b1,··· ,bp,c,d)}.

SUs in transmitting state transmit their data packets in a
slot and then their states are changed to idle state at the end
of the slot. Therefore, SUs in transmitting state can be treated
as SUs an in idle state. In order to be h sensing SUs at the
next slot, each of h SUs among (M − b1 − · · · − bp − c− d)
idle SUs should get a data packet and the probability becomes
Parr (h|M−b1−· · ·−bp−c−d). The state of d sensing SUs
in a slot is changed to S&S state at the next slot. Moreover,
SUs among c SUs in S&S state remain in the S&S state
when the control packets sent by SUs collide with others.
Therefore, in order to be g S&S SUs at the next slot, control
packets transmitted by (g − d) SUs among c sensing SUs
should collide with others, and remaining (c−(g−d)) control
packets should not. Because there are (b1 + · · · + bp) SUs
in R&S state, each of the SUs in S&S state can randomly
choose one among remaining (k − b1 − · · · − bp) minislots.
Therefore, when each of c sensing SUs chooses one among
(k − b1 − · · · − bp) minislots randomly and transmits its
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control packet through the chosen minislot, the probability
that (c−(g−d)) control packets become non-colliding control
packets is equal to Q(k − b1 − · · · − bp, c − (g − d), c).
When there are bi SUs having i-th (i = 1, · · · , p) priority
in R&S state, the number of SUs with i-th priority among
(c − (g − d)) SUs whose control packets are non-colliding
should be (ei+ fi−bi), in order for the number of SUs having
i-th priority in transmitting or R&S states to be (ei + fi).
Let Pprio(e1 + f1 − b1, · · · , ep + fp − bp|c − (g − d)) be
the probability of the number of SUs having i-th priority to
be (ei + ei − bi)(i = 1, · · · , p), out of (c − (g − d)) SUs
whose control packets are non-colliding packets. Pprio(e1 +
f1 − b1, · · · , ep + fp − bp|c − (g − d)) can be calculated as
follows. Assume that there are bi SUs with i-th priority in
R&S state just before the first minislot of a specific slot of
the control channel. Then, there are (Mi−bi) SUs having i-th
priority not in R&S state. The probability of (Mi − bi) SUs
among (M1 − b1 + · · · +Mp − bp) SUs not in R&S state to
be SUs having i-th priority is equal to (Mi − bi)/(M1 − b1 +
· · · +Mp− bp) = (Mi− bi)/(M − b1− · · · − bp). Therefore,

Pprio(e1 + f1 − b1, · · · , ep + fp − bp|c− (g− d))

=
(c− (g− d))!

(e1 + f1 − b1)! · · · (ep + fp − bp)!

× (
M1 − b1

M − b1 − · · · − bp
)(e1+f1−b1)

· · ·

× (
Mp − bp

M − b1 − · · · − bp
)(ep+fp−bp) (6)

where

c− (g− d) =
p∑
i=1

(ei + fi − bi).

Moreover, (e1 + · · · + ep) among (b1 + · · · + bp + c −
(g − d)) SUs in R&S states can be SUs in transmitting state
with the probability of Psucc((e1+ · · · + ep)|(b1+ · · · + bp+
c − (g − d))). Here, fp should be equal to (c − (g − d) +∑p

i=1(bi−ei)−
∑p−1

i=1 fi) because the number of SUs in R&S
with higher-priority is equal to

∑p−1
i=1 fi. Moreover, in case

that fi(i = 1, · · · , p−1) does not equal to 0, SUs having lower
priority than i-th priority in R&S state should not transmit
their data packets. That is, either fi(i = 1, · · · , p−1) or ej(j =
i+ 1, · · · , p) should be equal to 0.
P(e1,···ep,f1,··· ,fp,g,h)(a1,··· ,ap,b1,··· ,bp,c,d) can be calculated as

follows:

P(e1,···ep,f1,··· ,fp,g,h)(a1,··· ,ap,b1,··· ,bp,c,d)
= Parr (h|M − b1 − · · · − bp − c− d)

×Q(k − b1 − · · · − bp, c− (g− d), c)

×Pprio(e1 + f1 − b1, · · · , ep + fp − bp|c− (g− d))

×Psucc((e1 + · · · + ep)|(b1 + · · · + bp + c− (g− d))).

(7)

Let STi be the system throughput for SUs having i-th
priority that is defined by the number of data packets having

i-th priority transmitted in a slot. Then,

STi

=

min(M1,N ,k)∑
a1=0

· · ·

min(M0,N−
∑p−1

i=1 ai,k−
∑p−1

i=1 ai)∑
ap=0

min(M1−a1,k−
∑p

i=1 ai)∑
b1=0

· · ·

min(M2−a2,k−
∑p

i=1 ai−
∑p−1

i=1 bi)∑
b2=0

M−
∑p

i=1(ai+bi)∑
c=0

· · ·

M−
∑p

i=1(ai+bi)−c∑
d=0

aiπ(a1,··· ,ap,b1,··· ,bp,c,d). (8)

LetDi be the average delay of the data packets transmitted by
SUs having i-th priority. thenDi can be calculated as follows:

Di =
Mi

STi
−

1
λ
+ 1. (9)

IV. NUMERICAL RESULTS
In this section, we investigate the performances for the pro-
posed protocol presented in Section 3 and simulation pro-
grammed in C language was used to verify the results of the
analysis. Table 2 shows the simulation parameters used in this
section. We assume that the value of Mi(i = 1, · · · , p) is the
same in order to compare the throughput and delay perfor-
mance between SUs having i different priorities. That is,M =∑p

i=1Mi. Fig. 3 shows the throughput and delay performance
for various N . In Fig.3, ‘‘high’’ stands for high-priority SU
and ‘‘low’’ stands for low-priority SU. Moreover, ‘‘anal’’ and
‘‘sim’’ stand for the results of analysis and simulation, respec-
tively. If N = 1 and µ = 0.3, then the maximum capacity
that SUs can utilize is 0.7. Under a low load, there is small
number of SUs that transmit control packets, and therefore
the probability of control packets colliding with others is
also small. Therefore, if there is any primary channel that is
idle, an SU can transmit its data packet irrespective of the
priority. As the arrival rate increases, the number of control
packets that SUs transmit also increases. In this case, even
though control packets transmitted by SUs can be transmitted
with no collision, not all SUs in R&S state can transmit
their data packets due to the limited available capacity of
the primary channel. In such case, high-priority data packets
can be transmitted first ahead of those that have low-priority.
Hence, low-priority SUs have to defer the attempt to transmit
their data packets. The high-priority SUs, therefore, can get
higher throughput performance over low-priority SUs. At the
high load, the difference in the throughput between SUs
having different priorities decreases. The reason is as follows.
Assume that k = 5 and there are 2 low-priority SUs in R&S
state that failed to send data packets at a certain slot. Those
SUs would then transmit their control packets through the
first 2 minislot of the next slot. Here, assume that each of the
remaining 8 SUs selects one of the remaining 4 minislots ran-
domly and transmits its control packet through the minislot

185836 VOLUME 8, 2020



J. Lee: Efficient Reservation-Based MAC Protocol for Multi-Priority Traffic

TABLE 2. Simulation parameters.

FIGURE 3. Throughput and delay versus λ for various N .

that was chosen. In this case, the probabilities that 1 or 2 con-
trol packets are transmitted without collision are 0.417 and
0.0256 by the Q function, respectively. If we ignore the prob-
ability of 2 control packets being successfully transmitted,
then with the probability of 0.417, only one control packet
will become a non-colliding control packet. The probability
that the SU is a high-priority SU is 5/8. That is, the probability

that one of the high-priority SUs can transmit its control
packet without collision is about 0.26. Moreover, with the
probability of 0.74, either one of control packets transmitted
by low-priority SUs becomes non-colliding control packet,
or all control packets sent by 8 SUs collide with each other.
In this case, with the probability of 0.74, one of the SUs
in R&S state can transmit its data packet through the idle
primary channel even though it is a low-priority SU. Notwith-
standing the above, the maximum sum of the throughput of
high-priority SUs and that of SUs with low-priority is almost
0.7, and we can utilize almost all of the available capacity of
the primary channel. In the meantime, when N = 3, more
data packets can be transmitted, and the number of SUs in
R&S state decreases. Therefore, among SUs in R&S state, the
number of SUs remaining in the R&S state again decreases.
In this case, the number of available minislots that SUs in
S&S state can choose increases. In such case, the number of
non-colliding control packets sent by SUs also increases and
SUs can transmit their data packets. Therefore, high-priority
SUs get higher throughput than the low-priority SUs but the
difference decreases.

Fig. 3(b) shows the delay versus arrival rate for various
number of primary channels.WhenN = 3, having an average
number of idle primary channels of 2.1 is relatively sufficient.
Therefore, if the control packet transmitted by an SU does
not collide with others, then the SU can transmit its own
data packet regardless of the priority of the data packet.
In this case, the difference in delay performance between
high-priority SUs and low-priority SUs is not large. On the
other hand, when N = 1 and in high load region, even
though the control packet transmitted by an SU does not
collide with others, the SU may remain in the R&S state due
to the lack of primary channels sensed to be idle. Therefore,
higher priority SUs can transmit its data packet first before
the ones with lower priority as long as there is an idle primary
channel, and therefore, higher priority SU can get lower delay
performance.

Fig. 4 shows throughput and delay comparisons between
the protocol proposed in this paper (represented by RbMAC)
and the protocol presented in Reference [18] (represented by
DSA). The throughput and delay of DSA are obtained by
using a simulation. ‘‘Sum’’ stands for the sum of the through-
puts of high-priority SUs and low-priority SUs. In [18], one
slot of a primary channel is sub-divided into multiple sub-
channels. However, here we assume that an SU can transmit
only one data packet per slot for the purpose of performance
comparison. Moreover, in [18], AIFS = 1 and CW = 2 for
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FIGURE 4. Throughput and delay comparisons between protocol
proposed in this paper and the protocol presented in Ref. [18].

high-priority SUs, and AIFS=2 and CW=3 for low-priority
SUs. That is, one slot of a primary channel is comprised of
η period, 5 minislots and the size of the data packet sent
by SUs. However, for throughput comparison, we assume
that throughput is defined as the number of data packets
transmitted by SUs per slot. As shown in Fig. 4(a), in low
load region, DSA shows higher sum of throughput of high-
and low-priority SUs compared to that obtained in RbMAC.
The reason is as follow. In the low load region, the probability
of SU’s packet collision is also low. In DSA, when a data
packet arrives in an SU at the beginning of a slot, the SU can
transmit its data packet within the same slot through one of the
idle primary channels, and the data packet can be transmitted
without collision. On the other hand, in RbMAC, when a
data packet arrives in an SU at the beginning of a slot, the

SU monitors control channel during the same slot, transmits
its control packet at the next slot, and then at the next slot,
can transmits its data packet through one of the idle primary
channels. That is, in RbMAC, if a data packet arrives at an
SU, the SU can transmit its data packet only after two slots
have passed. Therefore, RbMAC incurs lower throughput
performance compared to that of DSA. On the other hand,
as load increases, collision possibility at a primary channel
becomes a dominant factor. In DSA, data packet can collide
in the primary channel, but in RbMAC, data packet collision
does not occur in the primary channel. Therefore, the RbMAC
obtains higher throughput compared to DSA. Moreover, the
maximum sum of throughput in case of RbMAC is much
higher than that in the case of DSA. In the meantime, dif-
ference between the throughput of high-priority SUs and one
of low-priority SUs in case of RbAMC is not large compared
to DSA. The reason is that in RbMAC, an SU transmits its
control packet through the control channel in order to transmit
the data packet, and control packet collision is independent
of the priority level. On the other hand, in DSA, SU with
different priority uses different AIFS and CW values and
therefore throughput difference between high-priority SUs
and low-priority SUs is quite large. Figure 4(b) shows the
delay comparison between the two protocols. As explained
above, under a low load region, data packets in the case of
DSA mechanism can be transmitted within an earlier time
than that of RbMAC. Therefore, DSA can obtain lower delay
performance compared to RbMAC. However, as the load
increases, the delay experienced by the low-priority SU in
the case of DSA mechanism increases rapidly. Also, in the
high-load region, low-priority SUs in case of DSA mecha-
nism suffer from starvation. In the meantime, in RbMAC,
the SUs transmit control packets through a common control
channel regardless of priority. Only SUs having transmitted
control packets without collision can transmit data pack-
ets over the idle primary channels according to the priority
and order of the non-collision control packets. Therefore,
the delay difference experienced between the high priority
SUs and the low priority SUs is much smaller than that of
the DSA.

Fig. 5 shows the throughput for SUs for a number of
minislots in a single slot. Fig. 5 also shows the throughput
for SUs with a single priority presented in Reference [11].
The number of minislot is closely related to whether the
transmitted control packets become non-colliding or not. A
small number of minislots means higher chances of colli-
sion, and large number of minislots means that control pack-
ets can be transmitted without collision. As the number of
non-colliding control packets increases, the number of high-
priority SUs that transmitted control packets without collision
also increases. High-priority SUs in the transmitting state
return to the idle state after having transmitted their data
packets, and also change to the sensing state when data pack-
ets arrive. Therefore, as the number of minislots increases,
the probability of high-priority SUs transmitting their data
packets first ahead of low-priority SUs also increases and the
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FIGURE 5. System throughput versus λ for various k .

FIGURE 6. System throughput versus λ for various M.

throughput difference becomes larger between high-priority
SU and low-priority SU.

Fig. 6 shows the throughput for SUs for various M . As M
increases, the number of control packets transmitted also
increases. As the number of control packets transmitted
increases, the collision possibility also increases and the
number of non-colliding control packets decreases. That is,
in this case, whether or not the control packets transmit-
ted are non-colliding packets becomes the dominant factor.
Therefore, the throughput difference is reduced between SUs
having different priorities in a low load where number of
control packets transmitted is small, and in high load where

FIGURE 7. System throughput versus λ for various µ.

collision occurs across control packets. Only under the mid-
dle load, high-priority SUs can get higher throughput than
SUs with low-priority. In the meantime, when M is small,
the probability that control packets collide with others is also
small, and data packets of high-priority SUs can be transmit-
ted before those of low-priority SUs. However, as described
earlier, when low-priority SUs in R&S state cannot transmit
their data packets due to small number of idle primary chan-
nels, they will transmit their control packets at the next slot.
In this case, the probability that control packets transmitted
by SUs in S&S state collide with each other increases due
to the reduced number of available minislots. The control
packet is transmitted based on a slotted-ALOHA protocol
and high-priority SUs can transmit their data packets only
when their control packets are non-colliding control packets.
Therefore, high-priority SUs cannot always transmit their
data packets first over low-priority SUs.

Fig. 7 shows throughput for SUs for different µ. When
µ = 0.1, most of the primary channels are idle. That
is, when control packets sent by SUs in S&S state are
non-colliding control packet, they can transmit data packets
through idle primary channels. Therefore, the throughput
difference between SUs with different priorities is small.
Meanwhile, when µ = 0.5 and N = 3, on average 1.5
primary channels are idle. That is, on average 1.5 SUs in R&S
state can transmit their data packets. Therefore, high-priority
SUs among SUs in R&S state can transmit data packets
first and high-priority SUs can get higher throughput than
low-priority SUs.

Fig.8 shows the throughput and delay performance
obtained by using a simulation when there are 4 classes of
priorities (that is, p = 4). Whenever an SU with higher
priority transmits its control packet without collision, the SU
can firstly transmit it data packet through one of the idle
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FIGURE 8. Throughput and delay versus λ for 4 classes of priorities.

primary channels. In the meantime, an SU with the lowest
priority can transmit its control packet by using ALOHA
protocol, and whether or not the control packet collides with
others is independent of the priority level. However, even
though the control packet transmitted does not collide with
others, since the SU has lowest priority, it also is given the
lowest order to access the primary channels. Therefore, in the
low load region, as there are small number of SUs that try to
transmit their data packet, any SU can transmit its data packet
through one of idle primary channels independent of its pri-
ority. However, as the load increases, SU with higher priority
can first transmit its data packet once its control packet does
not collide with others. Therefore, In the high load region,
SU having the lower priority incurs lower throughput and
higher delay.

V. CONCLUSION
In this paper, a reservation MAC protocol was presented
for transmitting data packet having traffic with multiple
classes of priorities in a slotted multi-channel distributed
CRN. In this protocol, SUs use an additional control chan-
nel to coordinate the order of access to primary channels
between SUs. A slot of common control channel is further
comprised of the time spent to sense all primary channels
and a number of minislots. When a data packet arrives at
an SU, the SU counts the number of non-colliding control
packets by sensing one slot of the control channel. Moreover,
the SU senses primary channels and counts the number of
idle primary channels. The SU randomly chooses one of the
minislots among those that are not reserved by SUs in R&S
state. If the control packet is a non-colliding packet, then
the SU is given the order of access based on the priority
of data packets and the position of the control packet. The
access order determines the idle primary channel that an
SU uses to transmit its data packet. In this protocol there is
no performance degradation either from SUs choosing the
busy primary channel or multiple SUs choosing the same
idle primary channel. Moreover, even though the SU cannot
transmit its data packet because there is no idle primary
channel that the SU can utilize, it can re-transmit its control
packet without the concern over additional collision. We
analyzed the throughput and delay of the proposed protocol
by using the multi-state Markov chain and derived the numer-
ical results for various system parameters. Numerical results
show that high-priority data packets can be transmitted first
ahead of the lower-priority ones. Notwithstanding the above,
the maximum sum of the throughput of SUs with different
classes of priorities is almost equal to the available capacity,
and therefore the proposed protocol can take advantage of
almost all of the available portion of primary channels. The
future work will involve extending the protocol so that higher
priority SUs can have access priority to the common control
channel over lower priority SUs.
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