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ABSTRACT In this article, we implement fast and power-efficient training hardware for convolutional neural
networks (CNNs) based on CMOS invertible logic. The backpropagation algorithm is generally hard to
implement in hardware because it requires high-precision floating-point arithmetic. Even though parameters
of CNNs can be represented by fixed points or even binary during inference, it is still represented by floating
points during training. Our hardware uses low-precision data representation for both inference and training.
For hardware implementation, we exploit CMOS invertible logic for training. The use of invertible logic
enables logic circuits to compute probabilistic bidirectional operation (forward and backward modes) and
can be implemented by stochastic computing. The proposed hardware obtains parameters of neural networks
such as weights directly from given data (an input feature map and a true label) without backpropagation. For
performance evaluation, the proposed hardware is implemented on an FPGA and trains a binarized 2-layer
convolutional neural network model using a modifiedMNIST dataset. This implementation shows an energy
efficiency improvement of approximately 134x compared to that of a CPU implementation that executes the
training of the same model as that used in the proposed hardware. Training on the proposed hardware is
approximately 40x faster than training on the CPU using the backpropagation algorithm while maintaining
almost the same cognition accuracy.

INDEX TERMS CMOS invertible logic, neural network, stochastic computing.

I. INTRODUCTION
Advances in the development of deep neural networks
(DNNs) [1] have led to the explosive growth of their use in AI
applications such as image cognition [2] and speech cognition
[3]. The growth of in the use of DNNs has led to a demand
for deep-learning (DL) hardware accelerators for inference
and training that are two main processes of DNNs. Hard-
ware accelerators for inference have been implemented using
field-programmable gate arrays (FPGAs) [4] or application
specific integrated circuits (ASICs). In addition, the pro-
cess of inference can be simplified through low-precision
computing such as fixed-point arithmetic [5] or binary pre-
cision [6], [7]. For example, inference of binarized neural
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networks (BNNs) can be implemented by XNOR gates and
bit counters because of binarized activations and weights [6].

However, the hardware for training has less focus than that
for inference [8]. A general algorithm of training DNNs is
backpropagation [9], which requires floating-point computa-
tions. Even BNNs that use binarized weights during infer-
ence require floating-point computations for their training
[6]. Several studies on training hardware using the back-
propagation algorithm have recently been reported [10]–[12].
Training using a hardware accelerator [10], [11] shows
insufficient improvement in terms of latency compared
to the improvement obtained for inference carried out
on the same accelerator. Moreover, these works require
floating-point arithmetic during training even though they
represent low-precision data during inference.

In traditional training, parameters of the DNNs, such as
weights, are updated by error propagated backward, which
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is represented by floating-point arithmetic. Backpropaga-
tion performs many floating-point computations, and thus,
it is difficult to implement the training hardware with back-
propagation. Usually, training processes are accelerated by
graphical processing units (GPUs) based on floating-point
processing-oriented architectures. However, the GPU-based
acceleration is still time-consuming (e.g., several days)
when training a large number of data and has high power
consumption [13].

In this article, we implement energy-efficient training
hardware using CMOS invertible logic. Invertible logic pro-
vides a capability for probabilistic bidirectional operations
(forward and backward modes) [14] using a nanomagnetic
device model [15] and a Boltzmann machine [16]. The device
model can be implemented by a magnetic tunnel junctions
[17] or approximated by stochastic computing that repre-
sents CMOS invertible logic [18]. In our previous study,
the hardware implementation of CMOS invertible logic was
limited to training hardware for a single binarized percep-
tron [19]. In this work, the application of the training hard-
ware is expanded to binarized convolutional neural networks
(BCNNs). Invertible circuits compute inputs corresponding
to a given output on a backward operation. Through the
backward operation, the proposed training hardware can
directly obtain the weights of DNNs without backpropaga-
tion. Furthermore, invertible logic circuits can operate similar
to the typical logic gates at the forward mode; thus, the pro-
posed training hardware can perform inference if the input
data and weights are given. This means that inference and
training can be run on the same hardware with the same
precision.

For evaluation, the proposed hardware trains a 2-layer
BCNN model that contains 2 binarized convolutional layers.
This network model contains only convolutional layers and
has binarized weights of filters without biases. A simpli-
fied and binarized Modified National Institute of Standard
and Technology (MNIST) dataset [20] is used to train and
test the model. The proposed hardware trains the modified
dataset and obtains binarized weights for the model. It is
implemented on a Xilinx Kintex-7 FPGA under a clock
frequency of 12.5 MHz. Training using the proposed hard-
ware achieves approximately 40x faster latency than that of
traditional training on a CPU while maintaining almost the
same cognition accuracy. In addition, the training hardware
demonstrates a power efficiency improvement of approxi-
mately 134x compared to that of the CPU used to perform
traditional training.

The contribution of this work is to extend the application of
the invertible hardware to the training of multilayer BCNNs
without backpropagation. In realizing the training hardware
for BCNNs using CMOS invertible logic, a main issue is
converting convolution functions to a Hamiltonian that serves
as the basis of the CMOS invertible circuit. The conversion
method that is introduced in this article is a solution to
the floating-point arithmetic-free training that can be imple-
mented on the CMOS invertible hardware. The proposed

FIGURE 1. The computation processes of the 2D convolution function.
The filter is multiplied while shifting over the input feature map, and fact
is the activation function.

hardware can perform training with the same precision on
the same hardware as performing inference because it uses
the bidirectional operation on CMOS invertible logic.

The rest of this article is organized as follows. Section II
reviews binarized neural networks and backpropagation.
Section III introduces CMOS invertible logic. Section IV
designs the Hamiltonian corresponding to the the BCNN
model. Section V implements the proposed training hardware
using the Hamiltonian designed in Section IV. Section VI
introduces the test environment including the BCNN model
and the dataset. Section VII evaluates the performance of the
proposed hardware and compares this hardware implemen-
tation to the CPU and GPU implementations. Section VIII
concludes the paper.

II. PRELIMINARIES
A. INFERENCE OF THE BCNN
Many recent models of DNNs consist of CNNs composed
of multiple convolution functions (convolution layers) shown
in Fig. 1. The convolution function multiplies the weights of a
shifting filter over the input data called the input feature map
and applies an accumulator on the results of the multiplica-
tion. After calculating y, the activation function fact is applied
on y in order to construct a much deeper NN model [21].
The output of the convolution function is an output feature
map z, which is the input data for the next convolution layer.
To reduce memory usage or power consumption, DNNs with
low-precision data representation such as binarized convolu-
tional neural networks (BCNNs) have been investigated.

BCNNs represent weights and activations using binary pre-
cision (+1,−1) during forward propagation [6]. The weights
and activations are binarized using two different functions:
deterministic and stochastic binarization. The deterministic
binarization function is the sign function:

xb = Sign(x) =

{
+1 x ≥ 0,
−1 x < 0,

(1)

where xb are the binarized weights or activations. The second
binarization function uses the hard sigmoid function:

σ = max(0,min(1,
x + 1

2
)), (2)

and is defined as:

xb =

{
+1 p = η(x),
−1 1− p.

(3)
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FIGURE 2. Concept of bidirectional operation (forward and backward)
based on invertible logic. The output is obtained from the fixed input at
the forward mode. In contrast, the output is fixed, and the input is
obtained at the backward mode.

The multiplication of binarized weights and activation can
be implemented using XNOR gates and bit counters. For
example, the result of multiplication when xb = 1 and
W b
= −1 is the same as the output of the XNOR gate when

its inputs are 0 and 1. Because the results of multiplication
also have binary representation, summation is realized using
the bit counter.

B. TRAINING OF THE BCNN
Backpropagation is a training algorithm that updates the
parameters of DNNs with a gradient of an output error
[9]. The error is calculated by an error function, E , that
computes the differences between the output obtained from
forward propagation, and the actual output given as a true
label. After the error is calculated, the gradients of the error
obtained by the chain rule are backpropagated through the
entire network model. Parameters are updated by these back-
propagated gradients according to the following equation:
W ′ = W − η · ∂E/∂W , where η is a learning rate. Back-
propagation realizes a high cognition accuracy with DNNs,
but it requires high-precision floating-point computations to
maintain this accuracy. The floating-point arithmetic causes
inefficiency with regard to energy consumption and leads
to a low training speed. The weights and activations of the
BCNNs are binarized during forward propagation. Despite
the binarized parameters, the BCNNs update real-valued
parameters using gradients that are calculated from bina-
rized parameters. Therefore, BCNNs require floating-point
arithmetic to precisely represent the gradients.

III. CMOS INVERTIBLE LOGIC
A. HAMILTONIAN DESIGN
Invertible logic [14] realizes probabilistic bidirectional oper-
ations (forward and backward modes) shown in Fig. 2. At the
forward mode with fixed inputs, invertible logic circuits oper-
ate as typical logic circuits. In contrast, inputs are obtained
corresponding to the fixed output in the backward mode. This
unique feature of invertible logic is derived from a Boltz-
mann machine [16] and a nanomagnetic device model [14].

FIGURE 3. A Hamiltonian configuration of an invertible XNOR gate. A and
B are inputs of the XNOR gate, Y is the output, and p is the arbitrary
node. h and J are obtained from the ground-state spin logic.

The invertible logic circuit is a network of nodes with a bias
(h) and interaction weights (J ). These h and J are determined
by aHamiltonian (H ) that represents an energy of the network
and H is given by

H = −
∑
i

himi −
∑
i<j

Jijmimj, (4)

where mi = [−1,+1] means an output of a node. Fig. 3
shows a configuration of an invertible XNOR gate obtained
by the H . The invertible XNOR gate has 2 input nodes
(A and B), an output node (Y), and an arbitrary node (p) that
does not correspond to the inputs and the output of the
gate. The h and J for basic logic gates such as the XNOR
gate can be obtained by ground-state spin logic [22], [23].
In invertible logic, the h and J are determined so that the
Hamiltonian (energy) is minimum in the valid state, and in
contrast, the Hamiltonian is greater than the minimum in
the invalid state according to the truth table. For example,
the truth table of the XNOR gate and states of nodes are
shown in Table 1 including the energy at each states. When
[A, B, p, Y] is [0, 0, 0, 1], the state is valid as the XNOR gate;
therefore, the energy takes the minimal value−4. The correct
state of the arbitrary node is regarded as an OR gate output
of two inputs. As shown in the Table 1, the h and J for the
minimum energy to be −4 are given by:

hi =
[
−1 −1 +2 +1

]
, (5a)

Jij =


0 −1 +2 +1
−1 0 +2 +1
+2 +2 0 −2
+1 +1 −2 0

. (5b)

The states of the input and output nodes are calculated by the
following equations:

mi(t + τ ) = sgn(rnd(−1,+1)+ tanh(Ii(t + τ ))), (6a)

Ii(t + τ ) = I0(hi +
∑

Jijmj(t)), (6b)

where I0 is a scaling factor, sgn is the sign function,
and rnd(−1,+1) is a random value between −1 and +1.
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TABLE 1. Energy of the invertible XNOR gate. It has 4 nodes; thus,
the combinations of the state are 24 in total. When every state is correct
as the XNOR gate, the h and J are determined so that the energy is
minimal. −1 means logical value ‘0’ and +1 means ‘1’. The minimal
energy is −4 in case of the XNOR gate.

FIGURE 4. FSM of approximated tanh function using stochastic
computing. The number of states in FSM is determined by MVAL.

By calculating Eq. 6a and Eq. 6b, the energy decreases to the
minimum so that all nodes lead to the valid state. The invert-
ible circuit realizes the bidirectional operation of a function
required for the circuit by minimizing the energy.

B. CIRCUIT DESIGN USING STOCHASTIC COMPUTING
An operation of nodes can be approximated by CMOS
devices for implementation on FPGAs or ASICs with
stochastic computing [18]. Stochastic computing represents
real values as frequencies of ‘1’ in stochastic bit streams [24].
It can be categorized into binary stochastic computing and
integer stochastic computing according to the range of the real
value represented by the stochastic bit stream. Let us denote
by Px a probability of appearance of ‘1’ in the stochastic bit
stream x ∈ {0, 1}. In binary stochastic computing, the real
value X ∈ [−1 : 1] is represented by 2 · Px − 1. In con-
trast, integer stochastic computing represents the real value,
X ∈ [−r : r], where r ∈ {1, 2, . . .}, using one or more bit
streams x ∈ [−r : r].
Some functions such as multiplication or tanh are imple-

mented in the hardware in an area-efficient manner using
stochastic computing [25], [26]. A tanh function in Eq. 6a is
approximated in a finite state machine (FSM) shown in Fig. 4,
and Stanh (stochastic tanh function) is given by:

Stanh(MVAL, x) ≈ tanh(x ·MVAL/2), (7)

where MVAL is the number of states. MVAL changes the
slope of the Stanh function; for example, if MVAL is larger,
the slope of Stanh increases [25].

FIGURE 5. Block diagram of a spin gate that composes a node block.
Eqs. (8a) and (8b) are implemented in the spin gate circuit. mi is the
output of the spin gate that is represented in a binary stochastic bit
stream.

In Eq. 6a, the output bit stream of Stanh must be summed
with a random value, rnd , requiring stochastic addition. As an
alternative, the weighted noise source with the corresponding
magnitude denoted as nrnd is summed alongside input signals,
and then, Eqs. (6a) and (6b) are approximated as

mi(t + τ ) ≈ sgn(tanh(Ii(t + τ ))), (8a)

Ii(t + τ ) ≈ hi +
∑

Jijmj(t)+ nrnd · sgn(rnd(−1,+1)),

(8b)

where I0 can be included in h and J . The output, mi, is rep-
resented by binary stochastic computing so that ‘‘mi = −1’’
means a logical value of ‘0’ and ‘‘mi = +1’’ means ‘1’. For
computation of nodes, Eqs. (8a) and (8b) are implemented
in a spin gate circuit as shown in Fig. 5 using binary and
integer stochastic computing. The input and output of the
spin gate are represented in a binary stochastic bit stream as
Mi = (mi + 1)/2 (Mi ∈ 0, 1), where Mi is the output of the
spin gate. The approximated Stanh function is implemented
using a saturated bit counter described in Fig. 5. The spin
gate computes the output based on Eq. 8a and (8b) when it
is unfixed, and in contrast, when the spin gate is fixed, it just
delivers the fixed input value.

In this article, the proposed training hardware for BCNNs
is designed based on CMOS invertible logic. To implement
the invertible training hardware, a function used in the train-
ing process of DNNs needs to be converted to the Hamilto-
nian. The conversion method is explained in the following
section.

IV. DESIGN OF THE HAMILTONIAN TO TRAIN THE BCNN
A. HAMILTONIAN DESIGN OF A CONVOLUTION FUNCTION
A convolutional function generates output feature maps while
shifting filters on input feature maps, so its process is
represented by sequential logic. To implement the CMOS
invertible logic circuit that computes the convolutional layer,
the convolutional function should be converted to the Hamil-
tonian; however, only a function that is represented by com-
binational logic can be converted to the Hamiltonian. For
example, functions implemented in the invertible logic circuit
can be represented by combinational logic in [18] and [19].
To convert the convolutional function to the Hamiltonian,
the sequential process should be represented by combina-
tional logic. The convolutional function can be mapped to
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FIGURE 6. Mapping convolution functions to the matrix multiplication for
the conversion of the Hamiltonian. The convolution function is
represented by sequential logic. The input feature map and the filter can
be stretched to the matrix so that the convolution function becomes
matrix multiplication represented by combinational logic.

a matrix multiplication for high-speed computation and par-
allelization even though this results in inefficient memory
storage [27].

Fig. 6 shows that the convolution function is mapped to the
matrix multiplication. This mapping technique can be used
to convert the convolution in the Hamiltonian. A local region
filtered by the moving weight feature map is stretched in a
row while duplicating pixels that are calculated repeatedly.
The input feature map and the filter are expressed as the
matrix; thus, the convolution is realized as the matrix multi-
plication. Each multiplication of rows, x, and columns, W is
implemented in a multiplier and an adder that are represented
by combinational logic so that it can be converted to the
Hamiltonian.

B. HAMILTONIAN DESIGN OF A 2-LAYER BCNN
The convolutional function is converted to the Hamiltonian
by representing the sequential process as combinational logic.
In [6], the binarized matrix multiplication is computed by
XNOR gates and a bit counter, as well as an activation func-
tion that is defined as Eq. 1. For example, the convolution
in Fig. 6 is converted to the Hamiltonian through the process
described in Fig. 7. The binary multiplication is implemented
to a computation block that consists of four XNOR gates,
a 4-input bit counter and a threshold function. The Hamilto-
nian of this computation block is composed of a combination
of small Hamiltonians that are obtained from components
in the computation block such as the XNOR gate, and the
mechanism of combining H is described in [18]. In the case
of Fig. 7, there are four computation blocks for parallel
multiplication, and each block is converted to Hamiltonians
consisting of 4 input nodes, 4 weight nodes, an output node,
and several arbitrary nodes.

When the computation blocks are converted to the Hamil-
tonians, the input nodes and the weight nodes in each Hamil-
tonian are duplicated because the convolutional function is
mapped to the matrix multiplication. Duplicated nodes such
as x2 orW1 have the same input value and need to generate the
same output value. It is difficult to synchronize these stochas-
tic nodes, and a hardware area becomes inefficient as the
number of nodes increases. By overlapping duplicated nodes,
the convolutional layer can be converted to the Hamiltonian
possessing the same number of input and weight nodes as
those of the convolutional layer. Two x2 nodes in Fig. 7 are

FIGURE 7. Conversion of binarized convolution functions to the
Hamiltonian. The binary matrix multiplication that is mapped from the
binarized convolution is implemented to the computation block, which
consists of XNOR gates, the bit counter, and the threshold. Computation
blocks are converted to the Hamiltonians, and the Hamiltonians are
combined while overlapping duplicated nodes.

FIGURE 8. Hamiltonian configuration of a 7-input bit counter. The bit
counter counts ‘1’ of the input, and its output is a 3-bit wise integer
ranging from 0 to 7.

overlapped into a single node, and the mechanism of nodes
overlapping is same as that of combining small Hamiltonians.
The number of the nodes in the Hamiltonian is restrained so
that the training hardware based on this Hamiltonian can be
implemented in an area-efficient manner.

In this article, a 2-layer BCNN model is converted to the
Hamiltonian. To convert the BCNN model, the Hamiltonians
of an XNOR gate, saturated bit counter, threshold function,
and ripple carry adder (RCA) are required. Fig. 8 is a Hamil-
tonian configuration of the 7-input bit counter, and Fig. 9
is a threshold function. The RCA is used to accumulate the
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FIGURE 9. Hamiltonian configuration of a threshold function. The
Hamiltonian of the threshold function has five input nodes, representing
a 5-bit integer, an output node, and five arbitrary nodes. The threshold
function operates in the same manner as a sign function, and its
threshold value is 13 because each input node is represented by
‘1’ and ‘0.’

FIGURE 10. The Hamiltonian of the proposed training hardware for the
2-layer BCNN modes consists of 2645 nodes, of which 25 are input
feature map nodes (x), 25 are first-layer weight nodes (W 1), 75 are
second-layer weight nodes (W 2), 3 are true label nodes (t), and the
remaining nodes are arbitrary nodes.

output of a bit counter because a 7-input bit counter does
not have a sufficient number of inputs for a 5 × 5 filter. If
a bit counter that has a greater number of inputs is used,
the RCA can be removed, which decreases the number of
nodes in the Hamiltonian. However, the Hamiltonian of the
bit counter that has more than 7 inputs is difficult to obtain
by ground-state spin logic because the number of nodes is too
large. Combining these Hamiltonians, entire convolutional
layers are converted to a single Hamiltonian that can be
implemented to the hardware. Fig. 10 demonstrates the sim-
plified Hamiltonian configuration of the proposed training
hardware. It contains 2,645 nodes, of which 25 are input
feature map nodes (x), 25 are first-layer weight nodes (W 1),
75 are second-layer weight nodes (W 2), 3 are true label nodes
(t), and the remaining nodes are arbitrary nodes.

V. HARDWARE IMPLEMENTATION
A. HARDWARE ARCHITECTURE
Fig. 11 shows a structure of the proposed training hardware
that is composed of a nodes block, a controller, and a random
number generator. The proposed hardware trains the weights
of the 2-layer BCNN that contains the inputs, x, weights of a
first layer,W 1, weights of a second layer,W 2, and outputs, t .
Each element of x and W is represented by binary precision

FIGURE 11. Structure of the proposed training hardware. The XOR-shift
generates the random number sgn(rnd (−1,+1)). The controller manages
the noise signal nrnd using several parameters. The node block is
composed of nodes based on the Hamiltonian.

FIGURE 12. Parameterized noise signal, nrnd , controlled by the noise
parameters. The noise signal is characterized by four parameters, namely,
RNDWEIGHT , T , MVAL, and α. The magnitude of the noise maintains the
same value during all phases. In the second phase, the output of the
nodes is determined.

because the proposed hardware uses the same precision that is
used in the inference. The XOR-shift random number gener-
ator [28] generates a noise signal, rnd(−1,+1), in Eq. 8b.
The magnitude of the noise signal, nrnd is controlled by
the controller through several parameters. The noise, nrnd ,
ensures that the states of the nodes achieve the correct value
and that the Hamiltonian converges to the global minimum.
Similar to simulated annealing [29], the states of the nodes
of the CMOS invertible circuits are fluctuated by the noise
signals. The proposed hardware uses the parameterized flat
noise, nrnd , shown in Fig. 12, unlike the gradually decreasing
noise signals that are usually used in simulated annealing.
RND_WEIGHT is the magnitude of the noise signal, and T is
the number of the clock cycle in which the noise signal affects
the node block. The input and first-layer weight nodes have
a large number of interconnections than other nodes because
they are overlapped nodes. In these nodes, for a correct effect
at the nodes, the noise signals are scaled as follows:

n′rnd = 2α · nrnd , (9)

where α is a scaling factor, and nrnd is a noise signal shown
in Fig. 12.

A structure of the node block is illustrated in Fig. 13. The
nodes of the nodes block are categorized according to the
Hamiltonian that is obtained from the 2-layer BCNN, and
the details of the 2-layer network model are introduced in
Section VI. When the proposed hardware performs training,
the input and label nodes are fixed. The outputs of other nodes

VOLUME 8, 2020 188009



D. Shin et al.: Training Hardware for Binarized CNN Based on CMOS Invertible Logic

FIGURE 13. Structure of the node block that consists of spin gates. The
nodes in the node block are categorized according to the Hamiltonian.
The input and label nodes are fixed, and the weight nodes are fluctuated
by the noise signal. The noise of the input and the first layer weight
nodes is scaled using α because they have a larger number of
connections than other nodes.

FIGURE 14. The invertible training algorithm of the proposed hardware.
A flow chart describes the process of the training algorithm until cycle 2T .
sw is the outputs of weight nodes. x and t in this flow chart represent the
individual training data and true label, respectively, rather than the entire
dataset.

such as weight and arbitrary nodes are not fixed, so they are
fluctuated by the nrnd , and their states and the states of other
nodes are governed by Eqs. (8a) and (8b). The nodes are
implemented by spin gates described by Eqs. (8a) and (8b)
, and the spin gate circuit is described in Fig. 5.

B. INVERTIBLE TRAINING ALGORITHM
A training algorithm of the proposed hardware is designed
based on an invertible binarized perceptron developed in our
previouswork [19]. The proposed hardware trains each datum
in parallel and obtains the temporal weights, w, correspond-
ing to each trained datum. Fig. 14 shows the process of

FIGURE 15. Description of the 2-layer BCNN that the proposed hardware
trains. It contains 2 binarized convolutional layers, C1 and C2, which have
5× 5-pixel filters.

obtaining each w during a 1-shot (2T cycles). While training,
an operation of the nodes is divided into two phases, and the
first and second phases are shown in Fig. 12. The nodes are
fluctuated by noise signals, and the output of the nodes is not
determined during the first phase. During the second phase,
the proposed hardware accumulates wtmp using outputs of the
weight nodes, sw, and then, w is determined as wtmp/T . The
obtained w is checked for validity using its corresponding
training data. The proposed hardware counts this 2T cycles
process as one shot. The number of shots depends on the
training data because the training of each datum finishes at
different number of shots Ndata. The total number of clock
cycles, Ncycle, during which the hardware trains all of the
dataset determines the training time of the proposed hardware
and is defined as

Ncycle = 2T · Ndata. (10)

The proposed hardware performs this process for the entire
dataset and obtains w equivalent to the number of data. The
proposed hardware determines the weights of the trained
BCNN model, W , by averaging all w of the values. After
obtaining W , W is evaluated for the accuracy of the trained
model using the test data.

VI. EXPERIMENT SETUP
A. DATASET AND NETWORK
Fig. 15 illustrates the 2-layer neural network that the proposed
hardware trains. It contains 2 binarized convolutional layers
without biases, a threshold function as an activation, and an
output layer. A C1 layer takes 9 × 9-pixel images of the
input feature maps and calculates the convolution using a
5× 5-pixel filter; thus, its output feature map is 5× 5 pixels.
A C2 layer has three 5 × 5-pixel filters and generates a
classification label.

The training dataset is a modified MNIST dataset of
9×9-pixel binary images shown in Fig. 16. The simplification
has 3 steps, and each step is described as follows. First,
images of ‘0’, ‘1’, and ‘5’ are extracted from the original
MNIST, and true labels are attached. Second, these images
are shrunk to 9 × 9-pixel images. Finally, the images are
binarized using adaptive thresholding with a Gaussian filter.
The dataset includes 10,800 training images and 3600 testing
images. Images of ‘0’, ‘1’, and ‘5’ are used in the training
2-layer BCNN because they are easy to distinguish from each
other after the binarization.
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FIGURE 16. Dataset modification from the MNIST dataset. The modified
dataset consists of images of ‘0,’ ‘1,’ and ‘5’ that are shrunk to 9× 9 pixels
and binarized.

TABLE 2. Resource utilization for the proposed training hardware on
FPGA. The FPGA board is a Digilent Genesys2 (Kintex-7) The proposed
training hardware consumes 83.57% of LUT and 10.54% of FF.

B. TEST ENVIRONMENT
The proposed training hardware is implemented on an FPGA.
The FPGA board is a Digilent Genesys2 powered by an Xil-
inx Kintex-7. The hardware is designed using SystemVerilog,
and it is synthesized by Xilinx Vivado 2018.3. The power
dissipation is 0.913 W with a clock frequency of 12.5 MHz,
and the utilization of the FPGA resources is summarized
in Table 2. The implemented hardware is controlled by the
PC using Python 3.6. Training data and labels are delivered
by a universal asynchronous receiver/transmitter (UART),
including noise parameters. After the hardware trains the
given input data, it outputs the temporal weights to the PC.
The PC receives weights and tests them with the network that
the hardware trains by Python.

The training on the proposed hardware is compared with
the conventional training with backpropagation on a CPU and
GPU. Conventional training executed on a CPU with Python
running on an Intel Core i7 7800X@ 4.4 GHz, and the power
dissipation of the CPU is 122.0 W. The conventional method
also is implemented on a GPU, which is an Nvidia Geforce
GTX 1060 with 6 GB memory.

VII. EVALUATION
A. NOISE OPTIMIZATION
To achieve high cognition accuracy, an appropriate combi-
nation of noise parameters is required. Parameterized noise
signals that are used in the proposed hardware have four
parameters, namely, RND_WEIGHT , MVAL, T , and α. To
optimize the parameters, all four noise parameters are swept,
the proposed hardware trains 100 data at each combina-
tion, and the cognition accuracy is verified using test data

after training. Table 3 is a list of parameters combinations
that achieve the top-4 cognition accuracy, and Fig. 17 shows
the accuracy of each combination while training 100 data.
The proposed hardware achieves 87.97% accuracy and trains
100 data in 66.85 ms for Prop1.

B. PERFORMANCE COMPARISONS
Before comparing the performance, the hyperparameters
of the conventional training algorithm must be optimized.
Fig. 18 shows the optimization of the learning rate ranging
from 0.0001 to 0.1 when the minibatch size is 100 and the
max epoch is 10. Since the accuracy is highest when the learn-
ing rate is 0.01, the results of this case are compared with the
proposed hardware. The 2-layer BCNN model has a simple
structure, and all of the weights and dataset are represented
in binary form. Because of this simple structure, the learning
rate did not significantly affect the training accuracy and
latency. The randomly selected data in a minibatch or the
initial values of the weights affected the training result.

The training on the proposed hardware is compared with
the conventional training that uses the same 2-layer BCNN.
Table 4 summarizes the performance comparison of the
proposed training hardware with the conventional method
implemented on a CPU and GPU. The conventional training
algorithm is the well-known backpropagation, with a learning
rate η of 0.01 and a minibatch size of 100. This algorithm
requires training the entire dataset 10 times (max epoch = 10)
to achieve the maximum cognition accuracy of 90.89% and
requires 2.68 s. The proposed hardware achieves an approxi-
mately 40x faster training time than the conventional training
on a CPU while maintaining almost the same cognition accu-
racy of 87.97%. The conventional training achieves 87.64%
accuracy with a max epoch number of 5, which is the same
as the maximum accuracy of the proposed hardware, and its
training time is 1.30 s. The proposed hardware is 19x faster
than the conventional training and even achieves the same
accuracy. The implemented training hardware in the FPGA
consumes 0.913 W, which is approximately 134x higher
energy efficiency than the power dissipation of the CPU.

The implementation on the GPU using the same model
with the same hyperparameters as the training on the CPU
obtains a training time of 5.88 s. The training time of the
proposed hardware is approximately 88x lower than that for
the GPU. Generally, the training process on the GPU is much
faster than that carried out on the CPU. However, the BCNN
model trained in this article consists of only two binary convo-
lution layers; thus, it is not a complicated structure compared
to other NN models such as LeNet-5. Moreover, the dataset

TABLE 3. Results of searching for combinations of noise parameters that achieve the top-4 cognition accuracy. The accuracy and the latency of the
proposed hardware depends on the noise parameters. The maximum accuracy is achieved for Prop1.
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FIGURE 17. Cognition accuracy comparison between different combinations of the noise parameters. The noise parameters have a
considerable effect on the training process.

TABLE 4. Performance comparisons between the proposed and conventional training. The proposed hardware trains 100 data in 66.85 ms and achieves a
maximum cognition accuracy of 87.97%, which is 3% less than the maximum accuracy of the conventional training.

FIGURE 18. Results of learning rate optimization. The trained BCNN
model has only two convolution layers, and its parameters are binary
precision. Therefore, the learning rate did not significantly affect the
training accuracy.

used for training contains 9× 9-pixel binary data, so training
on the CPU and GPU may not show much difference from
each other. A minibatch that includes 100 data is sent to
the GPU at each training step while training on the GPU.
Therefore, this data transfer becomes a bottleneck in GPU
training, causing high training latency. In terms of power dis-
sipation, the GPU consumes 29.2W during training, which is
approximately 32x more than that consumed by the proposed
hardware.

Fig. 19 shows accuracy versus latency by conventional
training under different max epoch numbers and the proposed
training. The learning rate of the conventional training is 0.01,

FIGURE 19. A plot of accuracy versus latency comparing the proposed
training with the conventional training with different max epoch
numbers. The proposed hardware achieves the maximum accuracy
of 87.97% in 66.85 ms, which is faster than the latency when the
conventional training reaches the maximum accuracy.

the minibatch size is 100, and the max epoch number of
each case is 1, 5, and 10. The conventional training reaches
the maximum accuracy of 90.89% after training the entire
dataset 10 times for 2.68 s. In contrast, the proposed hardware
achieves the maximum accuracy of 87.64% even though it
trains only 100 data in 66.85 ms.

Table 5 summarizes the comparison of the speedup over
a CPU implementation in the proposed hardware and other
hardware-based training implementation on an FPGA. The
F-CNN [30] presents an FPGA implementation using back-
propagation as the training algorithm. It trains the LeNet-5
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TABLE 5. Comparison between hardware-based training methods using
FPGAs. Although it is difficult to compare the proposed training hardware
with F-CNN because of the difference between the trained dataset and
NN model, our work improves the training latency by a factor of 40x,
which is much greater than the improvement obtained by F-CNN.

[31] with the MNIST dataset [20] and achieves 4.3x lower
training latency than the CPU implementation. While the
result of [30] is difficult to compare precisely with our train-
ing hardware because it trains a different dataset, the perfor-
mance of the proposed hardware is compared with that in
[30] because there are few works reported in the literature
for training hardware using FPGAs. Although our imple-
mentation trains a much smaller network model, it reduces
the training latency by a factor of 40. The energy efficiency
of [30] is 7.5x higher than that of the corresponding CPU
implementation, while in contrast, this work achieves 134x
higher energy efficiency.

C. DISCUSSIONS
To realize the training hardware, the cognition accuracy is
also as important as the energy efficiency and the training
latency. Our training hardware achieves an 87.97% cognition
accuracy that is approximately 3% lower than that of the
conventional training with backpropagation. The proposed
hardware trains NNs using a very simple algorithm that calcu-
lates the weights of NNs as the mean of the temporal weights
obtained from backward computation. This training algo-
rithm can train a single binarized perceptron properly [19];
however, the proposed hardware trains a 2-layer model that
is much deeper than the perceptron. To train NN models that
are more complex than the 2-layer model such as LeNet-5,
the training algorithm may need to be improved, which will
be investigated in future work. Also, the Hamiltonian for
the complex model becomes larger because the number of
nodes increases. Hence, key points to implement a training
hardware for the complex NN model are the configuration
of the Hamiltonian and architecture of the hardware which
requires less FPGA resources, and they are our another future
works.

VIII. CONCLUSION
In this article, we have demonstrated fast and energy-efficient
training hardware for BCNNs using CMOS invertible logic.
Due to the bidirectional operation of CMOS invertible logic,
the proposed hardware directly obtains the weights with-
out the error function that requires numerous floating-point
computations. The convolution function was converted in the
area-efficient Hamiltonian through overlapping nodes that
are duplicated from the same element of the input feature
maps or filters. For performance evaluation, the training hard-
ware for the 2-layer BCNN was implemented in the FPGA

and was used to train the modified MNIST dataset. Specif-
ically, our hardware reduces the power dissipation and the
training latency by 97.51% and 99.25%, respectively, while
maintaining almost the same accuracy of 87%. The 2-layer
BCNN trained by the proposed hardware is not sufficient to
actually use as an application. We hope that these findings
will contribute to the development of new directions in the
field of hardware-based training.
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