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ABSTRACT Extrinsic calibration of a camera and a LiDAR is necessary to fuse information from each
sensor. The real trajectory of the LiDAR is not visible on an image, therefore the accuracy of the extrinsic
calibration is usually checked by evaluating residuals of constraints. In this paper, we present an improved
extrinsic calibration algorithm of a camera and a 2D LiDAR using an additional dummy camera removing IR
cut filter, which make it possible to observe the real trajectory of LiDAR. Some previous algorithms used the
real trajectory of LiDAR for the extrinsic calibration. However, they used IR filter directly on the calibrating
camera by adjusting exposure time, which can affect the result of the extrinsic calibration. We use an initial
solution using the Hu algorithm which makes extrinsic calibration possible by using just one shot of data.
The Hu algorithm gives a sensitive result according to pose variation between a system consisted of a camera
and a LiDAR and a calibration structure, which is verified using the real trajectory of LiDAR. We cope with
this problem by refining the initial solution through nonlinear minimization in a 3D space using the real
trajectory of LiDAR. Experimental results show that the proposed algorithm gives an improved solution.

INDEX TERMS Extrinsic calibration, sensor fusion, camera, LiDAR, IR cut filter.

I. INTRODUCTION
Extrinsic calibration between a camera and a LiDAR is a pre-
requisite step to fuse information from each sensor. Through
the extrinsic calibration, it is possible to represent the infor-
mation of two sensors under the same coordinate system.
In general, the sensor fusion between a camera and a LiDAR
is done by projecting LiDAR data onto the corresponding
image point, through it, it is possible to combine 3D informa-
tion by the LiDAR and intensity information by the camera.
The goal of sensor fusion is to extract a more improved result
than the case when we use each sensor individually. For
accurate sensor fusion, correspondences to the same points
must be established, which is possible using the information
from the extrinsic calibration. The trajectory of LiDAR data
is not visible on an image because LiDAR use a light source
in an infrared band. For this reason, the evaluation of extrinsic
calibration of the camera and the LiDAR is usually done
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by checking how well the constraints are satisfied, and the
amount of the residual of constraints is usually investigated.
This may invoke a problem that a solution with a small
residual does not always give a correct extrinsic calibration.

Wasielewski and Strauss [1] proposed an extrinsic cali-
bration algorithm for multiple cameras and LiDARs using a
V-shaped calibration structure. After fitting the two straight
lines using the data of the LiDAR irradiated to the V-shaped
structure, they find the intersection of the two straight lines.
They use the constraint that the intersection point should
exist in the center straight line of the V-shaped structure on
the image. The linear solution for the extrinsic calibration is
not noted in the paper, and the above constraint is used for
nonlinear minimization. In Zhang and Press [2], a method for
obtaining a linear solution of extrinsic calibration is proposed
using the constraint that the points of the LiDAR data are
present in the calibration structure of plane. The improved
solution is obtained by nonlinear minimization which uses
the distance between the point and the plane as a cost
function.

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 183071

https://orcid.org/0000-0002-7765-4972
https://orcid.org/0000-0002-4144-1000
https://orcid.org/0000-0001-9287-0596


J.-Y. Kim, J.-E. Ha: Extrinsic Calibration of a Camera and a 2D LiDAR Using a Dummy Camera With IR Cut Filter Removed

Li et al. [3] proposed extrinsic calibration algorithm which
uses a triangular structure at right angles to each other is
proposed. An initial solution is specifiedmanually and a solu-
tion is obtained by a nonlinear minimization using constraints
between points and straight lines. Kassir and Peynot [4]
suggests an automated method using the algorithm of Zhang
and Press [2]. They automated the entire process of related
LiDAR data processing and camera calibration. Bok et al. [5]
proposed a linear solution for the extrinsic calibration of a
camera and a LiDAR using point-line constraints. In order
to improve the preceding solution, a nonlinear minimization
method using a distance between a point and a straight line
is used. In Kwak et al. [6], a V-shaped structure is used,
and constraints between points and straight lines are used.
A distance between a point and a straight line was used
as variable weights to remove outliers, which improved the
performance of extrinsic calibration.

In Yang et al. [7], an infrared filter is used to find a
LiDAR trajectory on an image, and an extrinsic calibration
algorithm of a camera and a LiDAR using a Perspective-
n-Point (PnP) method [8] is proposed. They are similar to
the proposed algorithm in that both use the real trajectory of
LiDAR on an image. They attach IR filter to a camera under
calibration and obtain the trajectory of LiDAR by adjust-
ing exposure time, while the proposed algorithm uses addi-
tional camera removing IR cut filter. Gomez-Ojeda et al. [9]
suggested a method using triangular forms perpendicular to
each other that can be easily found in indoor environments.
It uses constraints derived from line-plane and point-plane.
Vasconcelos et al. [10] proposed a method using a correspon-
dence relationship between a plane and a straight line having
a maximum of eight solutions. A linear solution based on the
PnP-based method is presented.

In Zhou [11], an extrinsic calibration method using three
planes and three straight lines corresponding to it was pro-
posed. They proposed a method for solving algebraic solu-
tions from polynomials by constraints, and first estimate
the rotational component and then the translational com-
ponent. Hu et al. [12] proposed an algorithm that adopts
a PnP method using three mutually perpendicular planes,
which make extrinsic calibration possible using one shot.
Li et al. [13] proposed an algorithm that uses a V-shape
board with controllable angle between two planes, and they
also proposed an analytical solution for the extrinsic cali-
bration with a single observation. Fan et al. [14] proposed
an algorithm for the extrinsic calibration of a camera and a
LiDARusing a photogrammetric control field, which requires
even distribution of control points in a 3D space. They
decouple extrinsic calibration by independently calibrating
the camera and the LiDAR with respect to the photometric
control field. Briales andGonzalez-Jimenez [15] used corners
of an orthogonal trihedron which is easily found in many
buildings for the extrinsic calibration of a camera and a 2D
LiDAR. Zhu et al. [16] proposed an extrinsic calibration
algorithm among multiple LiDARs, and they used corners
of three perpendicular planes for the extrinsic calibration.

Tian et al. [17] used checkerboard trihedron for the extrinsic
calibration of a camera and a 2D LiDAR, and they proposed
an algorithm consisted of three steps.

Recently, with the advance of autonomous navigation,
3D LiDAR is used as an essential sensor, and it is also
used together with cameras. 3D LiDAR covers more area
and gives more point cloud than 2D LiDAR, but it is more
expensive than 2D LiDAR. In a point of extrinsic calibration,
extrinsic calibration between a 3D LiDAR and a camera is
rather easy than that of 2D LiDAR and camera, because
they providesmore correspondences between the LiDARdata
and image [18]–[20]. Sui and Wang [20] uses a specially
designed calibration structure consists of a 3D marker having
four circles and a chessboard. Pentek et al. [21] proposed
an automatic and targetless calibration algorithm of LiDAR-
GNSS/INS-camera system. They compute calibration param-
eters by optimizing correspondences by a camera and a
LiDAR.

In the case of the existing studies, calibration structures
made of planes or combinations of planes are used, and
extrinsic calibration of a camera and a LiDAR is performed
using geometric constraints derived from these calibration
structures. Since the actual position where the LiDAR is
projected on the image is unknown, the evaluation of the
extrinsic calibration is done based on the error due to a given
constraint or qualitatively by checking whether or not the
depth discontinuities match.

In this paper, we propose an algorithm to improve the
performance of the Hu algorithm [12] by using an additional
dummy camera, which removed the infrared cut filter to
observe the actual trajectory of the LiDAR on an image.
First, we show that the Hu algorithm [12] gives a sensitive
calibration result according to the variation of pose between
a system consisted of a camera and a LiDAR and a calibration
structure. It is shown in quantitative manner by using actual
trajectory of a LiDAR. Second, we present a method to
improve the performance of the Hu algorithm [12], which
does a nonlinear minimization in a 3D space using the actual
trajectory of a LiDAR by the dummy camera.

II. PROPOSED METHOD
Figure 1 shows a system consisted of two cameras and one
LiDAR used in the experiment. In this paper, the camera
with the infrared cut filter removed is called a dummy cam-
era, and the camera needs to be calibrated is called a nor-
mal camera. A dummy camera with an infrared cut filter
removed is used to verify the actual trajectory of LiDAR on an
image.

The following equations hold among three coordinate sys-
tems related to a normal camera, a dummy camera, and a
LiDAR.

PwA = Rw
dcP

dc
A +T

w
dc (1)

PwA = Rw
ncP

nc
A +T

w
nc (2)

PwA = Rw
l P

l
A+T

w
l (3)
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R represents a 3 × 3 rotation matrix and T represents a
3×1 translation vector. The superscript or subscript dc, nc, l,
and w represent the dummy camera, the normal camera, the
LiDAR and the world coordinate system, respectively. PwA ,
PdcA , PgcA , and PlA represent the coordinates of a point A in
the world coordinate system, the dummy camera coordinate
system, the normal camera coordinate system, and the LiDAR
coordinate system, respectively. Through extrinsic calibra-
tion, we obtain all R and T.

The proposed method first performs extrinsic calibration
between a dummy camera and a LiDAR, and finally performs
extrinsic calibration between a normal camera and a LiDAR.
The pose between a dummy camera and a LiDAR can be
converted to the pose between a normal camera and a LiDAR
using the pose between a normal camera and a dummy
camera.

FIGURE 1. System configuration: normal camera, LiDAR, and dummy
camera.

A. OVERVIEW OF HU ALGORITHM [12]
The proposed algorithm obtains the initial solution for extrin-
sic calibration of a dummy camera and a LiDAR using
the Hu algorithm [12], and the outline of the algorithm is
as follows. 3D-3D correspondence based on Perspective 3
Points (P3P) [22] is used for the extrinsic calibration between
a LiDAR coordinate system and aworld coordinate system on
a calibration structure, as shown in Figure 2.

In Figure 2, there are three triangles 1P0P1P2, 1P0P2P3,
and 1P0P1P3. Applying cosine’s second law to the three
triangles gives the following equation.

d212 = d201 + d
2
02 − 2d01d02cosθ12 (4)

d223 = d202 + d
2
03 − 2d02d03cosθ23 (5)

d213 = d201 + d
2
03 − 2d01d03cosθ13 (6)

dij denotes the distance between points Pi and Pj, and θij
denotes the angle between a vector passing through points
P0 and Pi and a vector passing through points P0 and Pj.
The coordinates of the three points P1, P2, and P3 in a

FIGURE 2. Extrinsic calibration of a camera and a LiDAR using PnP
(Perspective-n-Point).

FIGURE 3. A calibration structure used for extrinsic calibration.

LiDAR coordinate system can be obtained through LiDAR
data processing, which involves finding depth discontinuities.
When three points P1, P2, and P3 are known, it is possible to
obtain a distance between two points, e.g., d12, d23, and d13.
When we use a calibration structure that is orthogonal to each
other as shown in Figure 3, θ12, θ23, and θ13 is 90

◦

. We obtain
following equations after applying them Eq. (4) to Eq. (6).

d212 = d201 + d
2
02 (7)

d223 = d202 + d
2
03 (8)

d213 = d201 + d
2
03 (9)

Solving the above system of equations for d01, d02, and d03,
we have following equations.

d01 =

√
d212 + d

2
13 − d

2
23

2
(10)

d02 =

√
d212 + d

2
23 − d

2
13

2
(11)

d03 =

√
d213 + d

2
23 − d

2
12

2
(12)

Knowing d01, d02, and d03 means that we have three points
P1, P2, and P3 in a world coordinate system. Therefore,
extrinsic calibration between a world coordinate system and a
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LiDAR coordinate system can be computed. Throughout this
process, we can represent the same point under two different
coordinate systems. By using these 3D-3D correspondence
relationships, it is possible to obtain a conversion relationship
between a world coordinate system and a LiDAR coordi-
nate system. Various methods [22] have been proposed for
obtaining the relationship between two coordinate systems
using 3D-3D correspondence. Extrinsic calibration between
a world coordinate system and a camera coordinate system
can be solved using camera calibration algorithms [23]–[25].
Finally, it is possible to obtain extrinsic calibration between
a camera coordinate system and a LiDAR coordinate system
by using two results of extrinsic calibration. One is obtained
between a world coordinate system and a LiDAR coordinate
system, and the other is obtained between a world coordinate
system and a camera coordinate system.

B. EXTRINSIC CALIBRATION USING REAL LiDAR
TRAJECTORY BY A DUMMY CAMERA
In this paper, the real trajectory of the LiDAR is extracted
using a dummy camera with the infrared cut filter removed,
and this is used for extrinsic calibration of a camera and
a LiDAR. For extrinsic calibration, a structure composed
of two mutually perpendicular planes was used, as shown
in Figure 3. The upper chessboard pattern was used for the
validation of extrinsic calibration, and the lower chessboard
pattern was used for extrinsic calibration of a camera and
a LiDAR. If the lower part of the structure in Figure 3 is
used, the geometric constraint in Figure 2 can be used for the
extrinsic calibration of a dummy camera and a LiDAR.

The reflective tape on the calibration structure was attached
to facilitate the detection of the actual trajectory of the LiDAR
with ease. If we remove IR cut filter from a camera, it is
possible to observe the real trajectory of a LiDAR on an
image when a distance from a dummy camera to a calibration
structure is near or environmental lighting is weak. When
the distance is large or the surrounding lighting is strong,
it is difficult to extract the real trajectory of a LiDAR on an
image. A reflective tape was used to mitigate this problem.
When a reflective tape is attached, more strong reflected
light is generated at the location where a LiDAR passes,
making it easier to detect a trajectory on an image. Therefore,
it is possible to detect the actual trajectory of a LiDAR at a
relatively long distance.

As shown in Figure 4, we can observe the actual trajectory
of a LiDAR on an image by the camera with the infrared
cut filter removed. It was possible to observe the trajectory
of a LiDAR on image at near position under normal lighting
in indoor. At far position up to 5m, it is possible to observe
the trajectory of a LiDAR on image by turning off lighting
in indoor. In Figure 4, the actual trajectory of a LiDAR
correspond to the white line on the image. After extrinsic
calibration between a world coordinate system and a dummy
camera coordinate system, we can convert the trajectory of a
LiDAR on an image into a world coordinate system.

FIGURE 4. The actual trajectory of LiDAR on an image by a dummy
camera.

FIGURE 5. Three control points used in extrinsic calibration.

First, the extrinsic calibration of a dummy camera and a
LiDAR is performed using the Hu algorithm [12], which is
used as an initial solution. In the case of Hu algorithm [12],
extrinsic calibration can be performed using only three con-
trol points. As shown in Figure 5, in the case of the calibration
structure used in this paper, it is possible to acquire three
control points with one shot. Extrinsic calibration between
a world coordinate system and a camera coordinate system is
performed using a chessboard pattern attached to a calibration
structure. Therefore, extrinsic calibration between a camera
and a LiDAR is possible through one data acquisition. This is
regarded as an initial solution, and a final solution is obtained
through nonlinear minimization using an actual trajectory on
an image by a dummy camera.

We manually select three control points, which correspond
to P1, P2, and P3, from an actual LiDAR trajectory on
an image by a dummy camera. LiDAR data between two
control points is used for a nonlinear minimization. In the
proposed method, two nonlinear minimization methods were
compared. The first method does a nonlinear minimization
by converting LiDAR data in an image coordinate system
into a world coordinate system. The second method does a
nonlinear minimization under an image coordinate system by
projecting LiDAR data onto an image. The second method
is similar to an algorithm, which is widely used in camera
calibration. A distance from a point to a line is used as cost in
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both methods. Experimental results show that performing a
nonlinear minimization in a 3D space provides good results.

III. EXPERIMENTAL RESULTS
Experiments are done using a system as shown in Figure 1.
We used FLIR’s Chameleon3 USB3 camera and USB2 cam-
era as a normal camera and a dummy camera, respectively.
Hokuyo UTM-30LX is used as a 2D LiDAR.

We performed extrinsic calibration multiple times for the
same system configuration as shown in Figure 1. A total
of nine extrinsic calibration were performed by varying a
distance and a pose between a system and a calibration struc-
ture. Figure 6 shows images in each case used for extrinsic
calibration.

FIGURE 6. Images of calibration structure for all 9 cases.

The evaluation of the result of extrinsic calibration was
done using the actual trajectory of a LiDAR. Using a dummy
camera, we can observe the actual trajectory of a LiDAR on
an image. A crossing point where LiDAR data meets at the
intersection of two planes is found, and it is used for the
evaluation of extrinsic calibration. In Figure 7, the orange
circle shows a validation data obtained from an actual LiDAR
trajectory on an image by a dummy camera. The axis of X, Y,
and Z of a world coordinate system is set as shown in Figure
5. We convert a control point in an image coordinate system
into a point, Pwt , in a world coordinate system, and we regard
it as a ground truth for evaluation.

A corresponding LiDAR point to a point Pwt is denoted
as Ple. It is a LiDAR point that meet at the intersection of
two planes. After we obtain a point Ple, it is used to evaluate
the result of extrinsic calibration. A point Ple in a LiDAR
coordinate system is converted into a point Pwe in a world
coordinate system using computed value of extrinsic calibra-
tion. A distance between two points Pwt and Pwe in a 3D space
is considered as an error. In the case of a calibration structure,
since two planes are vertically arranged, the LiDAR data
passing through them can be approximated by two straight
lines. In this paper, in order to obtain accurate control point
coordinates, the coordinates of the raw LiDAR data are not

FIGURE 7. A control point on an image by a dummy camera which is used
in the evaluation of extrinsic calibration.

FIGURE 8. Computation of a LiDAR control point for validation using line
fitting (black circle: original LiDAR data, blue circle: LiDAR data used in
line fitting, red line: fitted line, yellow circle: control point found by
crossing two lines).

used. The intersection of the two lines is used as control point
after estimating the two lines. Figure 8 shows the process
of extracting a LiDAR control point using two fitted lines,
which is used for verification. The upper part of a calibration
structure in Figure 3 was used for the evaluation of extrinsic
calibration. At a fixed distance of 0.5m, 1.0m, 1.5m, 2m, 3m,
4m, and 5m, we obtain three control points from the left,
center, and right position. A total of 21 control points were
used for the evaluation of extrinsic calibration. From Table 1
to Table 4 validation error means the error computed using
these 21 control points in a 3D space.

Table 1 shows the results of extrinsic calibration between
a dummy camera and a LiDAR obtained by the Hu algorithm
[12]. In three trials among total nine cases, extrinsic cali-
bration was not possible as shown in Table 1. Hu algorithm
uses geometric constraints inherent on a calibration structure.
In the case of the calibration structure in Figure 3, since
each surface is made to be perpendicular to each other and
a floor is flat, a calibration structure itself has no problem.
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TABLE 1. The result of extrinsic calibration by Hu algorithm [12] using
raw LiDAR data.

TABLE 2. The result of extrinsic calibration by Hu algorithm [12] using
line fitting.

Hu algorithm [12] uses three LiDAR control points P1, P2,
and P3 present on the corners of the calibration structure,
as shown in Figure 5. Due to the LiDAR measurement errors
amount to±10mm, it caused a problem of imaginary number
in Eq. (10) to Eq. (12).

In order to solve this problem caused by the measure-
ment error of a LiDAR, more accurate LiDAR control points
were computed using line fitting. After the selection of three
points P1, P2, and P3, straight lines were fitted using LiDAR
data between two points. The new LiDAR control points
P′1, P

′

2, and P′3 were obtained by finding crossing points of
fitted lines, and these were used for extrinsic calibration.
Figure 9 shows the comparison result between control points
obtainedmanually using a rawLiDAR data and control points
obtained using line fitting. Table 2 shows the result of extrin-
sic calibration using new control points. In the case of using
LiDAR control points obtained through line fitting, extrinsic
calibration was possible for all data sets, as shown in Table 2.
In addition, it gives the lower validation error than that of
using control points selected from a raw LiDAR data.

After an initial solution is obtained using the Hu algorithm
[12], a nonlinear minimization is performed using the actual
trajectory of a LiDAR on an image by a dummy camera.
Three control points P1, P2, and P3in Figure 5 are manually
extracted from an image by a dummy camera with a IR cut

FIGURE 9. Computation of control points using line fitting (Black dots:
raw LiDAR data, red lines: fitted lines, blue circles: control points selected
using raw LiDAR data, red circles: control points by fitted lines).

TABLE 3. the Result of extrinsic calibration by nonlinear minimization in
the world coordinate system.

filter removed. A fitted line using points between P1 and P3
is denoted as l1, and a fitted line using points between P2
and P3 is denoted as l2. The sum of a distance between a
line l1 and a point along P1 and P3 and a distance between
a line l2 and a point along P2 and P3 is used as cost in a
nonlinear minimization. Nonlinear minimization was done
using MATLAB fmincon function.

A nonlinear minimization using a real LiDAR trajectory
by a dummy camera can be proceeded in two ways. The first
method performs a nonlinear minimization in a 3D space.
The second method performs a nonlinear minimization in a
2D space of image. As shown in Figure 5, in the case of a
calibration structure used in this paper, each face is vertical
and two planes represent the XZ and YZ planes, respectively.
Therefore, it is simple to convert detected control points on an
image into points in a world coordinate system. In addition,
a LiDAR data can also be expressed as coordinates in a world
coordinate system using R and T between a LiDAR coordi-
nate system and a world coordinate system. It is possible to
minimize cost in a world coordinate system using a dummy
camera. Table 3 shows result by a nonlinear minimization in
a world coordinate system, and we can notice that error is
reduced in all cases except T1.
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TABLE 4. The result of extrinsic calibration by nonlinear minimization in
the pixel coordinate system.

Also, it is possible to do a nonlinear minimization in a
2D pixel coordinate system, not in a 3D world coordinate
system. In this case, LiDAR control points are projected
onto an image using R and T between a LiDAR coordinate
system and a camera coordinate system. The lines l1 and
l2 are defined in a pixel coordinate system. Table 4 shows
results by a nonlinear minimization on a pixel coordinate
system. 5 cases among total 9 cases show completely wrong
results. The reason for showing this result is that cost is
defined as a distance between a LiDAR data and a line on
a pixel coordinate system. For example, if we denote the
intersection point of two lines l1 and l2 as (x, y), all LiDAR
data that are projected onto (x, y) would have zero cost. For
all the wrong cases in Table 4, the estimated translation vector
has large magnitude, and this confirm our reasoning about
failure cases. This problem does not happen in a nonlinear
minimization on a 3D space.

In Table 3 and Table 4, validation error is computed using
the real trajectory of LiDAR. Therefore, we can consider it as
the correct evaluation of extrinsic calibration. In Table 4, all
nine cases converged, and eventually showing small residual
after a nonlinear minimization. Using the real trajectory of
a LiDAR like the proposed algorithm makes it possible to
check whether the result of extrinsic calibration is good or
bad in quantitative way.

Table 5 shows the result of a quantitative error evaluation
in the validation set of each extrinsic calibration result by the
Hu [12] and the proposed algorithm. In Table 5, the distance
between a camera and a calibration structure is also indicated
for each case. In Table 5, Hu algorithm gives a better result
than proposed algorithm only in T1 case. In other cases of
T2 and T3, we could have improved result compared to
T1 result by Hu algorithm. Also, error value for each location
is shown. A 2D LiDAR used in this paper is the Hokuyo
UTM-30LX, which has an error of ±30mm in the range
of 0.1m to 10m. Considering these errors, we can conclude
that the proposed method provides proper extrinsic calibra-
tion results in all cases.

In the case of T6 by the Hu algorithm, it shows a large
projection error of 189.6mm on average, but it shows a small
error of 30∼50mm at a distance of 3∼4m. In the case of T6
∼ T9 by the Hu algorithm [12], extrinsic calibration is done

TABLE 5. Comparison of error per position of validation data by the
Hu [12] and the proposed algorithm.

FIGURE 10. Comparison of projection error on a dummy camera (green
circle: ground truth, yellow cross: by the Hu [12] algorithm, red cross: by
the proposed algorithm, first row: 1m, second row: 3m, third row: 5m)
(a) by result of T2 in Table 5 (b) by result of T9 in Table 5.

using data acquired at a relatively large distance, they showed
a large error of more than 100mm at 0.5m, 1.0m, and 1.5m
positions. In the case of the Hu algorithm [12], although a
small error is shown at a distance close to a position where
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FIGURE 11. Comparison of projection error on a normal camera (blue
line: calibration structure corner, yellow cross: by the Hu [12] algorithm,
red cross: by the proposed algorithm, first row: calibration structure used
in T3, second row: calibration structure used in T4, third row: calibration
structure used in T8) (a) by result of T2 in Table 5 (b) by result of T9 in
Table 5.

extrinsic calibration is done, we can notice that an error
is amplified according to the change of distance. We can
notice that the proposed method can solve this problem.
In average, the Hu algorithm [12] and the proposed algorithm
gives error statistics of 81.14 ± 43.15 mm and 46.20 ±
10.79 mm. The proposed algorithm gives a solution having
a small error and variation compared to the Hu algorithm.
The Hu algorithm [12] gives a sensitive result according
to pose and distance between a system and a calibration
structure, while the proposed algorithm gives a consistent
result.

Experiments are done under the same configuration as
shown in Figure 1 without changing relative pose among a
normal camera, a dummy camera, and a 2D LiDAR, therefore
the ground truth value of R and T is unique. It is difficult to
find the ground truth value ofR andT of extrinsic calibration.
The ground value of R is rather difficult than that of T.
The norm of T is a Euclidean distance between the origin
of a camera and a LiDAR, respectively. We can roughly
measure this distance and can used it as reference value for
checking. From Table 1 to Table 3, ‖T‖ is also displayed for
comparison. The proposed algorithm gives a ‖T‖ value with
less variation than Hu algorithm.

Qualitative comparison was performed by projecting the
control points used for extrinsic calibration onto an image
using the result of the extrinsic calibration. Figure 10 shows

the result of projecting control points used for verification
onto an image by a dummy camera using the result of extrin-
sic calibration by the Hu and the proposed algorithm. The
green circle represents the position of a control point man-
ually extracted using an actual LiDAR trajectory. A yellow
cross and a red cross represent a projected point of a control
point using extrinsic calibration result by the Hu algorithm
and the proposed algorithm, respectively. Figure 10(a) is the
result by T2 case and Figure 10(b) is the result by T9 case
in Table 2 and Table 3.

Figure 11 shows the result of projecting three control points
P1, P2, and P3 used in a dummy camera onto a normal
camera using a relative pose between a dummy camera and
a normal camera. In Figure 10, a blue straight line represents
the corner of a calibration structure. If extrinsic calibration
result is correct, three control points should be projected
at corner. In Figure 11, a yellow cross is result by the Hu
algorithm [12] and a blue cross is result by the proposed
algorithm. Figure 11(a) is the result by T2 case in Table 5,
and Figure 11(b) is the result by T9 case in Table 5. From the
first row to the third row in Figure 10, the result of projecting
control points P1, P2, and P3 onto a corresponding image of a
normal camera used in T3, T4, and T8, respectively, is shown.
From the result of Figure 10 and Figure 11, we can conclude
that the proposed algorithm gives improved results compared
to the Hu algorithm [12].

We think that a LiDAR modeling similar to camera mod-
eling during camera calibration is required to improve the
extrinsic calibration of a camera and a 2D LiDAR. Also,
bundle adjustment which is widely used in 3D reconstruction
also could be used in the extrinsic calibration of a camera and
a 2D LiDAR to improve the accuracy.

IV. CONCLUSION
In this paper, we proposed an algorithm to improve the per-
formance of the Hu algorithm [12], which has the advantage
of being able to have an extrinsic calibration of a camera and
a LiDAR using data with just one shot. Through quantitative
evaluation using an actual LiDAR trajectory obtained from a
dummy camera with IR cut filter removed, it was found that
the Hu algorithm [12] provides sensitive results according to
distance and pose between a system consisted of a camera
and a LiDAR and a calibration structure. We show that this
problem can be solved using the actual trajectory of a LiDAR
on an image by a dummy camera. An initial solution was
obtained using the Hu algorithm [12], and a method using
nonlinear minimization using a real LiDAR trajectory was
presented. A nonlinear minimization can be performed in
both in a 2D pixel space and in a 3D space, and it has been
shown that a nonlinear minimization in a 3D space gives a
better solution.
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