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ABSTRACT Image completion models based on deep neural networks have been a research hot spot
in computer vision. However, most of the previous methods focus on natural images, such as faces and
landscapes. In this paper, we propose a novel image completion model for a special set of artificial ancient
Chinese paintings to address this limitation. Specifically, we integrate three complements: the Wasserstein
Generative Adversarial Networks (WGAN), Perceptual loss, and Mean Squared Error (MSE) to train the
model robustly. We propose a unique generator which can not only pay more attention to complete the
details of ancient Chinese paintings but also can provide the synthesized lines to help artists to analyze
paintings conveniently. Additionally, we also allow a user to supply a structure hint to guide our model to
complete Chinese paintings according to his/her preference. Extensive experiments firmly demonstrate the
effectiveness of our approach to complete ancient Chinese paintings and remove abnormal color blocks from
them.

INDEX TERMS Deep learning, Generative adversarial network, Image completion.

I. INTRODUCTION
Chinese painting is an essential core of Chinese culture.
Compared with European paintings, Chinese paintings pay
more attention to profound connotations, although they are
not gorgeous and multicolored. Over thousands of years,
there are many world-renowned ancient Chinese paintings,
such as the Along the River During the Qingming Festival
(Fig. 1a), Spring Morning in the Han Palace (Fig. 1d), etc.
Unfortunately, many paintings have been damaged during
the long history. Traditional physical repair methods may
cause secondary damages, and it is difficult for us to fix
it correctly. Although existing image processing software,
such as Photoshop, may be helpful in this perspective, these
methods cannot fixmissing contents of paintings intelligently
as artists, and the labor costs are usually expensive. Thereby,
it is necessary to develop an image completion approach to fix
these paintings based on a deep understanding of semantics.
With the development of smart convolution neural networks,
we can automatically restore themissing part of the paintings.
On the one hand, this new approach reduces the repair cost
significantly. On the other hand, it also maintains enough
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flexibility and applicability to allow users to fix the painting
following his/her talent.

The most related work of this research is image comple-
tion. Its purpose is to restore the lost area of a damaged image
in a semantically reasonable and visually realistic manner.

Traditional image completion models usually divide into
two categories. One is based on texture synthesis [1].
Although these methods can achieve excellent results in
detail, capturing the global structure of an image is diffi-
cult for them. The other is based on external databases [2].
Methods of this type assume that areas surrounded by similar
contents could be copied and pasted into the missing region.
However, there is no guarantee that an exact match can be
found in the database. If not, a serious error may occur in
completed images, making the final results unsatisfactory.
Besides, this kind of method is often time-consuming and
requires extensive computing resources. In short, traditional
image completion methods cannot understand the semantics
of an image, which makes the rationality and fidelity of the
completed results often fall below expectations.

Recently, deep neural networks have been proven to be
capable of understanding abstract semantics of images [3].
As a result, image completion models developed on deep
neural networks have gradually become a standard. For
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FIGURE 1. (a) Part of the Along the River During the Qingming Festival (original size: 159010∗4339); (b) Part of the Night Revels of
Han Xizai (original size: 84481∗3472) (c) Part of the One Hundred Horses (original size: 11161∗91403) (d) Part of the Spring
Morning in the Han Palace (original size: 76307∗3307) (e) Part of the A Thousand Li of Rivers and Mountains (original size:
152089∗6083) (f) Part of the Rhapsody on Goddess of Luo (original size: 76307∗3307).

example, Yu et al. [4] utilize the semantics which learned
from large-scale datasets to fill content into non-stationary
images with an end-to-end approach. Li et al. [5] proposed a
deep face completion model, which combines reconstruction
loss, adversarial loss, and semantic parsing loss to optimize
their model jointly. Like these methods, most current image
completion models focus on natural images rather than artifi-
cial images, such as ancient Chinese paintings. The lines and
textures of paintings are typically more complex, and they
are quite different from natural images. That means previous
image completion approaches may not work equally well for
artificial images, especially for ancient Chinese paintings.
Besides, most ancient painting completion models rarely
notice the lines of paintings. Lines are an essential tool for
modeling paintings and represent the unique artistic language
of painters. The study of lines has been one of the research
hotspots for ancient painting researchers. We believe that
the application of lines is extensive, and fixing lines is as
important as ancient paintings. Therefore, there is still a big
gap between these models and actual demand.

To address these problems, we propose a user-guided
supervised model based on Wasserstein Generative Adver-
sarial Networks (WGAN) to complete artificial ancient Chi-
nese paintings with random irregular holes. Similar to the
traditional Generative Adversarial Networks (GAN) [6], our
model also contains a generator and a discriminator network.
We propose a novel generator to make the synthesized paint-
ings realistic in content and lines. To our knowledge, it is one
of the first deep learning approaches to complete artificial
images with state-of-art results.

In summary, this work makes the following contributions:

• We propose a novel deep learning model based on
WGAN to complete artificial ancient Chinese paintings
with irregular holes. Besides, our model also allows
a user to fix a painting following his/her imagination.

This is one of the first approaches to complete artificial
images with satisfactory results.

• We introduce a unique generator which can not only
complete the details of ancient Chinese paintings realis-
tically but also can provide the synthesized lines to help
the artists to analyze paintings conveniently.

• Extensive experiments demonstrate that our approach
also can be used in removing abnormal color blocks
from ancient Chinese paintings, which is also quite use-
ful in many scenarios.

The rest of this paper is organized as follows.
Section 2 reviews several critical works related to our
research. Section 3 presents the network structure and objec-
tive functions of our model. Extensive experiments and
results are documented in Section 4. Finally, we conclude
this paper in Section 5.

II. RELATED WORK
In this section, we briefly review previous works on
Generative Adversarial Networks and image completion
methods.

A. GENERATIVE ADVERSARIAL NETWORKS (GAN)
Recently, GAN [6] models have achieved great success in
various computer vision tasks, including image translation
[7], [8], shadow removal [9], and realistic super-resolution
[10], [11], etc. The vanillaGAN framework consists of a gen-
erator and a discriminator. The generator learns to synthesize
samples as close as possible to real ones. The discriminator
learns to classify real and fake samples accurately. As the
discriminator continues to improve, the performance of the
generator is also increasing. Thus, through this adversarial
training, GAN could produce realistic perceptual samples.
However, the vanilla GAN loss function is based on the
Jensen-Shannon (JS) divergence, which may lead to a severe
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gradient disappearance and unstable problems. Arjovsky and
Bottou [12] employ Wasserstein distance to redefine the loss
function and regularize discriminator by weight clipping to
make the training process more stable. In this work, we build
our model by employing a more efficient WGAN.

B. IMAGE COMPLETION
Image completion has been a hot research spot in com-
puter vision. Patch-based methods such as [13]–[15], sample
blocks from the non-hole region of an image or other images,
and seamlessly paste the most relevant blocks to the missing
area. These methods are limited by a fact that the best textures
for implanting are often different from the sampled blocks,
and the structures of images are not modeled. If such meth-
ods are used in completing ancient Chinese paintings with
excessive lines, results may be highly monotonous and incon-
sistent. Partial differential equation diffusion approaches [16]
complete images by gradually diffusing known pixels around
the missing area. These approaches may introduce pseudo-
structure problems easily and are only suitable for complet-
ing narrow holes, which have insufficient generality and are
inappropriate in our task.

Recently, deep neural networks have made signifi-
cant breakthroughs in various tasks of computer vision.
Iizuka et al. [17] proposed a fully-convolutional image
completion network with a global and a local context
discriminator. The global discriminator evaluates the full
completed image’s coherence, and the local discriminator
focuses on enhancing the local consistency between the com-
pleted region and its surroundings. Zhao et al. [18] proposed
an end-to-end network that uses a different image to guide
the model to synthesis new content for the missing regions.
Portenier et al. [19] introduced an end-to-end image editing
system based on sketches. Yu et al. [20] proposed the gated
convolution, which provides a learnable and dynamic feature
selection mechanism for the pixel of each channel of all
layers.

III. METHODOLOGY
In this part, we first describe the general framework and
the objective functions of our model. Then, we introduce an
irregular mask construction method and the structure hint.

A. NETWORK
Most of the current image completion models [17]–[21]
only focus on natural images, such as faces and landscapes,
but minimal ones address artificial images. In this work,
we design a novel image completion model for artificial
ancient Chinese paintings based on the WGAN framework.
As other methods based on GAN, our model also consists
of a generator and a discriminator. The generator learns to
complete an ancient Chinese painting with random irregular
holes as realistically as possible. The discriminator learns to
distinguish the authenticity of the image. The entire architec-
ture is presented in Fig. 2.

1) GENERATOR
Image completion networks are usually based on a popular
UNet − like [22] architecture such as [7], [21]. The gen-
erator based on this architecture usually hires more than
five down-sample layers to extract deep feature maps. Then,
it stacks multiple deconvolution layers to generate repaired
results. This strategy is very time-consuming and requires
a large number of computing resources. On the other hand,
the details of images are seriously lost due to the multi-
ple down-sampling layers, which can be fatal for multi-
lined artificial ancient Chinese paintings. Besides, previ-
ous experiments and researches [23] demonstrate that the
up-sampling network based on deconvolutions may cause
a severe checkerboard-effect problem, which will greatly
impact the quality of results.

Therefore, we propose a novel architecture for the specific
Chinese ancient painting completion task. First, we aban-
don the popular multilayer down-sampling structure, but use
three down-sampling layers and followed by four dilated-
convolution layers to expand the model receptive field in the
encoder. Dilated-convolution utilizes decentralized kernels,
which allow a larger input area to be used in the calculation
without using more parameters and computing power. Sec-
ond, we employ the pixel-shuffle [24] with convolutions to
replace the conventional deconvolution layers in the decoder.
Pixel-shuffle expands the channel of the feature map through
convolution and then enlarges the image through periodic
shuffling. Third, we apply the skip-connection [30] between
encoder and decoder to keep low-level information consis-
tency. Skip-connection conveys shallow features into deep
layers, which usually contain many low-level details. Finally,
we introduce two decoders in the last up-sampling layer. The
decoder of lines outputs a completed picture of lines and
the decoder of content outputs a completed painting. Since
the generator needs to optimize the line decoder and con-
tent decoder simultaneously, this undoubtedly strengthens the
encoder’s attention to the details of paintings and promotes
completed results more realistic and natural in boundaries.
On the other hand, it can also support artists to edit and
analyze ancient paintings conveniently. Our model largely
solved the problems of using GANs to complete ancient
Chinese paintings. The specific network architecture is shown
in Fig. 3.

2) DISCRIMINATOR
The goal of a discriminator is to distinguish whether an image
is real or not. In order to complete random irregular holes
correctly, we employ the Patch GAN [7], [20] model as
our discriminator. Compared with the vanilla discriminator,
Patch GAN can detect the image’s authenticity in a larger
receptive field, and make the training process more robust.
The specific network architecture is illustrated in Fig. 4.

B. OBJECTIVE FUNCTION
Previous methods [17], [25] mostly rely on pixel reconstruc-
tion loss to complete the contents of the missing area. This
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FIGURE 2. Overview of our model, consisting of two blocks: a generator G and a discriminator D. (a) G takes a structure hint and a broken image as
input and generates the repaired painting and lines. We synthesize broken images by doing an inner product on raw images and masks. Then we use the
depth-wise concatenation between broken images and structure hints to make them as a whole. (b) D takes in both an image and a corresponding
sketch as input. It learns to distinguish between real and fake image pairs.

FIGURE 3. The architecture of our generator. It consists of three
down-sampling blocks, four dilated-convolution layers, and three
up-sampling blocks. We use skip-connection between the down-sampling
blocks and the up-sampling blocks.

loss pays more attention to pixels consistency rather than
semantic consistency. It may cause semantic errors in results.
To avoid this limitation, we integrate three loss functions:
adversarial loss, perceptual loss, and the Mean Squared Error
(MSE) loss to train our model jointly. In the following texts,
we denote G as the generator, D as the discriminator, M as
the random defect mask, and S as the structure hint, which
simulates the user’s input. During the training phase, S is
randomly sampled from the missing area of the ground truth.
When we test the model, we default S does not contain any
information.

We use MSE loss between completed results and corre-
sponding ground truths to constrainG to learn low-level pixel
information thoroughly. We obtain the ground truth of lines
by two steps. First, we use smoothing filtering on a raw image
to alleviate the effect of noise. Then we use edge filtering

FIGURE 4. The architecture of our discriminator.

to extract the lines of an image. More formally, we use �
to represent the pixel multiplication. The MSE loss can be
described as (1).

LMSE (G) = ‖M � (G (x,M , S)− x)‖2 (1)

By minimizing the MSE loss, G generates a result with
smooth textures but perceptual unsatisfying. To solve this
limitation, we hire the Perceptual loss [26] in our model,
which is closer to perceptual similarity. Specifically, we adopt
the first four layers in the pre-trained Inception-V4 [31] net-
work as a feature extractionmodel. Byminimizing the L1 loss
between real features and generated features, repaired results
are consistent with ground truth in deep semantics. We use
2k to represent the feature map in the Inception-V4 network.
The perceptual loss can be formulated as (2).

Lp (G) =
∑
q

‖2k (G (x,M , S))−2k (x)‖1 (2)

In addition to the MSE loss and the Perceptual loss
described so far, we also use an adversarial loss to support
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results more clear. In this paper, we use theWasserstein GAN
loss as our adversarial loss function.We denominate theD (x)
as a probability distribution given by D. The generator tries
to minimize this objective. In contrast, the discriminator tries
to maximize this objective. It can be expressed as (3).

min
G
min
D

LGAN (G,D) = Ex∼pdata(x) [D (x)]

Ez∼pz(z) [D (G (z))] (3)

Finally, the overall loss function is defined as (4). We
formulate the λperc as the weight of the perceptual loss and
λgan as the weight of the adversarial loss.

L = LMSE + λpercLp + λganLGAN (4)

C. IRREGULAR DEFECT MASK GENERATION
Previous studies generate defects by randomly deleting rect-
angular areas in an image. We believe it is insufficient in
actual needs. Therefore, we propose a method that can gen-
erate a defect mask with arbitrary shapes. First, we set up a
shape set A, including points, lines, rectangles, circles, and
ellipses. Then we randomly sample 4 to 7 shapes from A and
draw them with black color on a pure white image as large as
the ground truth. It is worth noting that the thickness samples
from 10 to 30 pixels randomly. Finally, the pixels in the mask
will be normalized to 0-1. We get defect images by making
the inner product between binary masks and raw images.

D. STRUCTURE HINT GENERATION
Our model allows a user to supply a structure hint to guide
our model to complete Chinese paintings according to his/her
preference. In the training phase, the structure hint is simply
a small fraction of pixels which sampled from the raw image
randomly. The sampled locations are selected by a binary
mask, which is obtained by themethod described in III.C. It is
worth noting that we modify the thickness of the sampling
range to 0-3 pixels in this binary mask, which means the
structure hint we input to the model may be empty. We use
this strategy to alleviate our model’s excessive dependence
on structural hints. Even if we do not provide any structural
hints, our model can still produce realistic results. Besides,
we only use the structural hint during training. When we test
the model, unless a user offers his/her preference through the
structure hint we default the structure hint is empty.

IV. EXPERIENCE AND RESULTS
In this section, we first describe the dataset and train-
ing details. Then we express the comparative experimental
results. We also introduce the user-guided experiments and
other applications of our model. In the end, we verify the
effectiveness of our model through an ablation study.

A. DATASET
We select six of China’s most famous ancient paintings as
our basic dataset, including Along the River During the
Qingming Festival (Ming dynasty), Spring Morning in the

TABLE 1. The detail of the ancient painting dataset.

Han Palace, The Night Revels of Han Xizai, A Thousand
of Rivers and Mountains, One Hundred Horses and Rhap-
sody on Goddess of Luo. We also use the Hanging Scroll
of Fairyland of Peach-Blossom Spring as our supplementary
testing dataset, which does not participate in training.We crop
these ancient paintings into 256× 256 image blocks with
a sliding distance of 128 pixels. To avoid overlap between
the training and testing set, we randomly locate certain areas
on the six ancient paintings as our testing regions, and the
rest are used for training. The total area of these test regions
accounts for about 20% of the whole image. We finally
obtained 171,987/52,122 image blocks as the training/testing
sets, of which 12716 images are only for testing.

B. TRAINING ALGORITHM
We randomly select a small batch of image x from the training
sets and use x �mask to simulate the defect image, where�
represents the pixel multiplication, and the mask is a binary
3D array obtained by the method in III.C to identify whether
each pixel in the image is lost or not. Through this processing,
we get a small batch of broken image z. The z and the
structure hint are input into the generator after depth-wise
concatenation. Optimization of our model consists of jointly
minimizing and maximizing conflicting objectives, which
may cause the training process to be unstable. To avoid this
problem,we train themodel in three stages. First, we initialize
the generator by optimizing theMSE loss and Perception loss
for 20,000 iterations. Then, we fix the generator and train
the discriminator with the adversarial loss for 2000 iterations.
Finally, the generator and the discriminator are trained alter-
nately, and all loss functions are used jointly to optimize the
model for 100,000 iterations. Because one would not like to
see any changes in the non-hole regions of a painting, we use
Gout � mask + z� (1−mask) as completion results, Gout is
the output of the generator.

C. TRAINING DETAILS
We use Google’s TensorFlow framework [27] to imple-
ment our algorithm. During the training phase, we set
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FIGURE 5. Part of image completion results on the ancient painting dataset. From left to right, four images as a group, indicating: the
masked image, the completed picture of lines, the completed image, and the ground truth.

λgan = 0.001 and λperc= 0.01. We trained our model with
mini-batch stochastic gradient descent with batch size 16.
To speed up training, we used Adam optimizer with the
learning rate of 0.0001. Additionally, except for the last layer
of the generator and discriminator, we use the LeakyRectified
Linear Unit (LeakyReLU) with a hyperparameter of 0.2 [28].
The decay factor of the Batch Normalization Layer is 0.9. We
set the same experimental settings in the training and testing
phase.

D. RESULTS
Our model is compared with two recent image completion
models, PConv [21] and GL [17]. All models have trained
100,000 iterations on the same ancient painting dataset men-
tioned above. For a fair comparison, except for the user-
guided experiment, the structure hint does not contain any

information in other experiments. In order to make the eval-
uation only focus on the broken area, we use Gout �mask +
x� (1− mask) on the results of all models, whereGout is the
output of a model and x is the raw image.

1) QUALITATIVE RESULTS
Fig. 5 shows some samples generated by our model on the
test set. We find that even with large or complex seman-
tic structures in occluded regions, our model can perfectly
produce semantically consistent and visually realistic results.
To further verify the effectiveness of our model, we also test
it on the supplementary testing dataset, which is not involved
in the training. As shown in Fig. 6, our model has excellent
performance even on the data that have never been seen
before. This indicates our model can learn the deep semantic
information of the artificial image successfully.
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FIGURE 6. Part of image completion results on the supplementary dataset, which does not participate in training. From
left to right, four images as a group, indicating: the masked image, our completed sketch, our completed image, and the
ground truth.

FIGURE 7. Comparisons of the results on the ancient painting dataset. From left to right, five images as a group, indicating: the masked
image, the result of [17], the result of [21], our result, and the ground truth.

Fig. 7 shows the visual effect of completing ancient Chi-
nese paintings using three approaches. GT represents the
ground truth. It is worth noting that since the local discrim-
inator of GL only works for regular holes, which is not
the case for our problem, only the global discriminator in
the algorithm is used. The intact Pconv algorithm is used

without any modification. We can observe from Fig. 7 that
GL will create many boundary artifacts and blurred textures.
Although Pconv’s result is good, our approach achieved the
best results in texture details and edge details, which confirms
that the completion of ancient paintings cannot be easily done
by conventional image completing algorithms. Besides, we
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TABLE 2. Quantitative results over the test results on the Ancient
painting dataset.

perform the same post-processing on the results of all models,
which means all models are compared based on fair and con-
sistent standards. Although the post-processing contributes
to enhancing the visual effect of paintings, the repaired lost
areas of other contrast methods still have the problem of
blurred and twisted edge structures and serious loss of details.
On the contrary, our model solves this problem well because
it pays more attention to the edge information of an image.
Therefore, our algorithm indeed has an edge on this specific
task.

2) QUANTITATIVE RESULTS
Following previous image completion works [17], [21],
we use three different metrics to evaluate the quality of the
synthesized images. The first is the L1 loss, which directly
measures the overall error in pixel values. The lower the
L1 score, the more similar the completed result and ground
truth. The second is the Structural Similarity Index (SSIM),
which evaluates the similarity between the two pictures from
the brightness, contrast, and structure. The higher the SSIM
value, the more similar the completed result is to the ground
truth. The third is Peak Signal to Noise Ratio (PSNR), which
is based on the difference between the corresponding pixels.
The higher the PSNR score, the more realistic the results are.
Table 2 shows the comparison results. Our method has the
best performance among all the three metrics.

3) USER-GUIDED RESULTS
In the previous section, we synthesized visually realistic and
semantically reasonable pixels for the missing regions of
ancient paintings. In order to enhance the versatility and flex-
ibility of our model, we also allow a user to offer a structure
hint based on his/her preference to guide the painting comple-
tion process. Our model is able to leverage on this guidance
information to make the synthesized image have the desired
structure-property.We invited five artists to provide structural
hints with personal preferences, not ones sampled from the
original painting. The results are shown in Fig. 8, where it
is obvious that the synthesized image possesses the structure
hint offered by the user. That means our model allows users to
modify the structure hint to guide the completed results with
personal preferences.

4) OTHER APPLICATION RESULTS
We find that our approach can also be used for removing
abnormal color blocks from ancient Chinese paintings. It is
useful since there are inevitable watermarks and stains on the
ancient paintings, which should be removed in the digitiza-

FIGURE 8. User-guided ancient painting completion results. From left to
right: the masked image, the user’s structure hint, our result, and the
original image.

FIGURE 9. Part of the abnormal color removal results. From left to right,
each of the three images is a group, indicating: the abnormal color image,
our result, and the ground truth.

tion process. In this experiment, we still use the same data
set and network architecture as the completion model, but
we preprocess the image differently. We directly construct
stains of random shape and color on the raw image, with
a thickness of 5-10 pixels. Additionally, we do not use the
structure hint and the mask because they are unnecessary
in this task. As shown in Fig. 9, some random strokes and
patterns are added to the input images. Our approach can
remove them effectively to obtain images nearly identical to
the ground truth.

E. ABLATION STUDY
Here we analyze the effectiveness of two decoders.
We remove the second decoder which works for completing
lines and compare it with the original model. All models are
trained on the same dataset with the same set of parameters.
Fig. 10 visualizes part of the detailed comparison results.
From sample images, we can see the results generated by
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FIGURE 10. Analyzing the effects of two decoders. From left to right, four images as a group, indicating: the masked image,
the completed image of the ‘‘w/o Lines’’ model, the completed image of the ‘‘Full’’ model, and the Ground Truth. ‘‘Full’’ is the
original model described in this work. ‘‘w/o Lines’’ indicates the model without the line decoder.

the model with two decoders are more realistic and natural in
boundaries and details. This indicates the decoder of lines has
significant force on the quality of images and it encourages
the generator to pay attention to details.

V. CONCLUSION
This paper proposes a novel and unique deep learning model
for completing the high-resolution images of ancient Chi-
nese paintings. Both qualitative and quantitative experiments
have demonstrated the effectiveness of our approach and its
clear advantage over competing methods. Additionally, it not
only can be used to help a user to generate his/her desired
completion results by providing a simple structure but can
provide users with sufficient choices. It also works very well
in removing the abnormal color blocks on the paintings.
We believe this is one of the early attempts to design a
deep learning synthesizer for a special type of image, which
may stimulate researchers to pursue more possibilities in this
direction.
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