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ABSTRACT Advances in Artificial Intelligence (AI) have influenced almost every field including computer
science, robotics, social engineering, psychology, criminology and so on. Although AI has solved various
challenges, potential security threats of AI algorithms and training data have been stressed by AI researchers.
As AI system inherits security threats of traditional computer system, the concern about novel cyberattack
enhanced by AI is also growing. In addition, AI is deeply connected to physical space (e.g. autonomous
vehicle, intelligent virtual assistant), so AI-related crime can harm people physically, beyond the cyberspace.
In this context, we represent a literature review of security threats and AI-related crime. Based on the
literature review, this article defines the term AI crime and classifies AI crime into 2 categories: AI as tool
crime and AI as target crime, inspired by a taxonomy of cybercrime: Computer as tool crime and Computer
as tool crime. Through the proposed taxonomy, foreseeable AI crimes are systematically studied and related
forensic techniques are also addressed. We also analyze the characteristics of the AI crimes and present
challenges that are difficult to be solved with the traditional forensic techniques. Finally, open issues are
presented, with emphasis on the need to establish novel strategies for AI forensics.

INDEX TERMS Artificial intelligence, AI crime, AI forensics, security threats, malicious AI.

I. INTRODUCTION
Artificial Intelligence (AI) has become essential to almost all
areas including computer science, security engineering, crim-
inology, psychology, and robotics. Especially, Deep Learn-
ing [1], inspired by the structure and function of the brain,
has been the major breakthrough in the AI field [2] and it
has activated the AI study in various fields. Research on
deep learning has been studied to process a huge amount of
data (e.g. pictures, medical information, social media, crime
information, etc.) to perform medical image analysis, speech
recognition, and natural language understanding [3]–[7].

Although the fast development of AI has brought the
benefits of innovation, it also has carried the significant
risks [8]. This unprecedented growth reminds AI stakeholders
of the early days of Information & Communication Tech-
nology (ICT). When ICT evolved at high speeds in the
past, unexpected problems occurred (e.g. terrorism, security
threat, cybercrime, privacy infringement, etc.) and it incurred
the considerable social costs. Similarly, there are growing
concerns about various problems that the AI can cause [9].
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As Brundage et al. [10] stressed the importance of the chang-
ing threat environment, research on preventing andmitigating
the dark side of AI also should be discussed and expanded
seriously.

In this context, we explore AI security threats, foreseeable
crimes, digital forensics for AI. A literature search for the
subject covered various books, journals, and conference pro-
ceedings. Due to the heterogeneous nature of AI and digital
forensics, we reviewed not only forensic researches but also
researches of computer science, related law, criminology,
etc. We used Google Scholar, IEEE Xplore, and ACM Dig-
ital Library to search for related paper using the keywords:
‘AI’, ‘security threat’, ‘AI crime’, ‘forensic framework’, etc.
We also looked for studies that the retrieved works cited
and were cited by the retrieved works. Among the papers,
we tried to review articles published after 2015. However,
we did not rule out papers published prior to 2015, as there
would be works highly relevant to this survey. We note that
this paper regards AI as a set of algorithms including training
and inference processes to mimic human intelligence.

By reviewing previous studies, we define AI crime, and
then propose a taxonomy for new types of crime: the AI as
tool crime and AI as target crime, inspired by an existing
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taxonomy used in cybercrime: computer as tool crime and
computer as target crime [11], [12]. The AI as tool crime
is defined as the expansion of existing crimes, including
traditional crime and cybercrime (e.g. advanced phishing,
automated hacking, manipulation, fraud, etc.). The AI as
target crime is a new area of potential criminal activity against
AI system; adversarial attack [13] is a typical example. Based
on proposed taxonomy of AI crime, this article discusses how
to investigate the crime; we name this process AI forensics.
Note, in the digital forensic field, a word in front of the
‘forensic’ implies the target to be analyzed (e.g. smartphone
forensics, cloud forensics, memory forensics, IoT forensics).
Therefore, AI forensics indicates not investigation using AI
but investigating AI. We also perform a comparative analysis
between traditional digital forensics and AI forensics.

In exploring the facets of AI crime, we make the following
contributions:
• We discuss foreseeable AI-related crimes systematically
and practically.

• We propose a taxonomy of AI crime based on compre-
hensive literature review.

• We introduce challenges that digital forensics can
encounter when investigatingAI crimewith experiments.

• We highlight open issues in the field of AI forensics and
propose corresponding suggestions. To the best of our
knowledge, this paper is the first systematic study about
AI forensics.

The rest of this paper is organized as follows. Section II
introduces related work and background of AI security threat,
AI crime, and digital forensics. In Section III, we define AI
as tool crime and then describe foreseeable AI-related crimes.
Section IV explains AI as target crime, which attacks training
system and inference system.We discuss AI forensics aiming
to investigate the AI crimes in Section V. Section VI high-
lights open issues of AI forensics by comparing the traditional
forensics. Concluding remarks are drawn in Section VII.

II. RELATED WORK AND BACKGROUND
As already mentioned in the introduction, AI has been stud-
ied in various academics. This section describes researches
about AI security threat and AI-related crime from various
perspectives. In addition, we also explore cybercrime defined
by cybersecurity and digital forensics community.

A. AI SECURITY THREATS AND CRIME
The term ‘AI crime’ was firstly provided by humanities
field [9] as the term ‘crime’ is involved with law and ethics.
Although the termAI crime has not been covered in computer
science area, several studies have stressed security threats and
malicious uses of AI that can cause various crimes.

A prime study of the malicious use of AI is about
adopting online personas, called socialbot, that behaves like
human [14]. Though the initial objective of socialbot was
to advocate awareness and cooperation among people [15],
it has often been used maliciously such as phishing, fraud,
and political infiltration of a campaign on online social

networks [16]. Seymour and Tully [17] presented that
machine learning can be weaponized for social engineering;
by using AI, mass-produced messages with phishing links
could be posted on Twitter without any interruption. Because
the malicious socialbot is based on a specific user’s past
behaviours and public profiles, detection of the socialbot has
become the challenge of computer security [18], [19]. From
the social science perspective, the technique may influence
or inflame public opinion when malicious socialbots are
designed to perform a political attack [20], [21].

Some researchers gave warning that hackers have already
started to weaponize AI, in order to advance their cracking
skills and develop new types of cyber attack [22]. The AI is
utilized to sharpen techniques to commit traditional cyber-
crimes such as financial fraud, cyberterrorism, cyberextor-
tion, etc. For example, when hackers try to voice phishing,
the hackers can deceive victims by using the realistically
imitated voices of the victims’ family or friends [23].

Whereas the above studies focused on the problems that
the specific techniques could cause, Brundage et al. [10] pre-
sented a comprehensive insight into the malicious use of AI.
They addressed three changes in the landscape of threats:
expansion of existing threats, the emergence of new threats,
and change to the typical character of threats. By the scalable
use of the AI system, the cost of tasks that require human
labor may be lowered. Perpetrators then are able to attack
more targets with the cost reduction techniques (e.g. mass
spear phishing); this is the expansion of existing threats.
The new threats also may be emerged to complete tasks that
are infeasible for people (e.g. imitating individuals’ voices,
controlling multiple drones) [24]. When the highly effective
attacks by AI become more common, the typical character of
threats will be altered. Brundage et al. also classified security
domains into digital security, physical security, and political
security. The digital security domain includes cyberattacks
that exploit vulnerabilities of human or AI systems. The
physical security domain covers physical attacks such as
causing autonomous vehicles to crash and controlling thou-
sands of drones. The political security domain includes novel
threats in profiling, repression, and targeted disinformation
campaigns.

King et al. [9] provided a different view about AI security
threats, by using the term ‘AI crime’. They approached the
problem from a broader perspective. In the article, AI crime
is categorized based on criminal behavior: commerce, finan-
cial markets and insolvency (e.g. market manipulation, price
fixing, collusion), harmful or dangerous drugs (e.g. traf-
ficking, selling, buying, possessing banned drugs), offences
against the person (e.g. harassment, torture), sexual offences
(e.g. sexual assault, promotion of sexual offence), theft and
fraud, and forgery and personation (e.g. spear phishing, credit
card fraud). They insisted that the categorized crimes contain
one or more threats. When classifying AI security threats,
they focused on human’s nature: emergence, liability, mon-
itoring, and psychology. For example, the psychology threat
means that AI can affect a human’s mental state to the extent
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of facilitating or causing crime. This approach is quite dif-
ferent from that of the computer science field; this variety of
perspectives is due to the inherently interdisciplinarity of AI.

Some studies focused on privacy issues of AI arising from
processing of personal data. Li and Zhang [25] presented that
AI applications in healthcare, finance, and education may
occur privacy problems. As the number and quality of training
data greatly affect the performance of AI, developers wish
to collect as much data as possible. Li et al. insisted that the
collection of comprehensive data has inherent privacy threats.
Mitrou [26] approached the privacy problem with General
Data Protection Regulation (GDPR). The author stressed that
GDPR can be applicable toAIwhenAI handles personal data,
though GDPR does not specifically address AI.

The previous studies give three implications to stakehold-
ers in AI field. First, due to the dual-use nature of AI,
researchers and engineers should perceive that AI technique
may be used to commit criminal offences, even though
the technique is designed for legitimate use. Since AI is
a double-edged sword, stakeholders in AI field need strict
professional ethics. Second, totally different types of security
threats, that have not been considered so far, will emerge.
As AI can complete tasks that have been regarded as impos-
sible to be processed by people or traditional programs,
the threats will be outside the primary scope of known threats;
AI researchers should collaborate closely with professionals
in diverse fields to prevent the security threats of AI and
respond to AI crime. Finally, AI security area should learn
from trials and errors of cybersecurity area. As described in
previous studies, the foreseeable AI crimes are very closely
involved in cybercrime. The cybercrime stemmed from the
dual-use nature of ICT; the current situation of AI security
resembles the initial phase of cybersecurity.

B. CYBERCRIME
Cybercrime is regarded as the dark side of cyber space [12].
It is categorized into two types, computer as target crime and
computer as tool crime [11], [27]. As information has been
digitized and connected by network, new types of crimes,
such as cyberterrorism, cyberextortion, cyberwarfare, etc.,
have emerged; these crimes are called computer as target
crime. The objective of computer as target crime is dis-
rupting or destroying computer systems. Therefore, when
perpetrators commit the computer as target crime, they use
tools or techniques developed to intrude computer systems
(e.g. viruses, worms, Trojan horses, and spyware). Mean-
while, all data in our daily life have been digitized from
private area to business. This change makes offline crimes
such as fraud, threats, child abuse, stalking, etc. enter the
online environment; it is called computer as tool crime [12].
Cybercrime is intimately related to cybersecurity because
most attack techniques in cybercrime are based on exploiting
vulnerabilities of potential target [28], [29].

The taxonomy of cybercrime have helped to develop strate-
gies against the crime in practice.When forensic investigators
examine computer as tool crime, they focus on proving

the perpetrator’s past behavior to determine whether illegal
behavior occurred or not. In computer as tool crime, the crim-
inals generally use known tools and manipulate familiar
infrastructures such as the mobile message, website, social
media, etc. On the other hand, when investigators examine
computer as target crime, they should focus on malicious
programs, called malware. To quickly respond the crime
and ascertain the extent of the damage, they must find the
malware and then perform reverse-engineering to understand
the purpose of the malware and identify the source of the
attack [30]–[32].

1) DIGITAL FORENSICS
Digital forensics is defined as ‘‘the use of scientifi-
cally derived and proven methods toward the preservation,
collection, validation, identification, analysis, interpretation,
documentation, and presentation of digital evidence’’ [33].
In digital forensics area, many principles and guidelines
have been suggested because each country and organization
has various laws and policies. Nevertheless, they share an
underlying foundation that forensic process is considered to
be forensically sound only when it meets five principles:
Meaning, Errors, Transparency and trustworthiness, Repro-
ducibility, and Experience [34]–[39].
• Meaning: The original meaning of evidence should be
unchanged; when change is inevitable, there should be
minimal change.

• Error: Any unavoidable error in the forensic process
should be documented.

• Transparency and trustworthiness: The reliability and
accuracy of the forensic process should be tested and
verified.

• Reproducibility: The result of the forensic process
should show a consistent level of quality, no matter how
many times it is repeated under the same conditions.

• Experience: The investigators should have sufficient
experience or knowledge.

If the forensic process does not follow any of the five prin-
ciples, the evidence would be hard to be accepted in court.
Thus, investigators should collect and analyze the evidence
while adhering to the principles.

In addition, forensic researchers proposed a proactive
process that is used to manage incidents before they can
occur [40]; the process is called Digital Forensic Readiness
(DFR). DFR aims to collect digital evidence quickly and
accurately while minimizing the cost of conducting foren-
sic investigation during incident response [41]. In particular,
DFR has been used to mitigate business risks of losing infor-
mation assets due to security incident. As the incidents stem
from vulnerability of information system, DFR also plays a
role in preventing or detecting cybercrimes.

Similar to other fields, digital forensic researchers have
also studied application of AI to investigation. Karbab and
Debbabi [42] used natural language process and supervised
machine learning to detect malware. They achieved over 94%
f1-score in several datasets. Fidalgo et al. [43] also appliedAI
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to digital forensics, to classify suspicious content posted on
the Dark Web. By developing the monitoring system based
on AI, it made the investigation efficient. In addition, several
researchers have studied on forensic investigation methods
using AI ( [39], [44], [45]), but study on AI as the subject of
forensic investigation has not been published yet.

III. AI AS TOOL CRIME
This section describes foreseeable AI as tool crime consid-
ering the dual-use nature of AI. Because AI system is also
developed on digital infrastructure, the risk of cybercrime,
including computer as tool and target crime, is embedded
within AI security threats. In addition, AI can be used for
physical crime by controlling autonomous devices like smart
car, drone, Internet of Things (IoT) device, etc.

In this section, we explore how AI can be used to sharpen
cyberattacks. Then, we focus on physical crime, regarded as
a novel attack.

A. ENHANCED CYBERCRIME
As described in Section II, there are two types of cybercrime:
computer as tool and target crime. They are traditional crimes
in cyberspace, but the crimes are still serious threats. By using
AI techniques, perpetrators can commit novel cybercrime
that was considered an infeasible attack. This subsection
discusses how AI techniques can be used for cybercrime.

1) COMPUTER AS TOOL CRIME
Previous researches notified that AI can be used for phishing
and its effectiveness are already proved [9], [10]. One of the
common phishingmethods is scam email using profiling. The
profiling using AI has been actively studied in the business
field; targeted advertising is a typical example. However,
the technique used in the targeted advertising, which is based
on the customers’ previous buying history or interest, may be
instrumental for the attacker. The previous researches named
the AI programme as a chatbot. Kietzmann et al. [46] and
Paschen et al. [47] predicted that AI will enhance strategies
to scam customers by using the malicious chatbot.

The chatbot is able to communicate with the customers
without a break; it can collect mass data related to the cus-
tomers’ behavior and profile. The chatbot has been already
developed and used in academia and industry. In the early
days, the chatbot was mainly text-oriented [48]. However,
the chatbot has been developed to verbally converse with
people, as Natural Language Processing (NLP) technology
has advanced [49], [50].

Whereas some studies suggested using the ability of AI’s
speech conversation for the common good, such as social
therapy [51], education [52], medical diagnosis [53], and
health [54], there are also concerns that AI-supported voice
would raise theft and fraud. As the voice is one of the
biometrics which is the irreplaceable measure in security
mechanism, it can be a great weapon for attackers (e.g. voice
phishing) [23].

Fake news is another example of the advanced crime.
Although fake news has a long history in social engineer-
ing [55], it has begun to get noticed recently with the
advent of social network services (e.g. Twitter, Facebook,
YouTube) [56]. In particular, the fake news has a huge effect
on political issues such as policy decision, propaganda, and
election [57].With the deepfake technique, the fake news gets
more powerful. Citron and Chesney [58] presented that fake
video mimicking prominent politicians can harm individuals
by providing false information. News agencies have devel-
oped AI anchors to enhance efficiency and reduce costs [59];
It implies that it is possible to create fake news with virtual
anchors that look like people.

2) COMPUTER AS TARGET CRIME
AI can complete tasks that have been previously unsolved,
with even lower cost and labor. By making copies of the AI
system, it can have a similar effect as hiring more human
analysts. This characteristic gives attackers an opportunity
to gain unauthorized access. For example, password authen-
tication, the most fundamental technique of authenticating
users, would be under the threat. Dictionary attack, regarded
as one of the most effective ways to obtain the password, uses
well-known words or phrases expected to have been used in
the password [60], [61]. When creating the dictionary, social
engineering technique that obtains victim’s information from
online (e.g. birthday, phone number, address, etc.) is used
mostly [62]. The collecting information requires considerable
time and effort, but the AI systems designed to automate
social engineering can carry out the task effortlessly.

Automated detection techniques to find vulnerabilities
would be a useful instrument for criminals. Russell et al. [63]
provided the potential of using AI to detect vulnerabilities.
They demonstrated that the usage of the convolutional neural
network (CNN) and the tree ensemble has some advantages
over traditional static analysis. Grieco et al. [64] presented
a method to discover large-scale vulnerabilities. By using
the proposed method, programs that have vulnerability could
be identified without analyzing source code. Besides those
studies, various methods to detect vulnerability have been
actively researched. [65]–[67]. Though they were designed
for the public good, perpetrators may use the techniques for
finding vulnerable systems.

B. PHYSICAL CRIME
The AI security threat extends beyond cyberspace, partic-
ularly with the widespread use of IoT [68]. By manipulat-
ing AI system, a perpetrator can physically attack a target
(e.g. human, pet, vehicle, house).

With respect to physical crime, the ethics of AI have been
discussed in science ethics field. Lin et al. [69] represented
robot ethics with an explanation that AI robots can kill people
with or without intention. Scherer [70] also stressed that
AI system can cause harm physically and there are arising
challenges from difficulties in assigning moral and legal
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FIGURE 1. The proposed Taxonomy of the AI crime.

responsibility for the harm. The studies focused on harms that
occurred by malfunction of autonomous devices.

On the other hand, AI inherently designed to attack phys-
ical targets has also been developed for military use; it is
called military AI [71]. The military AI is developed for
the public good, however, it can also be used as a tech-
nique to harm people on the outside of a military con-
text [10]; the drone swarm is a typical example. To operate
the drone swarm, the following requirements should be met,
according to [72], [73].

• Autonomous (not under centralized control)
• Capable of sensing their local environment and other
nearby swarm participants

• Able to communicate locally with others in the swarm
• Able to cooperate to perform a given task

Algorithms by traditional programming were difficult to
meet the requirements, but the progress in AI enables
swarming.

This swarming technology is applicable to robotic systems
or vehicles; it may amplify the synergy with computer as
target crime. Several studies already showed that it may
be possible to remotely manipulate vehicles by exploiting
vulnerabilities. Jafarnejad et al. [74] proposed possible attack
scenarios on Renault Twizy 80, electronic car, by exploiting
vulnerabilities of Sevcon Gen4 controller that is Electronic

Control Units (ECU) installed in the Twizy. Though there
was a limitation that the proposed method is only appli-
cable when the car is turned on, they presented that the
attacker can remotely control the vehicle system after hack-
ing. Martinelli et al. [75] also presented the vulnerability of
the Controller Area Network (CAN) protocol, regarded as the
standard for the in-vehicle network. Based on the vulnerabil-
ity, they were able to perform the message injection attack
to cause malfunctions of ECU. The use of these cyberattack
with the swarm technology is a serious threat as it can cause
a lot of damage to physical space.

IV. AI AS TARGET CRIME
This article defines AI as target crime as an offence causing
damage or impairment in processing data or operating AI
system. This definition is inspired by a definition of computer
as target crime from [76].

There are various AI systems, but the underlying concept
of most AI systems can be expressed in Fig. 2. The AI system
consists of training system and inference system. The training
system generates a trained model based on training dataset.
The trained model is used at inference system to classify the
new data from endpoints. For instance, in Fig. 2, the training
system creates an algorithm that distinguishes dogs from
cats. The inference system loads the algorithm and then it
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FIGURE 2. The structure of AI system.

determines whether the object image obtained from sensors
is a dog or cat.
AI as target crime is committed primarily based on security

threats of AI system. Several articles dealt with taxonomy of
the security threats; white-box and black-box attacks are the
typical threat model. The attack with knowledge of dataset,
architecture, and parameters of targeted AI system is called
the white-box attack. Whereas the black-box attack contains
little or no information about the structure of the targeted
system [77]–[79].

Some studies proposed threat models on adversarial exam-
ple(AE)s. The AEs are input data with invisible noise,
in order to misclassify the input and degrade the perfor-
mance of AI [2]. They focused on impacts when malicious
data is injected in training phase [80]–[82] or in inference
phase [83]–[85]. The experiments demonstrated the perfor-
mance reduction of AI system attacked by AEs such as mal-
ware detection, facial recognition, intrusion detection, etc.

Some researches categorized the security threats against
the training phase and inference phase. Liu et al. [86] sur-
veyed a variety of security threats and categorized them
into the poisoning, evasion, impersonate, and inversion
attacks. The poisoning attack is performed in the training
phase, meaning an attacker injected AEs to the training
data set [80], [87]. The evasion, impersonate, and inver-
sion attacks behave in the inference phase. The evasion
attack means that an attacker deteriorates the security of
target systems by using AEs that can evade detection [88].

The impersonate attack means that imitated data samples
that are able to wrongly classify the original samples are
input to the inference system [89]. The inversion attack is
applied to the output of the AI system to infer certain fea-
tures of the input [90]. Papernot et al. [91] also proposed a
comprehensive insight into the threat model. They presented
the attack surface of AI systems, the trust model, adversarial
capabilities, and adversarial goals. Adversarial settings on
the training and inference system were also addressed. The
model targets the integrity, privacy, and confidentiality of the
training system. They also represent white-box and black-box
adversaries of the inference system.

Referring to previous efforts, this article presents AI as
target crime from the perspective of the victims. We focus
on AI system including the training system and inference
system, which would be targets of the attacks mentioned
above.

A. TRAINING SYSTEM AS TARGET CRIME
Since the training system in practical AI system is protected
with high confidentiality and not developed in common com-
puter system [86], direct access to the training system seems
hard to be achieved. However, it may be accomplished by
insider spy, advanced persistent threat (APT), or malicious
external storage (e.g. USB, external hard drive). If the security
of the training system is compromised, therewould be consid-
erable damage to the AI system. Particularly, the training sys-
tem includes a training dataset that significantly influences
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the performance of learning model; this is the very reason
that crimes against the training system would be catastrophic.
The following section describes the AI crimes by assuming
that attackers have already intruded on the training system
because investigation of the intrusion is the domain of tradi-
tional cyber forensics.

1) TRAINING SYSTEM ATTACK
The purpose of this crime is to reduce confidence of AI.
By injecting AEs or modifying the existing dataset, AI may
misclassify new data from the inference system. If a perpetra-
tor can manipulate the learning algorithm, named logic cor-
ruption [91], there would be relatively more critical damage
to the training system. This article classify the training system
attack into three categories: data injection, data modification,
and logic corruption.

Data injection crime disrupts the availability of AI system
via injecting AEs. Goodfellow et al. [92] presented that AI
erroneously recognizes a panda’s picture as gibbon by adding
a noise that people cannot perceive. The objective of AEs is
to find the smallest perturbation deceiving AI.

Ex∗ = Ex + argmin{Ez : Õ(Ex + Ez) 6= Õ(Ex)} (1)

The x is original data and z is a perturbation that is the
noise added to the original data to make it an AE x∗.
The O is an oracle, which is a system that responds to
every unique query, mainly used in the cryptography com-
munity [91] The method to generate and utilize AEs have
been actively studied, especially for image recognition (See
Fig. 3). Nguyen et al. [93] proposed a methodology to pro-
duce AEs totally unrecognizable to human eyes by using the
multi-dimensional archive of phenotypic elites (MAP-Elites).
In addition, Eykholt et al. [94] presented that AEs can be
applied to physical space (e.g. self-driving car) by proposing
a possible attack to misclassify signs on the road. Several
studies also have represented that AEs can be generated and
utilized for disturbing malware detection [95], [96] and intru-
sion detection [97], [98]; the forensic investigators should be
aware of data injection crime.

FIGURE 3. Example of adversarial examples (AEs).

If perpetrators have permission to modify or delete some
training data, they can perform fatal attacks to AI system; it
is the data modification crime. Zhao et al. [79] presented that
label contamination attack (LCA) can significantly reduce the
performance of AI by changing the labels of some training
data. Hayes and Ohrimenko [99] showed that the accuracy

of the classifier is obviously compromised by providing con-
taminated attacks to training system.

Logic corruption is the most serious crime in the training
system. The criminals can manipulate the architecture and
parameters of the trained model by tampering the learn-
ing algorithm [91]. For example, when the CNN system is
attacked and then corrupted, the attacker can handle the input
layer, classification layer, and training options.

2) TRAINING SYSTEM THEFT
Training system includes training dataset, learning model,
and trained model. As they are directly related to the perfor-
mance of AI, AI developers and manufacturers of AI-related
products consider the training system as trade secrets.

The dataset is very important for AI stakeholders [100].
They create dataset by collecting data from various
sources including open-source data (e.g. driving-related
data [101], [102] and object data [103], [104]). Since the
making dataset takes considerable time and labor, it has high
economic value. For his reason, the dataset is favourite target
for perpetrators. Indeed, serious privacy infringement may
occur if perpetrators steal private data such as medical image,
face image, and voice [105], [106].

The learning model and trained model are also impor-
tant assets for AI developers because they are designed
with know-how, insight, and expertise. Through this crime,
the algorithm, distribution of training data, and parameters of
fully trained model architecture could be leaked to the adver-
saries or public. In particular, the information may also be
abused for white-box attack or black-box attack partially [2].

B. INFERENCE SYSTEM AS TARGET CRIME
Perpetrators may also attack inference system. Comparing
to the attack to the training system, perpetrators can access
the inference system relatively easily, because the inference
system is usually implemented at end devices. The crime
targeting inference system does not interfere with the learning
model, however, it can cause the leakage of the trained model
or malfunction of classification.

1) INFERENCE SYSTEM CRACKING
The parameters, which have been determined at the train-
ing phase, play an important role in the inference system.
There are two types of operation methods depending on the
location of the parameters: centralized and distributed model
(See Fig. 4).

In the centralized model, a central server developed by an
AI provider takes the inference operation. For example, when
using a face recognition system developed for the centralized
model, the role of end device (e.g. smartphone, IoT device,
in-vehicle infotainment) is to send face images or extracted
features to the central server, and then the server processes
the image or feature. The end devices operate based on the
results processed by the server.

The centralized model is theoretically appropriate for
maintenance and security of AI service, but it may be less
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FIGURE 4. Comparison between the centralized model (left side) and distributed model (right side) in AI system.

useful in practice as it may cause a bottleneck. For this
reason, the distributed model is being used more in practical
fields. In the distributed model, the parameters determined in
training system are managed in the inference system so that
end devices take the operation of processing image, in the
example of face recognition. With the emergence of Internet
of Thing (IoT), the use of the distributed model for AI service
is taken for granted [107], [108]; the relationship between
central and distributed model is similar to that of cloud and
fog computing.

The trend relying on the distributed model is beneficial
for perpetrators who targets the parameters. By using tra-
ditional hacking techniques (e.g. reverse engineering, side
channel attack), the trained model would be identified and
then manipulated [109]. Indeed, this crime may enable per-
petrators to perform white-box attack.

2) INFERENCE SYSTEM ABUSE
The abuse on the inference system is a crime that causes
misclassification using AEs. The perpetrators may identify
the learning model and its parameters through cracking the
end device or noticing that the target system uses com-
mon libraries of open-source project [110]. According to the
degree of understanding knowledge about the target system,
the abuse is classified into white-box attack and black-box
attack.

The perpetrators trying to white-box attack have knowl-
edge of the AI model and its parameters. Based on their
knowledge, they can simulate the targeted AI model by imi-
tating the AI system and make a fake training dataset as the
perpetrators already know the distribution of training data.
The typical example of white-box attack is AEs, which is
already described in Section IV-A1.

On the other hand, black-box attack is performed with
restricted information or without the knowledge of the
AI model. The black-box attack can be categorized into
non-adaptive black-box attack, adaptive black-box attack,
and strict black-box attack.

Having the knowledge of the distribution of training data,
the non-adaptive black-box attackers can collect alternative
dataset with the distribution although they can not figure out
the architecture or structure of the target AI model. They can
actually make AEs based on their local AI model trained
by the alternative dataset. Generative adversarial networks
(GAN) [111] is an example of the non-adaptive black-box
attack.

The adaptive black-box attackers use input-output pairs by
querying the targeted AI model. This attack is often likened
to the oracle attack explained in Section IV-A1. Through
collecting amounts of query data, the attackers can identify
labels of queried data and then may reconstruct the model
with the queried data corpus [112].

The strict black-box attack is also based on collecting
input-output pairs, but this attack is more restricted than the
adaptive black-box because the attackers can not issue queries
to the inference system. Therefore, they should attack AI
systemwithout the oracle. Nevertheless, it may be powerful if
the attackers obtainmany input-output pairs and find a pattern
or distribution of them [113].

V. AI FORENSICS
Forensic investigators should collect and analyze evidence
to identify 5W1H (when and where the crime is committed,
who is criminal, what is targeted, why the criminal com-
mit, and how the crime occurs). As the method of collect-
ing evidence and the type of digital data are heterogeneous
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TABLE 1. The AI crimes and AI Forensics.

depending on the device or platform, forensic researchers
have presented the challenges and solutions for forensic
sub-fields such as smartphone forensic [114], [115], cloud
forensics [116], [117], and IoT forensics [37], [38].

In this section, we suggest future research directions
of AI forensics to investigate the AI crimes described in
Section III and IV. Considering characteristic of AI system
and techniques used for committing AI crimes, we describe
4 main parts of AI forensics that have been not covered
in the forensic community: AI exploration, similarity anal-
ysis, adversarial attack detection, and damage assessment.
AI forensics is currently in the beginning phase, so the
research topics will inspire forensic researchers. Table 1 sum-
marizes the AI forensics challenges against the AI crimes.

A. AI EXPLORATION
When investigating AI as tool crime, it is needed to identify
how AI is used in the crime. The investigators should collect
and analyze the dataset, learning model, trained model, infer-
ence model, and application of the AI system used to commit
a crime. Based on the examination, investigators should also
grasp the purpose of the AI. In this context, identifying a
difference between the intention of developer and the result
of AI is important for investigators.

Unlike traditional programming, AI program often result
unintended consequences. Fig. 5 shows relationship between
input, output, and program in traditional programming
and AI. In traditional programming, data and program is pro-
cessed on the computer to produce the output; otherwise, data
and output are used to create a program in AI. In particular,
parameters of AI are often determined with some randomness
because many AI models use random weights in the learning
phase. Therefore, even if same dataset and learning model are
given, it may create programs that have different parameters
and result different outputs. It means that it is hard to prove
whether AI was actually used as a weapon, how AI was
used, and howmuch damageAI caused, because investigators
would fail to reproduce the case.

FIGURE 5. Traditional programming and artificial intelligence learning
inspired by [118].

Another issue in practical AI forensics is complexity.
Generally, anAI system uses various algorithms and libraries.
Some AI systems rely on a mixture of the application pro-
gram interfaces (APIs) provided by existing AI systems for
their efficiency. This complexity refers that the investigators
should have knowledge ofAI and skill for reverse engineering
the AI system.

The fact that only some elements of the AI system can be
collected whirls forensic stakeholders. It is becoming nearly
impossible to collect all elements such as training system,
learning model, dataset, trained model, and inference system,
due to technical and legal issues. Because perpetrators try
to destroy traces of crime, a study is needed to identify
the structure and activity history of AI using only limited
information. The limited collection of evidence makes it
difficult for investigators to reproduce theAI system thatmust
be investigated. It is a important issue for the investigators,
because, as described in Section II-B1, the reproducibility is
one of the key principles of digital forensics. To show that it is
difficult to reproduce the past state of AI system with limited
collection data, we presents a simple experiment.

An experiment was conducted using a i7-8700 processor
and a Nvidia GeForce 1070 Ti graphic card. We trained
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several models to categorize binary file into Malware or
Benign. Assuming that the investigator had only collected
only a portion of the dataset, we trained models according to
the size of the dataset. The 1,000 PE files for each category
were used as dataset. The 500 Malware files are collected
fromVirusShare,1 which is publicly-available repository. The
500 Benign files are collected from Software Informer,2

which is the most trustworthy sources-provider of benign
files, and from system directories created when Windows
10 is newly installed. The model was based on Convolutional
Neural Netowrk (CNN) and a voting-based ensemble tech-
nique was used to improve the performance for the model.
The upper side of Fig. 6 shows accuracy of the models with
variations of the size of the dataset. In order to identify perfor-
mance changes in dataset selection, 60 percent of dataset were
randomly selected 10 times, and then we trained models with
the selected data. The under side of Fig. 6 shows accuracy of
the models. It is shown that there is a deviation in accuracy
depending on the data selected for training.

The experimental results show that it is impractical to
reproduce the AI system with limited evidence. Indeed,
because many AI systems adopt transfer learning where
pre-trained models are used as the starting point, obtaining
origin data will become more challenging. Therefore, techni-
cal and policy approach to overcome the challenge should be
studied.

B. SIMILARITY ANALYSIS
Investigating violations, such as copyright infringement,
leaking of the confidential document, and invasion of pri-
vacy, is a traditional field of digital forensics. In these cases,
similarity analysis is one of the most important methods to
identify the criminal activities (e.g. code plagiarism detec-
tion [119], document similarity [120], and digital image
similarity [45]).

As described in Section III and IV, the training dataset,
trained model, and learning model would be stolen by perpe-
trators. In this context, previous studies for similarity analysis
can be used to compare between original dataset and suspi-
cious dataset as the dataset consists of data type researched
(e.g. image, text, audio, video, etc. [44], [45], [121]).

Identifying the similarity between two models is more
complex when the models are based on a specific dataset.
If the investigators could not collect the specific dataset, ver-
ifying or testing the models is more exhausting. For example,
AI developed to distinguish ormimic a specific person, would
not be able to be validated or tested, if the investigators can
not obtain training data for some reasons (e.g. the person’s
rejection, death, or disappearance). To respond to the theft,
similarity analysis for AI with or without a training dataset
should be studied.

A study for a file format that stores trained model is
also one of the important research area in AI forensics.

1https://virusshare.com/ (last accessed 28 September 2020)
2https://software.informer.com/ (last accessed 28 September 2020)

FIGURE 6. Comparison of the accuracy of the trained models.

For example, Python packages used for AI development, such
as Keras and PyTorch, store and manage the trained model
and parameters as a HDF5 file that is a binary data format
unexplored in the forensics field [122]. In particular, the file
is used to distribute the updated model to their edge devices
in the distributed model described in Section IV-B1. There-
fore, similarity comparison for models is essential to resolve
infringement case, but the existing similarity algorithms are
cannot be applied to the trained models.

To describe this challenge, we conduct similarity detection
for the 10 trained models created in Section V-A. Because
some of the training data was shared and the same learn-
ing model was applied, we say that the models are simi-
lar. We extract the trained models as HDF5 files and then
calculate the probability of similarity between the files by
using ssdeep [123] and sdhash [124] that are widely used
in the digital forensics field. As seen in Table 2, results of
ssdeep are all zero and results of sdhash shows smaller
than three; the algorithms determine that the models are
not similar because the threshold of sdhash is generally

VOLUME 8, 2020 184569



D. Jeong: AI Security Threat, Crime, and Forensics

TABLE 2. Results of ssdeep and sdhash matches. In each cell, the left figure represents ssdeep comparison result, and the right figure represents
sdhash comparison result. For example, ‘0-1’ means that ssdeep score is 0 and sdhash score is 1.

21 [125]. This experiment shows the limitation of existing
algorithms and identifies the need for new algorithm to cal-
culate similarity between trained models.

C. ADVERSARIAL ATTACK DETECTION
With regard to DFR introduced in Section II-B1, it is impor-
tant to prevent or detect the adversarial attack proactively.
Many researchers proposed defence methods that attempt
to classify AEs correctly, but the methods have been being
defeated by newly developed attacks [126]–[128].

As it is difficult to defend against adversarial attacks, recent
works have attempted to detect AEs instead [129]. Some
works approached the problem statistically like two-sample
hypothesis testing [130], principal component analysis
(PCA) [131], and Bayesian uncertainty estimates [132].
Methods that use an additional neural network [133], [134]
or an external model [135], [136] were also proposed.

The several techniques detect the adversarial attacks
known at the time, but state-of-the-art AEs attacks that neu-
tralize the detection techniques have been also developed.
Because neural-network based classifiers have inherent vul-
nerability that leads to misclassification, it is fundamentally
impossible to prevent current and foreseeable attacks. There-
fore, making it difficult and time consuming to create AEs
is considered as an alternative [137]. Nevertheless, a threat
of adversarial attacks still exists during incremental training.
The aim of incremental learning is to adapts to new data
and to improve the model continuously, an attacker has an
opportunity to insert AEs into AI system by deceiving AEs as
Benign. In the current situation, as the technique of making
AEs will become more sophisticated, enhancing detection
technique remains on open issue for forensic researchers.

D. DAMAGE ASSESSMENT
The extent of the damage caused by AI crime should be ascer-
tained by the forensic investigators. With respect to attack
using AEs, the investigators need to identify which data are
AEs, how many AEs were actually injected, and how much it
affected the confidence.

Theoretically, the finding AEs is to identify data that raise
the prediction error. We explain the process with the deep
neural network (DNN) as an example. DNN uses a hierar-
chical composition of n parametric functions fi. Each fi for

i ∈ 1..n is modeled using a layer of neurons and each layer
is parameterized by a weight vector θi. A DNN model F that
is computed as follow:

F(Ex) = fn(θn, fn−1(θn−1, . . . f2(θ2, f1(θ1, Ex)))) (2)

Assuming that AEs were already injected to the target dataset
and investigators have knowledge of training F and dataset
of input-output pairs (Ex, Ey), the AEs can be found using
backward elimination method as follow:

k∗ = argmin{
∑
¬(j=k)

∣∣Fj(Exj)− Eyj∣∣} (3)

The k could be a single or collection of samples. The model
Fj means trained DNN model without xj, fj, and θj. The
example calculates the prediction error as the number of
misclassification.

However, the approach is difficult to apply practical foren-
sic investigation because it requires to calculate equation (2)
and (3) n times. Because the AI algorithm including DNN has
a large amount of training data, it is practically impossible to
calculate the impact of each sample. The investigators also
may not be able to obtain information about all samples of
the dataset or AI model; this situation further complicates
the problem. Therefore, it is a significant challenge to find
an optimized method to identify AEs and calculate damage
with limited knowledge of the AI model.

VI. DISCUSSION
Based on our observation from surveying the security threat
of AI and exploring foreseeable AI crimes, this section high-
lights open issues in the context of AI forensics through
comparison with traditional forensics. Table 3 shows related
issues on the principles of traditional forensics.

A. LARGE-SCALE
Generating an AI model requires considerable resources
and data, which would have been unimaginable before.
This large-scale nature makes it even difficult to find data
for investigators using forensic tools programmed in tra-
ditional computing. Even in traditional digital forensics,
the large-scale issue has been dealt with, but a much larger
number of data should be covered in AI forensics. Particu-
larly, current AIs mainly focus on multimedia data like image
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TABLE 3. Comparative Table of traditional Forensics and AI Forensics.

or sound, which are even still challenges in digital forensics
field. At the current level of forensic technology, the basic
forensic process that collects the evidence at the scene of
the crime and then analyzes the evidence in lab is needs to
be adjusted to accommodate the AI system environment in
practice.

B. IRREPRODUCIBILITY
The fact that the AI systems have inherent unpredictability
would influence the forensic principles. Most AI algorithms
use random values partially or completely; this nature often
fails to satisfy the reproducibility of the forensic principles.
If the reproducibility is strictly applied to the evidence of the
AI crime such as copycat model and AEs, it can be rejected
in the court as the evidence may not reproduce the situation
at the time of the incident. Nevertheless, applying the repro-
ducibility principles must be considered carefully, because it
may trigger new issues like arresting wrong suspect. There-
fore, a compromise between strict and tolerant appliance of
the principles should be discussed among forensic examiners,
policymakers, and AI professionals.

C. EXPERTISE
Finally, forensic stakeholders also need to develop their
expertise in AI. To address challenges of AI forensics, they
must have a clear understanding of AI crime and AI foren-
sic techniques. As forensic investigators should understand
traditional programming (e.g. memory structure, compiler,
assembly language) when analyzing malware [138], they
need to have the background knowledge about AI system,
AI structure, and AI environment to suggest probable solu-
tions for the AI forensic challenges. To achieve this, forensic
researchers should be interested in AI and collaborate with
AI stakeholders.

VII. CONCLUSION
AI is becoming widely used in various systems and appli-
cations. Due to the dual-use nature, there are also growing
concerns that AI can be harmful to people. To perform illegal
activities, perpetrators may use AI maliciously or attack AI
system by exploiting the inherent vulnerabilities of the victim
AI system.

This paper have studied foreseeable AI related crimes.
Based on the literature review of security threats of AI and
AI-related crime, we have identified that the previous studies
focused on the malicious use of AI to sharpen existing crim-
inal techniques or the vulnerabilities of AI algorithms and
training dataset. We have also presented that existing crimes
would bemore powerful with AI and new types of crimesmay
be appeared, which have not been identified before. To cope
with the AI crime, this paper have provided a systematic
taxonomy for AI crime: AI as tool crime and AI as target
crime.

Furthermore, we have represented the novel strategies
against the AI crime, named AI forensics. By providing
comparative analysis of AI forensics and traditional forensics,
we have found that some principles of digital forensics are not
suitable for AI forensics.

Future works and open issues of AI forensics that inspire
forensic researchers to better understand challenges to face
have been suggested. We hope that this article can serve
as a valuable reference for researchers in digital forensics,
security engineering, computer science, and criminology.
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