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ABSTRACT Link prediction is a technique to forecast future new or missing relationships between entities
based on the current network information. Graph theory and network science are theoretical concepts that
have influenced the link prediction research. Although previous reviews clearly outlined the link prediction
research, it was focused on describing prediction approaches only. However, analysis of related studies
identified other components that influence link prediction. This review aims to present a continued review
and introduce the taxonomy of link prediction using three main components: the prediction approaches,
prediction features, and prediction measurements. Each component has been detailed using its own tax-
onomy available at the present review. Furthermore, this review compares the prediction approaches and
prediction features also benchmark algorithms andmeasurement methods of previous link prediction studies.
In conclusion, the previous studies mostly focused on structural features and similarity-based approaches,
while measuring the proposed methods using the Area Under the Curve (AUC) score. The proposed link
prediction taxonomy can guide the researchers to generate new ideas and innovations that contribute to the
link prediction research.

INDEX TERMS Social network analysis, link prediction, prediction approaches, prediction features,
prediction measurements.

I. INTRODUCTION
In 1999, Barabási &Albert conducted a study on connectivity
between node pairs due to adding new nodes to a growing
network, and the new nodes were attached to a node that
connected before [1]. This concept is called ‘‘Preferential
Attachment.’’ Furthermore, in 2001, M.E.J. Newman con-
ducted the study on connectivity between node pairs by using
the ‘‘triangle’’ concept, which comprises three nodes (A,
B, C) [2]. These nodes were connected to the two edges,
namely AB and AC, which led to the emergence of BC based
on the rule of triadic closure, which formed a ‘‘connected
triple.’’ In 2003, Adamic & Adar also examined the sim-
ilarity of interactions between node pairs for Internet net-
works by proposing the Adamic/Adar algorithm [3]. Later,
Liben-Nowell & Kleinberg, in 2007, formalized this new
interaction as a ‘‘Link Prediction Problem’’ and developed
an approach known as ‘‘Common Neighbors’’ based on the
proximity of nodes in the network [4]. Other studies, such
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as the Hub Promoted Index (HPI) [5], the Hub Depressed
Index (HDI) [5], the Leicht-Holme-Nerman-1 (LHN1) index
[6], and Resource Allocation (RA) also use the ‘‘triangle’’
concept to address particular problems by proposing new
algorithms [7]. Ravasz et al. proposed HPI and HDI to mea-
sure the topology in metabolic networks in 2002 [5]. In 2006,
Leicht et al. proposed the LHN1 index by comparing the
degree of similarity of node pairs with each degree [6]. Fur-
thermore, in 2009, T. Zhou et al. proposed the RA algorithm,
which was driven by the process of resource allocation that
occurred in the network [7]. The concept of common neigh-
bors and similarity, namely the Jaccard Similarity Coefficient
(JC) [8] and Salton Cosine Similarity (SA) [9], are identical.

The link prediction problems in static unweighted net-
works are formulated as follows: given a real network G =

(V, E) at time t, where G is a graph or network, V is a set
of nodes or vertices, and E denotes a set of edges or links
at time t. The set of nodes and edges of a network are also
denoted by V(G) and E(G), respectively. Furthermore, E(G)
= (u, v) or (u, v)∈E(G), where u and v are a pair of nodeswith
u 6= v and u, v ∈V. Also, in the experimental research design,
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set of edges are separated edge test/probe (Ep) and edge train
(Et) where Et is the current edges of the network at time t, Ep

is the predicted edges of the network at time t+ 1, Ep
∪Et

=

E(G), and Ep
∩Et

= ∅ [10]. The candidate node pair (CNP) is
generated to predict the future or missing link during interval
time t to t+1. CNP is formulated as follows: (u, v) /∈ Et. Here,
Ep consists of the actual and not actual (fake) edges in the
future network. Therefore, to conduct experimental research
designs, the observed edges are divided into 10% for Ep and
90% for Et, usually [11]. Furthermore, the predicted results
from Ep are measured to determine the performance.

Graph theory and network science are the theoretical con-
cepts that have influenced the link prediction research with
its problem commonly measured based on the proximity of a
predicted pair of nodes in a network. The concept of common
neighbors served as an inspiration for link prediction proxim-
ity measurement. It can be illustrated by two people’s have
excellent opportunities to meet and form links with many
mutual friends [12]. However, network growth, size, and time
changing affect the real-world network. Therefore, many fac-
tors need to be considered during evolution. The graph-based
taxonomy on the location-based social network proposed
by Kefalas et al. [13] comprises five categories that affect
location-based social networks: data factors/features, data
representation, methodologies and models, recommendation
types, and personalization. Therefore, these five categories
can be used to provide the basis for classifying influence
factors and combining them according to the results presented
in previous studies.

Link prediction has been implemented in several research
areas, such as social networks [12], [14], [15], co-authorship
networks [16]–[18], marketing and economic networks [19],
[20], terrorist networks [21], recommending systems [22],
[23], health domain [24], and others. In the real world, social
networks (SN) are considered as a new domain for link
prediction research. Social networking sites have become
famous for interacting and sharing information among users
[25], [26]. Here, nodes represent the SN users, and edges
denote their relationship or interactions. The Internet’s evo-
lution significantly contributed to SN’s development because
many people add new friends and share their activity reg-
ularly. However, the corresponding policy control has not
yet been investigated adequately [27]. Therefore, with the
addition of new nodes and edges, SN can be characterized
as highly dynamic, growing, changing quickly, and mas-
sive. Real-world networks are formed by hundreds of thou-
sands or even millions of nodes. Thereby, the techniques to
perform link prediction must be highly efficient [28].

The previous reviews have clearly outlined the prediction
approaches used in the link prediction research. For example,
Linyuan and Zhou [29] presented a minireview that summa-
rizes link prediction algorithms based on physical perspec-
tives and approaches, while Al Hasan and Zaki [30] surveyed
a survey of link prediction that focuses on approaches and
social network graphs. Furthermore, Wang et al. [31] have
systematically categorized link prediction based on tech-

niques and problems, and their application to introduction
roadmap active research groups. Wang et al. [31] also dis-
cussed future opportunities for link prediction research on
social networks. Martínez et al. [28] reviewed link prediction
with general-purpose techniques and continued with domain-
specific heuristic methods. Later, Haghani and Keyvanpour
[32] categorized link prediction based on a technical approach
and have discussed its strengths and weaknesses. However,
the components capable of influencing the link prediction
research are yet to be thoroughly explained.

This review provides a continued review of the link pre-
diction approaches and adds new contribution by analyzing
prediction features and prediction measurements to fill in
the previous literature review gaps. Prediction approaches are
defined as ways/techniques/algorithms proposed by previous
studies to address challenges in the prediction link problem,
which are classified into similarity-based and learning-based
approaches. Furthermore, prediction features are defined as
unique attributes or particular aspects of the previous stud-
ies that are related to the data and network character being
studied. Prediction features are classified into data features,
data representations, network types, and network categories.
Data features and network types are characteristics of data
and network types capable of influencing a prediction. In turn,
data representation means composing the data in such a way
that it represents the data visualization results. The study
also showed that every domain corresponding to link pre-
diction implementation has different network characteristics.
Therefore, the network categories are included to denote the
type of dataset in the link prediction research. This review
also utilized the benchmark algorithms and prediction mea-
surement methods to summarize the most widely used ones.
Methods for measuring the proposed method are classified
into prediction measurements. This review also outlines the
proposed methods, which were mostly measured to evaluate
the algorithm’s performance using the Area Under the Curve
(AUC) score.

Besides the link prediction review, the taxonomy of link
prediction, which includes the prediction approaches, pre-
diction features, and prediction measurements, is introduced.
The proposed taxonomy includes a hierarchical classification
by naming and description. The taxonomy of link prediction
needs to be visualized because it helps categorize related
studies, making it easy to understand and find new insights in
future studies. Several comparisons have also been conducted
to achieve this objective by presenting the influence fac-
tors and facilitating new ideas and innovations. This present
review fills in the previous literature review studies’ gaps by
providing an overview of the prediction approaches, predic-
tion features, and prediction measurements. Finally, the main
objectives of this review are as follows:

1) To present a continued link prediction review.
2) To propose a taxonomy of link prediction with three

components, namely the prediction approaches, predic-
tion features, and prediction measurements.
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3) To present a comparison between prediction
approaches and prediction features.

4) To present a comparison of benchmark algorithms and
measurement methods in the existing link prediction
studies.

The remaining sections of this paper are organized as
follows. Section 2 represents the link prediction literature
review, while in section 3, the taxonomy is proposed, which
includes the three components that influenced link prediction.
Section 4, 5, and 6 provide more detail about the taxonomies
of the prediction approaches, prediction features, and pre-
diction measurements. Finally, Section 7 concludes and dis-
cusses the main guidelines for future research.

II. RELATED WORK
The prediction approaches are classified based on the initial
assumptions to simplify understanding the link prediction
approaches. Different terms are used to denote predic-
tion approaches, as shown in Table 1. The concept of
the similarity-based method is mentioned in three stud-
ies to denote the topological information-based approaches,
namely, by Linyuan and Zhou [29], Martínez et al. [28],
and Pandey et al. [33]. There are two groups representing
the similarity-based methods. The first group classifies link
prediction into the neighbor based, path-based, and random
walk-based methods [4], [30]–[32]. The methods based on
node neighborhoods adopt the common sense that two nodes
x and y aremore likely to start a new relationshipwhen having
the common neighbors [4] and reflecting the personal interest
and social behavior [31]. Furthermore, the methods based on
the combination of all paths adopt the idea of the shortest path
where the distance implicitly considers the ensemble of all
paths between two nodes [4]. In turn, the second group classi-
fies link prediction into the local similarity, global similarity,
and quasi-local similaritymethods [28], [29], [33]. Therefore,
another classification is proposed in terms of similarity-based
methods, namely, representing a hybrid of local and global
similarity in a weighted network. Pandey et al. [33] suggested
it. There is no difference in algorithm members between the
neighbor based and local similarity methods, but it does not
hold for other methods. Most path-based algorithms can be
grouped into global similarity, but this can be done not for all
random walk-based algorithms. However, the algorithms can
also be grouped into quasi-similarity.

In addition to the similarity-based method, the previ-
ous reviews also introduce other methods based on non-
topological information such as methods based on linear
algebraic methods, probabilistic, and statistical models, and
classification models, as shown in Table 2. Various names
are used to classify prediction approaches. There are only
two studies where the authors use the term ‘learning-based
method’ to denote the non-topological information-based
approaches, namely, Wang et al. [31] and Haghani and Key-
vanpour [32].

An in-depth analysis is conducted by mapping the classi-
fication differences that have been carried out by previous
reviews to determine the relationship between these reviews.
Each algorithm and method or model classified by the related
reviews is marked with the symbol V to identify classification
patterns used by them. Algorithms are grouped in a single
column if the reviews mention them repeatedly to show fre-
quency of review.

In this review, we consider using the term ‘similarity-
based approaches’ according to the comprehensive analysis
of algorithms, as shown in Table 1, and also conclude that
similarity-based approaches can be classified into local sim-
ilarity, global similarity, and quasi-local similarity methods.
Local similarity methods are a neighbor-based method, and
global similarity methods are a combination of path-based
and random walk-based methods. Furthermore, quasi-local
similarity methods are a hybrid of local and global sim-
ilarity. This classification is deemed to be more dynamic
and acceptable for future use, as the local similarity-based
methods allow using local information of neighbor proximity,
and global similarity-based methods use global information
from all networks. In contrast, quasi-local is a combination
of local information and network information. The algorithms
classified as local similarity-based ones are CN, JA, AA, PA,
RA, SA, SO, LLHN, HPI, HDI, PD, RA-CNI, IA, MI, LNB,
CAR, FSW, and LIT. In turn, the global similarity-based
algorithms are Katz, SR, GLHN, RWR, PFP, MFI, RPR, SP,
CCS, RSS, VCP, NSP, RW, MERW, PLM, RFK, BI, and Path
distance. Lastly, quasi-local similarity-based algorithms are
LP, HT, FL, LRW, SRW, ORA-CNI, and EM.

In the present review, we also conclude using the term
‘learning-based approaches’ according to the classification of
the several related approaches, as shown in Table 2. Learning-
based approaches use a learning model to predict hidden
links in a network [30] and consider the features provided
by previous basic link prediction metrics, internal attributes,
and external information [31]. In turn, the maximum likeli-
hood method uses detailed rules and particular parameters to
calculate the possibility of unobserved links assuming several
principles for organizing network structures and maximizing
the potential for observed structures [29].

Classification and latent feature-based models are the
key elements of the learning-based approaches [30], [32].
The classification-based model employs features extractions
of similarity-based methods, then trains the results using
classification models to predict the next missing link [34].
Furthermore, statistical and probabilistic studies have also
provided the background for developing link prediction tech-
niques based on statistical analysis and probability theory.
Probabilistic models are used to abstract the structure of an
observed network and predict the unobserved links using
the learnt model [29]. Probabilistic models can describe the
relationships in the network structure by utilizing network
information [34].

Link prediction based on node attributes, correlation infor-
mation, influential nodes, and artificial intelligence-based
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TABLE 1. Classifying the topological information-based algorithms.

methods corresponds to the most recent learning-based
approaches classification [33]. Node attributes are used
to predict unobserved links and the correlation informa-
tion method uses information related to the node-to-node,
edge-to-edge, or node-to-edge relations [33]. Furthermore,
the most influential node can be identified using several

methods, such as deanonymization, learning spectral graph
transformations, ranking factor graph model, transfer-based
model, game theory, diverse node adoption algorithm, and the
balanced modularity-maximization model [33]. The artificial
intelligence-based methods can be applied to reduce the com-
putation complexity, overhead, cost to predict [33].
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TABLE 2. Classifying the non-topological information-based methods.

In summary, probability and statistical, and factorization-
based and supervised learning methods become the most
explored ones among the learning-based approaches for link
prediction. Artificial intelligence and information networks’
adoption corresponds to the latest innovation for link predic-
tion based on learning-based approaches. Besides the link
prediction approaches, analysis of prediction features and
prediction measurements are also considered, even though it
was not investigated in the previous reviews in detail. The
variant of the dataset, measurement methods, and the network
features are provided in Table 3.

All the previous reviews focus on prediction approaches,
and only Pandey et al. [33] explored the network features,
as shown in Table 3. However, the network features were
explored only on static and dynamic networks. Later, link
prediction analysis was conducted to find out more detail
about network and data features considered as prediction
features. The analysis results are summarized to show the
prediction comparison based on prediction features and pre-
diction approaches, as shown in Table 4. Here, the feature is
a characteristic of an object to be observed. The data features
are an object of study related to the observed data, and the
network types are related to the observed network. Later,
prediction approaches denoted a method or a technique used
to predict the links.

Furthermore, an in-depth analysis is conducted to compare
prediction features and prediction approaches based on credi-
ble sources, IEEExplore, ACM digital library, ScienceDirect,
Scopus, and Springer. A total of 836 articles have been pub-
lished in IEEExplore, 1606 articles in ACM digital library,
1043 articles in ScienceDirect, 3000 articles in Scopus, and
2486 in Springer related to link prediction. Later, 60 articles
were selected that fit the prediction link and were published
from 2017 to 2020.

Table 4 shows that the previous studies mostly focused
on structural features and similarity-based with 52.5% and

50.8%, respectively. The previous studies have conducted
studies on various network types, as link prediction is highly
dependent on the network scope. In turn, link prediction
research is an area of research that is still new and has
many open challenges. Adapt to many network types is an
open challenge in the development of a link prediction solu-
tion. Therefore, it can be concluded that the similarity-based
approaches are the most proposed and enhanced to solve
the problem of link prediction, in addition to the learning-
based approaches. However, in some instances, the similarity-
based and learning-based approaches can be combined to
achieve better performance. Moreover, a new classification
was found for the prediction approach based on similarity,
namely community similarity. This community similarity is
termed ‘‘community similarity-based’’ in the taxonomy of
link prediction.

III. PROPOSED LINK PREDICTION TAXONOMY
Taxonomy is a systematic work associated with the classifi-
cation. The proposed taxonomy consists of three components
that influence link prediction: the prediction approaches,
prediction features, and prediction measurements, as shown
in Fig. 1. The taxonomy is considered according to previ-
ous related studies inline with the most recent state-of-the-
art research and the data from real-world network dataset
providers.

New community-based methods are included in the
similarity-based approach following the latest research trends
on prediction links that utilize community information as
predictive parameters [20], [87], [102], [113]. The similarity-
based approaches include the local similarity-based, global
similarity-based, quasi-local similarity-based, and commu-
nity similarity-basedmethods, as shown in Fig. 1. In addition,
the prediction features are classified into data features, data
representation, network features, and network categories.
In turn, the measurement methods include the AUC score,
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TABLE 3. Comparison of the components.

accuracy, precision, Area Under the Precision-Recall Curve
(AUPRC), recall, and the F1-score.

IV. PREDICTION APPROACHES
Based on the related work section, prediction approaches
are classified into the similarity-based and learning-based
approaches. The similarity-based approach is a technique
that focuses on the topological information of an observed
network. Meanwhile, the learning-based approach is a tech-
nique that focuses on the non-topological information of an
observed network. The prediction is determined based on
features that provide previous link predictionmetrics, internal
attributes, and external information.

A. SIMILARITY-BASED APPROACHES
The similarity-based approaches are the simplest one among
the link prediction approaches, as it is given as score rank-
ing for each unobserved pair of nodes. The similarity-based
approaches can be applied successfully for some networks,
but can also fail for some other networks [29]. The proximity
of similarities over unconnected node pairs is the basis of
this approach [28], [31]. The similarity is calculated based
on the determination of potential pairing node candidate that
is defined as E(u,v), where u and v of unconnected node
pairs are calculated as the index similarity score by using
the selected similarity-based methods. The index scores are
sorted from the highest to lowest ones. The highest score
corresponds to the pair of nodes with the highest possibility
of generating new links or missing links. The taxonomy
of similarity-based approaches is explained in more detail
in Fig. 2.

1) LOCAL SIMILARITY-BASED METHODS
The local similarity-based methods use the local node search
of local topological information to obtain a potential CNP
[28], [33]. The local similarity-based methods use a simple

calculation formula so that it can complete index calcula-
tions with the high speed. However, the local similarity-based
methods cannot calculate the node candidate pairs’ proximity
scores when the node candidate pairs are the neighboring
node neighbors or is situated on the distance minimum of two
nodes from neighbors’ nodes.. This condition is the limitation
of the local similarity-based methods.

Rafiee et al. [59] proposed a similarity-based prediction
method based on common neighbors degree penalization
that generates similarity scores based on the similarity of
common neighbors’ topology characteristics and the average
network cluster coefficient. Later, Liu et al. [111] proposed an
extended resource allocation index (ERA), which adds longer
paths to the RA index. The ERA index measures similarity
based on a parameter adjusting the number of resources
transferred by longer paths in different networks and the
number of resources exchanged by common neighbors and
non-common neighbors between two endpoints [111].

2) GLOBAL SIMILARITY-BASED METHODS
The global similarity-based methods use the global node
search of all path network information to obtain a potential
CNP [28], [33]. It should be noted that the computation
complexity is the main limitation of the global similarity-
based methods. The path-based methods are only based on
the path length and ignore interactions between paths [93].
Later, Yao et al. [93] proposed the resources-from-short-
paths index, which implies that interaction between paths is
the process of receiving resources from the neighbors of an
intermediary node. Then, more and more intermediary nodes
will make many contributions to this interaction path [93].

3) QUASI-LOCAL SIMILARITY-BASED METHODS
The quasi-local similarity-based methods are a combina-
tion of local and global similarity-based ones. The quasi-
local similarity-based methods are intended to reduce the
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TABLE 4. Comparison between prediction features and prediction approaches.
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TABLE 4. (Continued.) Comparison between prediction features and prediction approaches.

FIGURE 1. Taxonomy of link prediction.

computation complexity of the global similarity-based one
while expanding topological information usage of the
local similarity-based methods [28], [33]. The quasi-local
similarity-based methods have a potential open issue related
to performance improvement in terms of precision and accu-
racy. The problem with link prediction is to generate esti-
mates of potential opportunities for new links in the network.
This link prediction is related to large amounts of network
information, and the problem is the ability to search in the
case of the massive data [60]. To overcome this problem,
Curado [60] proposed a link prediction approach based on

the input graph precondition called Return Random Walk
(RRW). RRW is used to minimize the likelihood of a random
walk starting and ending at a node that crosses links between
classes [60].

4) COMMUNITY SIMILARITY-BASED METHODS
The community similarity-based methods assume that a node
will form a new link not always based on the presence of
common neighbors, but because the node enters into a new
community or influences the profile similarity of the nodes
in a community. The idea of community-based similarity

VOLUME 8, 2020 183477



H. Yuliansyah et al.: Taxonomy of Link Prediction for SN Analysis: A Review

FIGURE 2. Detailed taxonomy of similarity-based approaches in link prediction.

methods is based on the fundamental theory for the group-
level analysis of the graph theory, such as cliques, hierarchi-
cal clustering, coefficient clustering, community detection,
and others. Several researchers have studied community-
based similarities. Singh et al. [67] described information
diffusion and the community structure that divided the net-
work into clusters and denoted the algorithms as CLP-
ID. Mahmoudi et al. [89] outlined user community changes
referred to as User Attribute-based Link Prediction (UALP).
Bastami et al. [87] proposed the gravitation-based link pre-
diction approach with the integration of node features, com-
munity information, and graph properties.

The friend recommendations usually do not consider exist-
ing friendships in different SN circles [20]. Later, Li et al.

[20] proposed an Intelligent Attention Allocation Link Pre-
diction algorithm (IAALPa) that can predict the potential
friendship from a different network circle. Furthermore,
Mohan et al. [102] proposed a measure of hybrid simi-
larity and a scalable method for predicting links based on
the community structure on large-scale networks by detects
communities based on parallel label propagation algorithms
and predicts new links based on community-based Adamic
information. Later, Wu et al. [113] proposed a balanced
Modularity-Maximisation Link Prediction (MMLP)model to
solve capturing problem the correlation between link formu-
lation and community evolution by integrating the formula-
tion of two link types into a partitioned network generative
model.
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B. LEARNING-BASED APPROACHES
The learning-based approaches are based not only on topo-
logical information like node and topology from an observed
network but also on other network and data features. Clas-
sification methods serve as the basis of the learning-based
approaches. Adopting probabilistic, statistical, mathematical
models, and machine learning models as predictors, as shown
in Fig. 3, allows expanding the learning-based approaches.

1) SOCIAL THEORY
Social theory can be used to improve performance by using
information about social interaction. These social theories
include community, triadic closure, strong and weak ties,
homophily, and structural balance [31].

2) FACTORIZATION-BASED METHODS
Chen et al. [64] proposed a robust non-negative matrix fac-
torization by combining manifold regularization and sparse
learning (MS-RNMF) to address missing links, spurious
links, and random noise. Later, Zhiqiang Wang et al. [95]
proposed an method based on combining adjacent matrix and
key topology metrics as the integrated probability symmetric
and asymmetric metric factorization framework to obtain a
low ranking approach from an adjacent matrix of a network.
However, this ranking compared the network with itself,
so the matrix’s information was not sufficient [95]. Further-
more, Ma et al. [105] proposed a new NMF-based algorithm
as the equivalence between Eigen decomposition and non-
negative matrix factorization (NMF) to overcome the rela-
tionship within the matrix-based decomposition algorithm.
Zhao et al. [66] also proposed a method based on hetero-
geneous network embedding called HetNERec. The Het-
NERec constructs a heterogenous co-occurrence network and
proposes network embedding for vector representation and
extending matrix representation to learn the representation.

3) PROBABILISTIC AND STATISTICAL MODELS
The performance of existing link prediction methods is not
always acceptable in all cases, as each network has its unique
underlying structural features [106]. However, estimating
different features’ contribution is a challenging question,
as these features are very different. Therefore, an adaptive
fusion model is proposed based on the combination of the
multi structural features and the use the ‘learnt’ logistic func-
tion predict the likelihood of missing links [106]. Further-
more, Wu [96] proposed the Tree Augmented Naive Bayes
(TAN) probabilistic model for link prediction that can miti-
gate the assumption of strong and independent Local Naive
Bayes (LNB).

4) LATENT-FEATURE-BASED MODELS
Zhang et al. [108] proposed the two efficient and dynamic
increment algorithms based on the improved latent space and
resource allocation to predict links dynamically according
to the SN structure updates referred to dynamic link predic-

tion algorithms based on improved latent space (DLP-ILS)
and dynamic link prediction algorithms based on improved
resource allocation (DLP- IRA). The advantage of DLP-IRA
and DLP-ILS is that they only need to recalculate the graph
when being updated partially. Conversely, the disadvantage is
associated with the node adjacency relationship that does not
have the common neighbors processed serially, not parallel
[108]. Furthermore, Li et al. [109] proposed the utility-based
link prediction method based on considering that individual
preferences are the main reason behind the decision to form
links.

5) ARTIFICIAL INTELLIGENCE-BASED METHODS
The concepts of the multilevel deep network-based learning
model and user consumption preferences have been intro-
duced by Sharma et al. [77] to enhance the prediction accu-
racy. Later, Pech et al. [78] proposed a new link predic-
tion algorithm based on linear optimization to achieve low
computational complexity seeking to handle thousands of
nodes, even though real SN scale up to millions or billions
of nodes [78]. Furthermore, Yin et al. [57] proposed a new
link prediction method called EM based on the Dempster–
Shafer theory and a newmethod tomeasure link predictability
via local information and Shannon entropy. At the same time,
Moradabadi and Meybodi [99], [110] proposed a link predic-
tion method for stochastic SN [99] and the new time series
link predictionmethod based on learning automata applicable
to dynamic activities and network changes over time. They
concluded that graph modeling is not suitable for analyzing
SN [110].

6) NODE ATTRIBUTES (NA) METHODS
Mahmoudi et al. [89] proposed a link prediction method
based on time and user attributes obtained in real-time called
UALP to consider attributes, such as user weight, interaction
density and geographic distance. In turn, Zhang et al. [90]
proposed a model and index using an intermediary process to
improve the performance and to measure the positive or neg-
ative effects arising from the node attributions or network
feature, which was named as the intermediary probability
model (IMP).

7) CORRELATION INFORMATION (CI) METHODS
Predicting target interactions using multiple interactions in
link prediction aims to exploit handy auxiliary interactions
[92]. Moreover, a new way is also required to identify online
social networks (OSN) behavioral changes over time [114].
Wang et al. [75] proposed a weighted endpoint influence
(WSI) with a degree highlighted and H-index defined syn-
thetically to put more emphasis on path information between
nodes that are not connected. Besides that, Gundala and
Spezzano [88] proposed a solution based on a supervised
learning method to predict the emergence of new links by
benefitting from node pairs interactions over time. Previ-
ously, Pei et al. [112] proposed the neighbor set information
allocation index based on a set of neighbors obtained from
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FIGURE 3. Detailed taxonomy of learning-based approaches in link prediction.

the process of virtual information allocation to quantify the
possible connection of events corresponding to the two nodes
by measuring self-information.

8) INFLUENTIAL NODE (IN) METHODS
Nodes are the key features in OSN, and the behavior of
nodes is strongly related to the behavior of OSN [115]. Wu
et al. [72] proposed a novel framework called Influential
Node Identification Link Prediction (INILP) to integrate the
identification technique for the famous and influential node.
Furthermore, Yang et al. [91] proposed a significant influ-
ence (SI) index for link prediction, which promotes the next
relationships and endpoint similarity based on the significant
influence of more robust and weaker relationships. In turn,
Dai et al. [101] proposed the multi-relational networks based
on relational similarity and named LPMR to evaluate node
belief-by-belief propagation and then to construct the belief
for each link type. Then, LPMR uses the similarity between
the belief vectors as the influence between different relational
networks [101].

9) NETWORK RECONSTRUCTION
Network construction has been used by Ai et al. [86] to select
a neighbor based on the distance between two objects, and
then, to assign the position to an object in a spatial distribution
topology to address insufficient rating information or the cold
start problem. Previously,Wang et al. [104] proposed a kernel
framework and reconstructed the network using a different
kernel that can obtain global and local network information
through kernel mapping. Furthermore, Wu et al. [73] pro-

posed a new serial ensemble strategy by using network recon-
struction of nine local indices aggregated with the Ordered
Weighted Averaging (OWA) operator.

V. PREDICTION FEATURES
Prediction features are a component of the data network that
influences link prediction approaches. The taxonomy of link
prediction features is explained in more detail in Fig. 4, out-
lining the feature influencing members, such as data features,
data representation, network types, and network categories.

A. DATA FEATURES
Data features are classified into structural features,
time features, activity/tag features, user profiles features,
group/community profiles pictures, and ego network fea-
tures, as shown in Fig. 4. Structural features use nodes and
edges features to predict the future or missing links and
are mostly used in local similarity-based methods. Further-
more, time features, activity/tag features, and user profiles
features are the data features that use attribute features of
nodes and or edges and depend on the data’s variance. Then,
group/community profiles use the collection of attribute
nodes and edges and cluster them in a group/community.
Lastly, ego network features are the features that are influ-
enced by a focal actor or ego as a center in a network, and
therefore, network changes depend on certain central actors
and involve relationships that are extended from specific
individuals.

Similarity influences many people in the social rela-
tionship, but rich information available is missing for link
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prediction [70]. To address this problem, link prediction
based on the structural information of signed SN is proposed
by comparing user similarity [70]. Later, tag information
also has an essential role in creating new links based on
the assumption that nodes with similar tags will potentially
connect [74]. Furthermore, Wang et al. [74] proposed a novel
link prediction algorithm based on a tag system homogeneity
called tag-aware link prediction to improve the prediction
accuracy.

B. DATA REPRESENTATION
There are only two types of data representation, as shown
in Fig. 4, i.e., matrix-based and graph-based models. Matrix-
based models imply that to predict links in network datasets,
it is necessary to convert the network dataset into a matrix,
and then calculate link prediction using the similarity-
based or learning-based methods. Similarly, graph-based
models require a graph method or a specific programming
library to calculate link prediction. However, graph-based
models are the most commonly used ones in the methods
proposed in the previous studies.

The nature of the data influences the SN’s structure, so it is
sensitive to wrong observations, which can result in distortion
[81]. The two main problems are considering all nodes and
edges and the risk of the possibility of adding or removing
edges, and the problem of missing edges. The graph-based
model for social, developed byMallek et al. [81], implements
two algorithms with and without prior knowledge on the
existing links to handle the edge level uncertainty.

C. NETWORK TYPES
The network types are classified into five viewpoints: time-
based, node type-based, number of edges, network formats,
and edge type-based, as shown in Fig. 4.

1) TIME-BASED
A time-based network features are classified into the sim-
ple/static network, network as times series, and the temporal
network. The simple/static network is a network that consists
of V and E, where V is a node, and E is an edge that connects
two nodes. The network as a times series is a series of
multivariate time points related to a network structure [116].
Furthermore, the temporal network is a graph with specific
time settings that are modeled mathematically and compu-
tationally [117]. The links prediction algorithms ignore the
evolution process and show low accuracy and scalability to
large-scale networks [71]. In turn, Xu et al. [71] proposed
a new distributed temporal link prediction algorithm based
on label propagation (DTLPLP) that is adjusted according to
dynamical interaction among nodes.

Shang et al. [118] proposed novel unweighted and
weighted link prediction methods in evolving networks and
found those common nodes have a higher probability of
creating a connection of node pairs for evolving nodes in
unweighted networks and reduction of the human factor in
weighted networks also influence weight reduction and gen-

erally better for static networks. Furthermore, in order to
analyze link direction, Shang et al. [100] also proposed a
phase dynamic algorithm to demonstrate the different roles
between bi-directional links and one-directional links in the
formation of network structure. The finding of Shang et al.
[100] shows that a bi-directional link has higher probabilities
with another bi-directional link that has common neighbors
and vice versa. Later, Shang et al. [10] introduced time as a
parameter to calculate the future link and modify it to extract
information of the existing direct link in evolving networks.
The evolving link is stated by time point for past edge set and
future edge set. The experiment results show that network
structure gives contribution more significant than weight in
link prediction.

2) NODE TYPE-BASED
The network features include homogeneous and heteroge-
neous networks. The homogeneous network is a network that
contains nodes and edges of a similar type, and the hetero-
geneous network is a network that contains those of different
types. In heterogeneous networks, link prediction is used to
predict missing links with the help of interconnected target
and assistive networks. Shang et al. [11] proposed an algo-
rithm based on network heterogeneity as an essential structure
for information propagation. The proposed algorithm, called
Heterogeneity Index (HEI), considers the node’s degree and a
free heterogeneity exponent. Moreover, Shang et al. [11] also
proposed a homogeneity index (HOI) and a combination of
HEI and HOI algorithms called the Heterogeneity Adaptation
Index (HAI). Furthermore, Jeong and Kim [82] proposed a
measure of the correlation between the path and link types
to enhance link prediction in heterogeneous information net-
works (HINs) to measure the number of paths, homogeneous
neighbors, and adjacent colleagues.

Liu et al. [62] have introduced the Collaborative Lin-
ear Manifold Learning (CLML) algorithm. It is useful to
optimize node similarities’ consistency [62]. Furthermore,
Li et al. [107] proposed a heterogeneous combat network link
prediction based on the meta-path approach (HCNMP) to
solve the simultaneous prediction problem of multiple link
types for a heterogeneous combat network (HCN). HCNMP
considers not only related information structures but also
semantic information. Later, Zhao et al. [66] proposed a
recommendation method based on heterogeneous network
embedding called HetNERec. HetNERec constructs hetero-
geneous co-occurrence to identify the latent representation
of nodes. The proposed method combines multiple node
representation into a single representation and integrates with
matrix factorization to generate the recommendation. How-
ever, the HetNERec is designed for static scenarios and not
consider changing in the dynamic temporal.

3) NUMBER OF EDGES
There are two types of networks based on the number
of edges, sparse, and dense networks. A sparse network
is a network that the number of edges is close to the
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FIGURE 4. Detailed taxonomy of prediction features in link prediction.

minimum or zero, and a dense network is a network that the
number of edges is close to the maximum number or the
square of the number of nodes. Therefore, the link weight and
topology structure are the two essential features in link pre-
diction [69]. To integrate the information topology and link
weights, Chen et al. [69] proposed a model called graph reg-
ularization weighted non-negative matrix factorization that
uses the weighted cosine similarity method to calculate the
weighted similarity between nodes.

4) NETWORK FORMATS
Network formats are classified into the bipartite networks,
dynamic networks, and multiplex networks. The bipartite
networks consist of two types of nodes, and all edges can
only be connected to different node types, but not to nodes
of a similar type. Then, the dynamic network is a network
in which edges may appear and disappear over time and
have a temporal character. Lastly, the multilayer network is
a network with similar nodes across layers [79].

There are many weak relationships between node pairs in
the bipartite networks. It is due to the classical similarity
algorithm that only measures the current network without
considering network evolution over time [63]. Furthermore,
Aslan and Kaya [63] proposed a projection model called the
strengthened projection model and the proximity measure
algorithm that considers the network evolution. Aslan and
Kaya [18] also proposed a new link prediction algorithm
based on strengthening weighted projection to predict the
association between authors and topics and to prevent loss of
information in the case if a bipartite network is changed into a
unimodal network. In turn, multiplex or multilayer networks
have a problem to predict new links at the one layer by using
structural information from another layer [79]. Later, Najari
et al. [79] proposed a novel framework by combining inter-

layer similarity and proximity-based features, with further
extraction of the predicted link from the considered layer.

Li et al. [65] proposed the ensemble model-based link
prediction algorithm (EMLP) based on the logistic regression
algorithm and an Xgboost algorithm based on the learnt
models corresponding to the four characteristics of similarity
indices in a complex network. Furthermore, Kumar et al. [80]
proposed link prediction based on the Significance of the
Higher Order Path Index (SHOPI) that is used to examine
and to enforce the information leakage penalizing common
neighbors.

Liu et al. [119] proposed a top-n-stability method in
the bipartite network for personalized recommendation and
deleting unstable similarity and to reduce the recommenda-
tion of false information to users. By considering stability
similarity also could improve the stability recommendation.
Furthermore, Gao et al. [103] proposed a projected graph in
the bipartite network to map into a unipartite network aiming
to define the concept of a CNP and potential link prediction
(PLP).

5) EDGE TYPE-BASED
According to edge type-based, networks are classified into
unweighted, weighted, undirected, directed, multigraph, pos-
itive, signed, rating, and multiple rating. The unweighted
network is a network that has only one edge for two paired
nodes. There is no different edge connection between u to v
and v to u in the undirected network and vice versa for the
directed network. Furthermore, the multigraph is a network
with many edges in which edges are unweighted, and several
edges or more connects the node pair. The positive network
is an edge on a network with a positive marker, and only one
edge is allowed for each pair of nodes. Then, the signed net-
work is a network that is given positive or negativeweights for
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FIGURE 5. Detailed taxonomy of prediction measurements in link prediction.

TABLE 5. Comparison benchmark algorithms and measurement methods in link prediction.

each of its edges and not zeros weights. The rating network is
a network that weights a discrete rating, and only one edge is
allowed for a pair of nodes. Furthermore, the multiple rating
networks are network with a ranking value that has edges for
rating, and multiple edges for each node pair are allowed.

A linear dynamical response called LDR was introduced
by Gao et al. [83] to measure similarity among pairing nodes
in dynamic networks. Furthermore, most of the similarity
matrices or learning in link prediction failed to consider
network changes over time and cannot be implemented into
a dynamic network structure [84]. To address this problem,
Chi et al. [84] proposed a new link prediction for dynamic
networks based on the attraction force between nodes called
DLPA.

Shang et al. [100] proposed a directional prediction algo-
rithm for directed network nodes to analyze the rule in link
prediction and to show that bidirectional and one-directional
links have different roles; this algorithmwas called the phase-
dynamic algorithm. Node pairs connected by bidirectional
links tend to connect to common neighbors more rather than
in the case of unidirectional links [100]. Therefore, Bütün and
Kaya [85] proposed a pattern-based supervised link predic-
tion method to improve the triad closeness metric in directed
complex networks. Furthermore, the measurement of predic-
tion link directions by expanding neighbor-based steps as a
direction-based pattern was introduced by Bütün et al. [98]
to take into account the role of link directions in the directed
network.
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D. NETWORK CATEGORIES
Social and citation networks are the most used network
categories. Besides these two categories of networks, there
are also others, such as community, science, infrastruc-
ture, collaboration, and technological Internet networks,
as shown in Fig. 4. Miscellaneous networks are networks
that cannot be categorized. Each of these network cat-
egories has its own characteristics and the potential to
be investigated. The network categories are also avail-
able in the three real-world network dataset providers
available on http://snap.stanford.edu/data/index.html [120],
http://networkrepository.com [121], and http://konect.uni-
koblenz.de/networks [122].

VI. PREDICTION MEASUREMENTS
The last part of the link prediction taxonomy is prediction
measurement methods that are commonly used to evaluate
the proposed methods in link prediction, as shown in Fig. 5.

The AUC score of a receiver operating characteristic curve
is a standard metric to show the quality of link prediction
results [77]. Then, the accuracy is defined as the ratio of the
predicted classification results and the correct classification
results [70]. Precision is used to evaluate the algorithm per-
formance [73] and to measure the ratio of the selected items
relevant to their number [64], [69], [104], [111]. Furthermore,
recall is a division between the number of true positive results
and the number of positive results returned [70]. F1-score is
the weighted average of the precision and recall [70], and the
AUPRC score is a metric used to evaluate the quality of algo-
rithms [63]. Moreover, comparison benchmark algorithms
and measurement to identify the benchmark algorithms and
measurement methods, as shown in Table 5. Based on a
sampling of 15 previous studies shown that RA, AA, and
CN are sequentially the most used benchmark algorithms
related to the local similarity-basedmethodswith percentages
of 86.7%, 75%, and 73.3%, respectively. Furthermore, Katz
and LP are the most used benchmark algorithms in global
similarity-based and quasi-local similarity-based methods.
Meanwhile, the AUC score is themost commonmeasurement
method to evaluate novel proposed methods with 93.3%.
These two results can be used as a basis for determin-
ing benchmarking algorithms and measurement methods for
evaluating the performance of a novel proposed methods.

VII. CONCLUSION
The three main contributions of this review are as follows:

1) It reviews the studies on link prediction and proposes a
taxonomy of link prediction with three components.

2) An extensive examination of relevant link prediction
research to validate areas that have been previously
conducted by researchers.

3) An extensive comparison to identify and compare the
benchmark algorithms and measurement methods.

The previous reviews focused on prediction approaches
that are yet to explain the remaining components capa-

ble of influencing the link prediction research. In this
review, we add different perspectives on prediction fea-
tures and prediction measurements in addition to predic-
tion approaches to differentiate perspectives and enhance
previous reviews. This review also presented a link pre-
diction review with a proposed taxonomy based on the
three main components: prediction approaches, predic-
tion features, and prediction measurements. The predic-
tion approaches are classified into the two approaches,
namely, the similarity-based and learning-based approaches.
The similarity-based approaches allow calculating score
ranking for each unobserved pair of nodes, including the
local similarity-based, global similarity-based, quasi-local
similarity-based, and community similarity-based methods.
Furthermore, the learning-based approaches are not only
represented by the topological information, such as nodes
and topology from an observed network, but also con-
sider other data and network features and include the social
theory-based, probabilistic and statistical models, artificial
intelligence-based methods, network information, and clas-
sification methods. The previous studies mostly focused on
structural and none dominate features for other features in
link prediction. All studies have their motivation and consid-
eration in determining prediction feature. It shows that link
prediction still appears as an open research problem and can
be implemented in many domain works.

Furthermore, the AUC score is the most commonly used
method for measuring the novel proposed methods. There-
fore, future research needs to consider measuring novel pro-
posed methods unless other conditions can be addressed.

Some of the most common challenges associated with link
prediction are rapid growth, sparse, and network features.
Many real-networks data, such as online social networks,
are highly dynamic, with an evolving and sparse network.
Avoiding networks with isolated nodes cause cold-start prob-
lems is a challenge that needs to be addressed in link predic-
tion [92], [123]. Besides, exploiting features other than the
structural features is also a challenge to improve prediction
accuracies, such as tags [18], [74], [86] and time [63], [89],
[94]. Therefore, these challenges are also in the direction of
future research that needs to implement link prediction in
other domains such as co-authorship networks [18], [124] and
economic networks [20] instead of online social networks.
The co-authorship networks are supported by scientific pub-
lications’ growth, forming a network of relationships between
authors.
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