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ABSTRACT The detection of banana fruits is an important part of intelligent management in the banana
plantation. To detect the banana fruit quickly and accurately in the complex orchard environment, this
article proposes a method based on the latest deep learning algorithm to detect the banana fruit. Using a
monocular camera, we applied the YOLOv4 neural network algorithm to extract the deep features of banana
fruits, realizing accurate detection of different banana sizes. The detection algorithm achieved a 99.29%
detection rate, the average execution time was 0.171s, the shortest execution time was 0.135s, and the AP
was 0.9995. Moreover, the detection results were discussed with the YOLOv3 algorithm and the machine
learning algorithm. Compared with the machine learning algorithm, deep learning algorithm was superior to
both detection accuracy and detection time. YOLOv4 had higher detection confidence and higher detection
rate than YOLOv3. The results show that the proposed method could realize the fast detection of different
varieties and different maturity in banana plantations, under different illumination and occlusion conditions,
and provide information for banana picking, maturity and yield estimation.

INDEX TERMS Banana detection, orchard environment, deep learning, green fruit, YOLOv4.

I. INTRODUCTION
Robots have attracted wide attention in the field of agricul-
ture, with the shortage of farm labor and the rapid develop-
ment of artificial intelligence. Agricultural robots automate
tedious farm work and enable farmers to better focus on farm
management. The harvesting robot is one of the most pop-
ular agricultural robots. In recent years, harvest robots have
significantly improved on speed and accuracy, and people are
increasingly interested in agricultural robots to harvest fruits
and vegetables. Visual system is the key to realize automatic
harvest, and accurate detection is the premise of follow-up
operation and picking in fruit and vegetable harvest. How-
ever, it is a great challenge to achieve a robust and efficient
fruit detection algorithm, due to the similarity or occlusion of
fruits and branches and other background problems as well
as the uncertainty of the orchard environment.

The associate editor coordinating the review of this manuscript and
approving it for publication was Hongjun Su.

Banana is the world’s most popular fruit and an important
source of staple food. Due to the irregular shape and green
color of banana, accurate detection becomes the primary
task of banana harvesting robot in the natural environment.
This article presents a detection method of the banana in the
plantation based on deep learning algorithm. In this method,
we used a regular RGB color camera to obtain banana images
in the plantation, and banana fruits were detected under differ-
ent illumination and occlusion conditions. The main research
contents include: (1) Based on the latest detection algorithm
YOLOv4 [1], fast and accurate detection of banana fruits can
be realized under various environmental conditions; (2) The
results in this article were discussed with the banana detection
results based onYOLOv3 [2] algorithm andmachine learning
algorithm, to verify the applicability and high efficiency of
the proposed method in banana detection.

The rest of this article is structured as follows. The second
part reviews the related work. The third part introduces the
structure and implementation of the banana detection algo-
rithm in the plantation. Part four and part five introduce the
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experimental results and comparative discussion. In the sixth
part, it includes the summary and the plan of future work.

II. RELATED WORK
In this section, we first review the development of convolu-
tional neural networks in deep learning algorithms and then
discuss the research on fruit and vegetable detection. Besides,
the research progress of our topic is introduced.

A. DEVELOPMENT OF CONVOLUTIONAL NEURAL
NETWORKS
In the field of deep learning, the convolutional neural network
algorithm can be divided into three categories according to
the research purpose: classification networks, detection net-
works, and segmentation networks.

Among classification networks, LeNet [3] is one of the
earliest convolutional neural networks. In 2012, Alex et al.
[4] deepened the network structure based on LeNet
and learned higher-dimensional image features. In 2014,
Karen and Andrew [5] proposed VGGNet and successfully
constructed a convolutional neural network with 16-19 lay-
ers of depth, proving that increasing the depth of the net-
work could affect the ultimate performance of the network.
In 2015, He et al. [6] trained the 152-layer deep neural net-
work with Residual Unit, achieving a 3.57% top5 error rate,
whereas the number of parameters was lower than VGGNet.
From 2014 to 2016, Google proposed convolutional net-
works Inception v1-v4 [7]–[10]. Compared to VGGNet,
Inception-v1 changed the full connection and convolutional
layer to a sparse connection. Inception-v2 proposed Batch
Normalization. Inception-v3 increased network depth and
nonlinearity, and the network input was changed from 224×
224 to 299 × 299. Inception-v4 combined the Inception
and the ResNet. In 2016, Chollet [11] presented Xception,
introduced depthwise separable convolution based on the
Inception v3, the model was improved without increasing the
network complexity.

The detection networks are divided into two categories, one
is based on the candidate regions (two-stage detector), and
the other is based on the regression method (one-stage detec-
tor). Representative networks based on candidate regions
are the R-CNN series. In 2013, R-CNN was proposed by
Girshick et al. [12], and feature vectors were extracted from
each region proposals using CNN, then linear SVM was
used for classification. In April 2015, Girshick [13] pre-
sented Fast R-CNN, adopted the selective search method
to achieve a higher object detection accuracy of the model.
In June 2015, Ren et al. [14] used RPN (Region Proposal
Network) instead of selective search to produce a proposal
window, which greatly improved efficiency and this method
is called Faster R-CNN. In 2016, Lin et al. [15] further
improved the Faster R-CNN, proposed FPN, amplified coarse
outputs, and fine-tuned the outputs with a convolution fea-
ture map to get better results. Regression-based represen-
tative networks are the YOLO series and SSD. In 2015,
Redmon et al. [16] proposed YOLO, divided the image into

S × S grid, predicted the bounding boxes, the confidence,
and the probability of all categories of the objects in all cells
in one-shot. In 2016, Liu et al. [17] presented SSD (Sin-
gle Shot MultiBox Detector), aiming at the weaknesses and
advantages of YOLOv1 and Faster R-CNN. In the same year,
Redmon and Farhadi [18] used anchor based on YOLOv1 and
SSD, thus putting forward YOLOv2, which improved the
performance. In 2018, YOLOv3 was released [2], using
multi-scale feature detection and logistic instead of softmax
for classification, which improved the accuracy and ensured
speed. In 2020, Bochkovskiy et al. [1] presented the latest
version YOLOv4, summarized almost all detection tricks,
and developed an object detection model with faster speed
and better accuracy, which is better than previous versions in
small object detection and occlusion object detection. There-
fore, it was used in this study.

The segmentation networks have the semantic segmen-
tation networks and the instance segmentation networks.
In 2014, Long et al. [19] proposed FCN to classify images at
the pixel level. In 2015, Badrinarayanan et al. [20] proposed
Segnet, using deconvolution and upper pooling. In 2014,
Chen et al. [21] presented DeepLab-v1 based on VGG16.
DeepLab-v2 [22] was proposed in 2016 that the base layer
was transformed from VGG16 to ResNet to achieve a better
segmentation effect with multiple scales. In 2017, a more
generic framework DeepLab-v3 [23] was released, repli-
cating the last block in ResNet, using the BN layer in
ASPP. In 2018, DeepLab-v3 + [24] appeared, based on
the decode module and modified Xception as the backbone.
Liu et al. [25] proposed Auto-DeepLab in 2019, which could
search effectively on a two-level hierarchical architecture.
Mask RCNN [26], an instance segmentation network, was
proposed by He et al. in 2017, taking the Faster R-CNN as
the prototype and the ResNet-FPN architecture for feature
extraction, it can be used for human attitude estimation and
other tasks.

B. RESEARCH ON FRUIT AND VEGETABLE DETECTION
Fruit and vegetable detection is one kind of object detection.
Object detection based on vision technology has a myriad of
applications in various engineering fields [27]–[29]. Tradi-
tional object detection algorithms are based on hand-designed
features (such as color, shape, texture, strength, or fusion
features) and appropriate classifiers (Support vector machine,
Adboost, etc.) to locate the region of interest in the image.
These methods often lack universality and robustness. With
the development of deep learning technology, the application
of deep convolutional neural networks for fruit and vegetable
detection has been the focus of research in recent years. Deep
learning can extract deep features and have stronger learning
ability. These algorithms have been shown to detect fruits and
vegetables in uncontrolled environments.

In the study of fruit detection, apple fruit detection and
branch segmentation are the focus of researchers [30]–[33];
The establishment of a dedicated neural network for mango
detection continues to emerge [34]–[37]; Various neural
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networks in litchi [38], [39], grape [40], [41], strawberry [42],
[43] have achieved good results in their application. The
detection of pomelo [44], kiwi fruit [45], waxberry [46],
guava [47], and other fruits have been gradually concerned;
With the development of deep learning, fruit flower detection,
which is difficult to the traditional algorithm, has been emerg-
ing [48]–[51]. In the detection of vegetables, the improve-
ment in the bounding box and the detection rate is the research
focus of the tomato detection network [52]–[54]; Based on
deep neural network, excellent results have been achieved in
cucumber fruit length estimation [55], sweet pepper detec-
tion [56], date fruit variety and maturity judgment [57] and
other aspects.

In recent years, deep convolutional neural network has
been applied in the banana plantation. Based on fast-RCNN,
Neupane et al. [57] recognized and counted banana plants on
the farm by using RGB aerial images collected by UAV. Clark
and McKechnie [58] detected banana plantations through
aerial images and used U-NET neural network to draw maps,
but did not conduct detection and research on banana fruits.
Chen et al. [59] detected the banana central stocks using
Deeplab V3 + network with two binocular cameras, and
obtained satisfactory results.

C. RESEARCH PROGRESS OF OUR TOPIC
In our early work [60], we demonstrated that using traditional
machine learning algorithm SVM classifier with color and
texture features can achieve impressive results in banana
detection. However, early work focused on detecting orchard
bananas of the same variety for CPU processing. When dif-
ferent varieties appeared, the early-trained banana detection
model could be used as the basis for this phase. Meanwhile,
GPU processing capability provides support for faster and
more efficient detection.

The advantage of our approach is that we use a regu-
lar RGB camera instead of the complicated sensors, which
greatly reduces the cost of collecting images of banana fruits.
In this work, we introduce the latest and most powerful
detection algorithm YOLOv4, which is used to identify the
key features of the banana image and find the banana fruit,
to imitate the human eye for the rapid detection of banana
fruits in the plantation.

III. MATERIALS AND METHODS
A. IMAGE ACQUISITION
For developing and testing the proposed algorithm, 388,
178 and 134 valid banana images were acquired at the banana
plantation of Guangdong Academy of Agricultural Sciences
on August 9, 2018 (sunny), November 19, 2018 (cloudy)
and March 16, 2019 (overcast), 464 valid banana images
were acquired at Nansha banana plantation in Guangzhou
on October 27, 2019 (sunny). A digital color camera (Canon
sx610hs) with a resolution of 2048×1536 pixels is used. The
camera exposure mode was set to auto exposure, the cam-
era height was 150 cm, the shooting distance was about

80 – 120 cm, and the shooting angle was set to horizontal.
In addition, 10 photos with an elevation angle of 45◦– 60◦

were taken for comparison. In the 1164 images. The training
set, validation set, and test set were 835, 209, and 120 images
respectively. We used Python (PyCharm Community Edition
2019.3.1 x64) to implement the algorithm on an Intel(R)
Core(TM) i7 – 9750H @2.6 GHz 2.59GHz, 16.0 GB RAM,
NVIDIA GeForce RTX 2070 with Max-Q Design laptop.
Colabeler, a free and open-source labeling tool, was used to
label each image. Once the fruits are labeled, an Extensible
Markup Language (XML) file is generated that contains the
label data and the coordinates of the bounding box for each
fruit in the image.

B. ALGORITHM DESCRIPTION
The latest detection algorithm YOLOv4 is applied in this
article. YOLO series is favored by researchers for the flexible
structure and rapid detection. With the continuous optimiza-
tion of the algorithm, YOLOv4 combines a large number
of tricks to achieve faster speed and better accuracy. In the
following part, the internal structure of the network is intro-
duced in detail, and the applicability of the network in banana
detection in the orchard is explained from the principle and
structural design.

Fig. 1 is the flow chart of banana detection based on
YOLOv4 algorithm. The detection process is as follows:

Step 1: A banana image is fed into the network.
Step 2: The backbone is a CSPDarknet53 module and

the Mish activation function is adopted, which extracts the
information from the image.

Step 3: The neck part is composed of SPP (Spatial Pyramid
Pooling) module and FPN (Feature Pyramid Networks) +
PAN (Path Aggregation Network) module, which is to make
better use of the characteristic extracted by the backbone.

Step 4: The head is the prediction part, which uses the fea-
tures extracted earlier and outputs the final detection result.
Next, we elaborate on the contents of the specific module.

The backbone is a CSPDarknet53 structure, consisting
of 5 CSP (Cross Stage Partial connections) modules (blue
block) and 11 CBM (Convolutional+ Batch normalization+
Mish) modules (yellow block). The CBM module repre-
sents a convolution operation that uses the Batch Normal-
ization and Mish activation functions. The CBM module
is an important part of the CSP module. The CSP mod-
ule will be explained in detail below. Similar to the CBM
module, the CBL (Convolutional+ Batch normalization +
Leaky Relu) module (green block) represents another type of
convolution operation that uses the Batch Normalization and
Leaky Relu activation functions.

It is worth mentioning that, in order to get access to a
much richer hypothesis space that would benefit from deep
representations, researchers need the activation function to
generate nonlinear mappings between inputs and outputs.
Leaky Relu function is a popular activation function in deep
learning, and the average performance of the Mish function
is better than that of the Leaky Relu function. The use of
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FIGURE 1. Flow chart of banana detection based on YOLOv4.

Mish activation function is one of the innovations of the net-
work, which can improve the detection accuracy. The network
adopts the Mish activation function over the backbone, and
the Leaky Relu activation function remains throughout the
rest of the network. Mish function is,

ymish = x tanh(ln(1+ ex)). (1)

Leaky relu function is,

yleaky relu =

{
x, if x ≥ 0
λx, if x < 0.

(2)

The graphs of Mish function and Leaky Relu function are
compared as shown in Fig.2.

The use of the CSP module is one of the network innova-
tions. CSPn is used to represent n Res units in the module.
The structure is shown in Fig. 3, where the Add operation is

FIGURE 2. The Mish function and the Leaky Relu function.

the addition of tensors without extending dimensions, and the
Concat operation is the addition of tensors and dimensions.
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FIGURE 3. CSPn structure.

CSP1 means one Res unit; CSP8, similarly, means 8 Res
units. After five CSP modules, the size of the input image
is gradually changed from 608 to 19 through down-sampled.
From the structure diagram, the CSP module maps the upper
features into two parts for different convolution operations
and then merges them to reduce memory cost and ensure
accuracy. The introduction of the Res Unit makes the network
deeper and more features can be extracted. Banana in the
plantation is green fruit, which color is very close to that
of banana stem, branches, and leaves. The shape of banana
fruits is irregular. The background has a great interference on
banana detection. Therefore, it is very important to extract the
deep features of banana fruits.

The neck structure in the network adopts the SPP mod-
ule (cyan) and the FPN+PAN module (purple dotted line
area). In the SPP module, 1 × 1, 5 × 5, 9 × 9, 13 × 13
max-pooling are adopted, the padding is 2, the stride is 1,
to ensure the size remains unchanged after pooling. Com-
pared with the traditional max-pooling method, the SPPmod-
ule can increase the acceptance range of backbone network
features and achieve more accuracy improvement with less
calculation cost. Based on the use of the FPN module in
YOLOv3, YOLOv4 added the PANmodule, which is another
structural innovation. Following the arrow direction in the
figure, it can be seen that FPN amplifies the size of the
feature map through up-sampling operation, to fuse tensor
and dimensionwith the featuremap after CSP operation in the
backbone network, and convey object semantic information.
After down-sampled the fused feature map through convo-
lution operation, the PAN structure is fused with the feature
map of the corresponding scale in FPN to further extract
positioning features. FPN+PAN fuses different trunk layers
and detection layers repeatedly and uses multiple scales to
extract more profound semantic information and positioning
information, to detect more delicate objects of different sizes.
As a result, the detection of small objects has been greatly
improved. In banana detection, the fruit sizes of different
varieties vary greatly. When bananas of different sizes appear
in the same image, the generalization ability of the detection
algorithm is very important, which will be explained in the
discussion section.

The head structure in the network is the prediction part
(orange dotted line area), through the CBL module and
convolution operation, the three-layer scale feature maps
(76× 76, 38× 38, 19× 19) obtained from the upper net-
work are output. Each scale predicts three anchor boxes, and
there are 6 values per anchor (4 box coordinates + 1 object
confidence + 1 class confidences). Therefore, each layer
has 18 outputs. The bounding box and its confidence of

the detected banana can be obtained according to the output
information. Then, the bounding box whose confidence is
lower than the threshold is deleted, and the best candidate
boxwould be selected according to theDIOU_nms algorithm.
The adoption of DIOU (Distance-IOU) is the innovation of
network structure. The calculation formula of DIOU is,

DIOU = IOU −
α2

β2
. (3)

where, α represents the distance between the center points of
the two boxes, andβ represents the diagonal distance between
the minimum closure areas of the two boxes. DIOU_nms
believes that boxes with far central points may be on differ-
ent objects and should not be deleted, which is the biggest
difference between DIOU_nms and traditional NMS. After
filtering by DIOU_nms, the detection result is output, and the
detection task is finished.

IV. RESULT
This section explains the results of banana detection in the
training stage and detection stage. The evaluation indexes,
training parameters and detection effects in different scenes
are described.

A. EVALUATION OF TRAINING MODELS
In the training stage, to evaluate the generalization ability and
gradually optimize the model, precision, recall and the F1
score were used as evaluation indexes:

Precision =
Truepositive

Truepositive+ Falsepositive
× 100% (4)

Recall =
Truepositive

Truepositive+ Falsenegative
× 100% (5)

F1 =
2× Precision× Recall
Precision+ Recall

(6)

In the training, the batch size was set to 4, that is, 4 images
were taken each iteration, and a total of 835 images were
trained. Therefore, one epoch required 209 iterations. The
weight results of each epoch were verified in the validation
set. Based on a threshold, a group of precision and recall
of the model could be obtained. When different thresholds
are set for the model, multiple groups of precision and recall
would be obtained, thus a P-R curve could be drawn, the area
of the curve is the AP (Average Precision). Three groups of
training were set, with the maximum epoch of 100, 150, and
300 respectively. The weight corresponding to the maximum
AP in each training was selected, and the precision and recall
were output when the threshold was 0.5, to compare the
performance of the three trainings, as shown in Table 1. As the
epoch and the number of iterations increased, the AP became
higher and took more time. At the group of 300 epochs,
the highest AP reached 0.9996, but it took 27 hours. By con-
trast, the group of 150 epochs is enough to get a highAP value
of 0.9995, which takes 12.5 hours. Therefore, we further
analyzed the evaluation indexes in the training process of
150 epochs.
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TABLE 1. Performance of the three trainings.

FIGURE 4. Evaluation index curve in 150 epochs training: (a) Precision,
(b) Recall, (c) F1, (d) AP.

In the second training, the numerical curves of precision,
recall, AP, and F1 are shown in Fig. 4. It can be seen that the
recall curve and the AP curve can converge rapidly and be
close to 1. The precision curve and F1 curve are more stable
after the 100th epoch. Therefore, the optimal weight model in
the second training is selected as the banana detection model
based on the YOLOv4 algorithm.

FIGURE 5. Detection results under the sunny front light condition.

B. DETECTION RESULTS
The trained banana detection model was test in different
illumination environments. Choose three examples for illus-
tration in each environment. Fig. 5 shows the detection results

FIGURE 6. Detection results under the sunny backlight condition.

FIGURE 7. Detection results under the cloudy condition.

under the sunny front light condition. Bananas could be
detected accurately no matter whether the banana is fully or
partially by the light and whether the light is strong or weak.
Fig. 6 shows the detection results under the sunny backlight
condition. Both one hand of banana and two hands of bananas
were accurately detected. Fig. 7 displays the detection results
under cloudy conditions. Due to the large size of bananas
and the distance between banana plants, it is very rare for
more than three hands of bananas to appear in the same
image. It’s easy to see that each banana in the images was
accurately detected under different illumination conditions,
which was different from the detection result in [60]. This
is because the machine learning algorithm is easily affected
by the illumination, while the deep learning algorithm has
stronger robustness to the environmental conditions.

FIGURE 8. Detection results of banana under different occlusion degrees:
(a) small region occlusion; (b) occlusion area increased; (c) half of the left
banana information was lost; (d) more than half of the left banana
information was lost.

Due to the large size of banana branches and leaves, in pre-
vious studies, banana detection results were different under
different occlusion degrees. At the same time, due to different
capture angles, incomplete bananas are easy to appear in one
image, which is also classified as an occlusion environment.
Therefore, we test on the trained detection model in various
occlusion degrees, as shown in Fig. 8: (a) is small region
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occlusion, that did not affect the detect result; (b) shows the
accurate detection when occlusion area increased; half of
the left banana in (c) was not captured by the camera, but
the model still detected the bananas with a confidence of 1;
though the information of the left banana in (d) was almost
completely lost, the banana was detected with a confidence
of 0.61, that is because the information of the banana was
too little. Occlusion in (c) and (d) often occurs in continuous
detection. Accurate detection of all bananas in consecutive
frames is of great significance for solving the problem of
repeated detection.

FIGURE 9. Detection results of different varieties of bananas.

There are many varieties of bananas, and new varieties
have emerged in recent years. We hope that the banana detec-
tion model can realize robust detection for different banana
varieties, especially for different varieties and different sizes
of bananas in the same scene. Fig. 9 shows the detection
results of different varieties of bananas: (a) is the detection
result of MUSA AA banana. Although the bananas had poor
growth, very few fingers and the light was strong, two hands
of bananas were detected; (b) is the detection result of MUSA
ABBB banana, which has short and dense finger and no
obvious separation in the hand; (c) is the detect result of
MUSAABB banana; (d) is the detection result of one MUSA
AAA Cavendish and two MUSA ABBB bananas. Due to the
small size of the two hands and their distance from the capture
point, the detection confidence is 0.80 and 0.96, respectively.

FIGURE 10. Detection results of bananas at different maturity.

Finally, banana fruits at different growing stages were
detected, as shown in Fig. 10. Single or multiple hands of

immature bananas were correctly detected, including when
different maturity bananas were in the same image. It is worth
noting that banana confidence is very high, a lot of confidence
is 1, which will be further analyzed in comparison with other
models in the discussion.

V. DISCUSSION
To verify the performance of the banana detection model in
the plantation, other algorithms are compared in this section.
Meanwhile, banana detection results based on traditional
machine learning algorithm and deep learning algorithm are
compared and analyzed.

FIGURE 11. P-R curve for different detection methods.

A. COMPARISON OF YOLOv4 AND YOLOv3 IN BANANA
DETECTION
We trained and detected the data set in this article in the
YOLOv3 neural network. The epoch was set as 300, and the
optimal training model was selected for validation, with an
AP of 0.8697. Fig. 11 shows the P-R curve of the twomethods
on the validation set. The P-R curve based on the YOLOv3
algorithm is surrounded by the P-R curve of YOLOv4. The
break-even point of YOLOv3 is (0.8583,0.8583), and the
break-even point of YOLOv4 is (0.9917,0.9917). As men-
tioned above, the neck part of YOLOv3 uses FPN struc-
ture. Different from it, YOLOv4 uses FPN+PAN structure to
repeatedly extract the features of the trunk layer and detection
layer through multi-scales, which is of great significance for
improving network detection of small objects. Since multiple
varieties of bananas in the data set were considered, and the
distance between banana plants is relatively large, the size
of bananas of different varieties or different distances varies
greatly in the same image. Therefore, when the banana fruit
is very small, YOLOv3 could not detect completely, resulting
in a low AP value.

From the detection results, it can be intuitively found that
the two detection methods are different in small object detec-
tion. Comparison of the detection results of two hands of
bananas is shown in Fig. 12, (a) (c) is the detection result
of YOLOv3, (b) (d) is the detection result of YOLOv4.
YOLOv4 can detect the small banana which was occluded
by other banana or by branches and leaves, whereas YOLOv3
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FIGURE 12. Detection results of the two hands of bananas: (a) the
detection result of occlusion between banana fruits based on YOLOv3;
(b) the detection result of occlusion between banana fruits based on
YOLOv4; (c) The detection result of the banana being occluded by leaves
based on YOLOv3; (d) The detection result of the banana being occluded
by leaves based on YOLOv4.

FIGURE 13. Detection results of the three hands of bananas: (a) YOLOv3;
(b) YOLOv4; (c) the detection result of the small size of bananas based on
YOLOv3; (d) the detection result of the small size of bananas based on
YOLOv4.

judged the small banana as the background. Similarly, in the
detection of three hands of bananas, as shown in Fig. 13,
YOLOv3 misjudged the small size of bananas. The contrast
is especially obvious in Fig. 13 (c) (d), for the left two hands
of bananas, the human eye may have to distinguish carefully
to see the location of the fruit. YOLOv3 misjudged the fruit,
whereas YOLOv4 made an accurate detection. This is due to
the innovation of the structure and the use of tricks.

Small object fruit detection is of great significance to the
production management of banana plantations. First, dif-
ferent varieties of bananas vary in size, and small object
detection can reasonably judge different varieties; Moreover,
the accurate detection of small fruit can provide useful infor-
mation for continuous detection.

Finally, we tried to detect the banana captured at an ele-
vation angle. Although most bananas can be captured hor-
izontally, some banana plants are still tall and the fruit is
very high from the ground. We conducted experiments on the
banana images with the angle of elevation to see whether the
banana can be detected. Fig.14 shows the detection results
of YOLOv3 and YOLOv4 in the elevation angle image.
It can be seen that YOLOv4 accurately detected the banana
fruits, but YOLOv3 failed to detect them. YOLOv4 has better
generalization ability.

FIGURE 14. Comparison of detection results taken at elevation angle;
(a) YOLOv3; (b) YOLOv4.

FIGURE 15. Comparison of confidence between the two detection
algorithms.

From the above comparison, it is noticed that the confi-
dence of the two methods was different. Therefore, we com-
pared the confidence levels of the bananas detected by the
two algorithms in 120 images. The results are shown in
FIGURE. The detection confidence of YOLOv3was between
0.5 and 1.0, whereas that of YOLOv4 was almost 1.0. When
the bananawas coveredmore area, the confidence level would
be low.

B. COMPARISON BETWEEN DEEP LEARNING
ALGORITHM AND MACHINE
LEARNING ALGORITHM
We compared the banana detection results of YOLOv4,
YOLOv3, and HOG+LBP+SVM algorithms. The detection
results of the three algorithms in different conditions have
been described in detail in the above and literature [60], The
problems encountered in the machine learning algorithm are
described below. In literature [60], when the key parts of the
banana are covered, the banana was mistaken as two hands
of bananas. We carried out experiments in YOLOv3 and
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FIGURE 16. The detection results of the three algorithms under occlusion
conditions: (a) HOG+LBP+SVM; (b) YOLOv3; (c) YOLOv4.

YOLOv4. As shown in Fig. 16, YOLOv3 detected the banana
with a confidence of 0.90, and the fruit area at the top of the
banana was not completely detected, whereas the result of
YOLOv4 is more accurate.

FIGURE 17. Detection results of the three algorithms for MUSA AA
banana: (a) HOG+LBP+SVM; (b) YOLOv3; (a) YOLOv4.

MUSA AA banana detection results using the three algo-
rithms were compared, as is shown in Fig. 17. Because of
the poor growth, the banana had very few fingers whereas the
illumination was strong, the contrast between fruit and leaves
was very small. Due to the limitation of the sliding window
scale in the machine learning algorithm, the detection failed.
YOLOv3 detected a hand of banana but lost the upper right
hand of banana. For YOLOv4, the two hands of banana had
been detected.

We analyzed the detection of banana from traditional
machine learning algorithm to deep learning algorithm.
In different conditions, the three algorithms can realize
banana detection in terms of their respective detection capa-
bilities. Table 2 compares the key indexes of the three algo-
rithms in the same test set. It can be found that, compared
with the deep learning algorithm, the machine learning
algorithm has a lower running cost, shorter training time,
and smaller weight file size, and it can be implemented
on the CPU, does not need GPU, but longer detection
time and lower detection rate. In deep learning algorithms,
both YOLOv3 and YOLOv4 require GPU. To obtain the
optimal model, YOLOv3 required 300 epochs training,
whereas YOLOv4 needed 150 epochs. The training time of
YOLOv3 was shorter than that of YOLOv4, but the weight
file was larger than that of YOLOv4. YOLOv3 had the short-
est detection time for a single image and a higher detection
rate thanmachine learning, but it was not as high as YOLOv4.
The detection rate of YOLOv4 was 99.29%, which was far
higher than the other two algorithms. The average detection
time of YOLOv4 was 0.171s and the shortest detection time
was 0.135s. Since the network of YOLOv4 is deeper than that
of YOLOv3, the detection time was also increased. On the
whole, YOLOv4 could obtain the optimal weight model with

TABLE 2. Detection indexes of the three algorithms.

fewer iterations in the training stage, and superior to the tra-
ditional machine learning algorithm and YOLOv3 algorithm
with its high confidence and high detection rate the detection
stage.

VI. CONCLUSION
The accurate detection of banana is of great significance to
the intelligent management of the banana plantation. In this
article, we proposed a detection method based on the latest
YOLOv4 neural network for the banana detection in the
natural environment. Besides, we analyzed the performance
of the traditional machine learning algorithm and another
neural network algorithm in banana detection. According to
the experimental results, the following conclusions can be
summarized:

(1) We found the suitable deep learning algorithm for
banana detection in the plantation. The structural charac-
teristics of the YOLOv4 neural network and the key prob-
lems of banana detection were analyzed. In the network,
CSPDarknet53 deepens the network, which could extract
more deep banana features and reduce the interference of
green background to the green and irregular banana fruit;
The SPP structure increases the acceptance range of network
features with less computational cost, FPN+PAN structure
repeatedly fusesmulti-scale features to extractmore profound
banana semantic information and positioning information,
to detect more precise banana fruits. Precise detection can
still be achieved when the sizes of the banana fruits in the
same image are greatly different; The DIOU_nms algorithm
improves the confidence of banana detection results.

(2) The banana detection algorithm in the plantation
based on YOLOv4 can achieve accurate detection under the
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conditions of different illumination and occlusion for dif-
ferent varieties and maturity, providing precise information
for the banana plantation intelligent management and fruit
picking.

(3) The detection performance of deep learning algo-
rithm is better than that of machine learning algorithm
for banana detection in the plantation. Compared with
HOG+LBP+SVM, YOLOv3, and YOLOv4, the average
detection time of the three algorithms was 1.325s, 0.038s, and
0.171s. The detection rate of banana was 89.63%, 90.78%,
and 99.29%, respectively. In the training stage, YOLOv4
obtained the optimal weight model with fewer iterations.
In the detection stage, YOLOv4was superior to the traditional
machine learning algorithm and YOLOv3 algorithm with its
high confidence and high detection rate.

In conclusion, the proposed method is suitable for banana
detection in the plantation. The future work will be mainly
to obtain the coordinate value of banana fruit in the real
world, realize the localization of banana fruit, and calculate
the location of the picking point.
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