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ABSTRACT Full waveform inversion (FWI) is a powerful method to reconstruct the properties of the
subsurface media. However, the standard FWI is a non-unique and ill-posed inversion problem, which
requires proper techniques to avoid cycle skipping phenomena. Sufficient low-frequencies in the observed
data and a good initial model are helpful to mitigate cycle skipping problem, but they are hard to be provided
in real cases. Therefore, to reduce the non-linearity and improve the convergence of FWI, we developed a
novel approach inspired by using the convolutional neural network to mitigate the cycle skipping problem.
We use the 1-dimentional (1-D) convolution kernels of different lengths to convolve each seismic trace of
the synthetic and observed data to extract the different features of each time sample, and then we use the
Sigmoid function to encode each time sample of the synthetic and observed data according to the polarity
of the features. By comparing the coding similarity for the time sample of the synthetic and observed data at
the corresponding time, we can identify which part of the synthetic data is well matched with the observed
data and which part is mismatched. For the mismatched synthetic data, we attenuate them to reduce their
interference on the gradient, thereby the cycle skipping problem can be mitigated. In this case, we use
the global-correlation misfit function which behaves better in mitigating the interference of the incorrect
amplitude information and highlighting the phase information with weaker non-linearity. In addition,
the convolution coding and amplitude attenuation-based method has a strong anti-noise capability and can
be combined with the encoded multisource scheme to save the computational costs. Marmousi model tests
demonstrate that convolution coding and amplitude attenuation-based FWI behaves better than the standard
FWI in generating convergent inverted result.

INDEX TERMS Amplitude attenuation, coding, convolution, full waveform inversion.

I. INTRODUCTION
Seismic full waveform inversion is an efficient tool to provide
a quantitative description of the subsurface properties bymin-
imizing the differences between the synthetic and observed
data in the least-squares sense [1], [2]. However, FWI is a
nonlinear and ill-posed inversion problem, and it suffers from
the cycle skipping problem which may lead FWI converge to
the local minima [3]–[5]. The multiscale strategy is an effec-
tive approach to solve the cycle skipping problem, in which
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FWI starts from low frequencies and gradually iterates to
higher frequencies [6]. Thewavelength of low frequencies are
longer than high frequencies, which makes the low frequen-
cies easier tomatch correctly in half a cycle. However, the low
frequencies can not be usually recorded in the field data due to
the physical limitation of acquisition instruments. Thus, there
is no sufficient low-frequency information in the observed
data to implement a multiscale inversion. A good initial
model for FWI can mitigate the cycle skipping problem, but
it is hard to be provided without using some techniques such
as the traveltime tomography andmigration velocity analysis.
In addition, the contamination of noises on the observed data
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can also result in the cycle skipping problem. Therefore, for
mitigating this tough problem in FWI, many researchers have
done a lot of works which can bemainly fall into three groups.

In the first group, low frequency reconstruction meth-
ods which can produce reliable and reasonable artificial
low frequencies to build a good initial model for FWI.
Bozdağ. [7] proposed the instantaneous envelope mis-
fit to reduce the non-linearity of inversion, and demon-
strated that the envelope-based misfit has direct relationship
with the long wavelength components of velocity models.
Chi et al. [8] utilized the differences between the envelopes
of both observed and synthetic data as a misfit function
to obtain the long-wavelength structure of the subsurface
velocity model. Wu et al. [9] proved the physical meaning
of the envelope-based method by the modulation signal
model. Hu [10] proposed a beat-tone approach, in which
low-frequency components can be produced artificially
by subtraction of slightly different frequency wavefields.
Zhang et al. [11] proposed that the reliable low-frequencies
can be produced by the convolution between the artificially
designed low-frequency wavelets and the reflected impulse
response of the subsurface medium which is obtained by
sparse blind deconvolution. Hu et al. [12] proposed a wave-
form mode decomposition method to recover the low fre-
quency components of the observed data. Liu et al. [13] fitted
the intensity of the observed and synthetic data, and found
that sufficient low-frequencies in the intensity data can help
FWI avoid cycle skipping. Sun and Demanet [14] used high
frequency signals as training set and used deep learning
based on the convolutional neural network to extrapolate low
frequencies.

In the second group, techniques to improve waveform
matching are applied to FWI to avoid cycle skipping. Warner
and Guasch [15] proposed to use the Wiener filter to increase
the similarity between the observed and synthetic data. Zhu
and Fomel [16] proposed adaptive matching filtering-based
FWI, and Engquist et al. [17] introduced the optimal trans-
port method to FWI which protects inversion from falling
into the local minimum. Wang et al. [18] used the dynamic
warping technique, which can detect the traveltime differ-
ence between the synthetic and observed data, to help FWI
avoid cycle skipping. Dong et al. [19] proposed a local trav-
eltime time correction approach to decrease the traveltime
differences between waveforms at different time to improve
the matching between waveforms. Hu et al. [20] measured
the differences between the weighted local correlation-phase
of the synthetic and observed data to make the inversion
process more linear. Dong et al. [21] proposed an amplitude
increment coding-based data selection method to remove the
interference of the mismatched data.

In the third group, techniques for providing an more
accurate initial model are used within FWI, such as trav-
eltime tomography [22], [23] and migration velocity anal-
ysis [24], [25], etc.. Luo and Schuster [26] proposed that
using the result of traveltime inversion can provide a better
initial model for FWI. Jun et al. [27] applied a 4-phase

FWI in a sequential manner to obtain the correct velocity
model when the observed data lack low frequencies and the
starting velocity model is inaccurate. Lewis and Vigh [28]
used deep learning to reconstruct the large scale structure of
the salt geometry velocity model, which can provide a good
initial model for FWI to mitigate the cycle skipping prob-
lem. Mao et al. [29] performed subsurface velocity inversion
from deep learning-based data assimilation directly. In addi-
tion to these three groups of methods, some other methods
like reflection FWI [30], [31], stochastic algorithm-based
FWI [32], [33] and B-Spline projection-based FWI [34] can
also mitigate the cycle skipping problem.

FWI requires many times of iterations, and each iteration
requires at least two modeling calculations, which lead to a
huge amount of computational cost. The most direct way to
improve the computational efficiency is to make full use of
computer hardwares. Sourbier et al. [35] proposed a parallel
strategy for FWI in the frequency domain and applied it to the
processing of large-aperture seismic data. Wang et al. [36]
proposed FWI based on GPU parallel computing accelerated
by CUDA. Another way to save the computational costs is
using technique such as encoded multisource to reduce the
number of modeling calculations while ensuring the same
number of coverage to the subsurfacemedia. Krebs et al. [37]
introduced the encoded multisource technique to FWI, and
this technique does not only improve the computational effi-
ciency, but also effectively suppresses the interference of
crosstalk noise. Boonyasiriwat and Schuster [38] applied
dynamic random phase encoding technique to FWI to better
suppress crosstalk noise. Moghaddam et al. [39] conducted
an in-depth research of the source-encoded gradient and use
an exponential weighting method to accelerate the conver-
gence of FWI.

The least-squares misfit function is the most commonly
used misfit function for FWI. However, it aims to match
the whole waveform, which indicates it is very sensitive to
amplitude information and noise. Choi and Alkhalifah [40]
proposed the global-correlation misfit function, which helps
the multisource FWI avoid amplitude imbalance because of
the offset range, and Liu et al. [41] noted that this misfit
improves noise immunity and decreases the influence of the
wavelet estimation error. In addition, many researchers have
done a lot of work on reducing the influence of wavelet on the
inverted results. Source-independent approach is an effective
method for achieving this purpose [42]–[44]. Chi et al. [45]
proposed an amplitude-semblance misfit function to remove
the effect of source wavelet, which does not require an opti-
mized reference trace.

In this paper, we proposed a convolution coding and
amplitude attenuation-based FWI to tackle the cycle skip-
ping problem when the observed data lack low frequencies.
This method is inspired by the convolutional neural net-
work (CNN) of deep learning [46]. Generally, a CNN consists
of convolutional layers, pooling layers and full-connected
layers. The role of the convolutional layer is to extract fea-
tures from the input data. The convolutional layers that near
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the beginning of the network extract lower-level features. and
the convolutional layers that near the end of the network will
recombine the low-level features to extract higher-level fea-
tures. Therefore, we can input dataset directly to the convolu-
tional neural network without performing additional artificial
feature extractions which may produce artificial noises. The
different convolution kernels extract different features. Based
on the theory of CNN, our idea is to use 1-dimentional (1-D)
convolution kernels of different lengths to extract the features
of the normalized synthetic and observed data trace by trace.
Then we use the Sigmoid activation function, which is used
for binary classification in logistic regression, and round it to
encode each feature of each time sample. According to the
characteristic of the rounded Sigmoid function, the features
with positive values are encoded as 1 and the features with
negative values are encoded as 0. After encoding, we compare
the codes of the time samples in the synthetic and observed
data at the same time position. Only if all of the codes
between two time samples in the same time position of the
synthetic and observed data are the same, the time sample
in the synthetic data can be considered as well matched,
otherwise it will be regarded as mismatched. Thus, we can
identify which part of the synthetic data are mismatched, and
we need to attenuate this part of data to reduce their interfer-
ence on the gradient to mitigate the cycle skipping problem.
By using a well-behaved convolution kernel and choosing
proper parameters like number of convolution kernels, length
of each convolution kernel and the attenuation coefficient,
etc., our method can greatly mitigate cycle skipping prob-
lem and has strong capability of anti-noise. In the following
sections, we will introduce the theory of convolution coding
and amplitude attenuation-based FWI, and then we verify
the effectiveness of our method by the Marmousi model
numerical tests.

II. THEORY
In this section, we first review the theory of the standard FWI
based on the least-squares misfit function, and then intro-
duce the convolution coding and amplitude attenuation-based
FWI (CAFWI) in details. Finally, we demonstrate the con-
vergence of CAFWI and discuss the choices of optimal
parameters.

A. REVIEW OF FWI WITH LEAST-SQUARES MISFIT
FUNCTION
The least-squares misfit function aims to minimize the dif-
ference between the observed and calculated data, and it is
expressed as

E =
1
2

ns∑
i=1

nr∑
j=1

∫
t

(
d i,jsyn − d

i,j
obs

)2
dt,

i = 1, 2, . . . , ns, j = 1, 2, . . . , nr, (1)

where d i,jsyn and d i,jobs are synthetic and observed data for the
ith shot and the jth receiver for data with ns shots and nr
receivers. t represents the time variable. The synthetic data

can be obtained by a finite-difference scheme based on an
acoustic wave equation, which can be expressed in 2D as

∂2uf
∂x2
+
∂2uf
∂z2
−

1
v2
∂2uf
∂t2
= s, (2)

where x and z are variables indicating the horizontal distance
and the depth, respectively, s is the source, and uf is the
forward-propagated wavefield. The gradient of the misfit
function in equation (1) can be expressed as

∂E
∂v
=

ns∑
i=1

nr∑
j=1

∫
t

(
∂d i,jsyn
∂v

)T (
d i,jsyn − d

i,j
obs

)
dt,

i = 1, 2, . . . , ns, j = 1, 2, . . . , nr, (3)

where ∂d i,jsyn/∂v is the partial derivative wavefield and T
represents the transposition. Calculating the partial deriva-
tive wavefield directly is highly time consuming. There-
fore, we use the adjoint state method to obtain the gra-
dient. The adjoint source is expressed as:

(
d i,jsyn − d

i,j
obs

)
.

By calculating the zero-lag cross-correlation between the
forward-propagated and back-propagated wavefield, we can
obtain the gradient

∂E
∂v
= −

2
v3
∑
x

∫
t

∂2uf
∂t2

ubdt, (4)

where ub is the adjoint wavefield.

B. FEATURES EXTRACTOIN BASED ON CONVOLUTION
In CNN, the convolution kernels can extract features from
the input data. Based on this function of convolution, we use
1-D convolution kernels to extract features of the synthetic
and observed data trace by trace. We regard the convolution
value as the feature of each time sample when the center
of the convolution kernel is aligned with each time sample.
Thus, the length of each convolution kernel we use is an
odd. In order to obtain more features of each time sample to
make the data identificationmore accurate, we apply multiple
convolution kernels to each trace. Thus, each time sample
will have multiple features, and these features represent the
concentrations of the characteristics of wavefield (e.g., ampli-
tude, phase, traveltime) in different time periods centered on
each time sample. The first step of our method is to choose a
convolution kernel. We compare the behaviors of 4 kinds of
convolution kernels.
kernel 1: the equivalent kernel is a convolution kernel

where each value in the kernel is equal to 1. The equivalent
kernel can be expressed as

ke(n, l) = 1, l > 1,Rem(l ÷ 2)=1, n = 1, 2, . . . , l, (5)

where ke represents the equivalent kernel and n represents the
sequence number of the elements in the kernel. l represents
the length of the kernel, and it is an odd. The time difference
between every two adjacent elements in the convolution ker-
nel is a sampling interval. Rem(·) represents the operator that
takes the remainder of the number in the bracket. For each
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single convolution kernel, its length is fixed. Fig. 1a shows
an equivalent kernel with l = 101.
kernel 2: the random kernel is a convolution kernel where

each value in the kernel is a random number between 0 and
1. The random kernel can be expressed as

kr (n, l) = R[0, 1], l > 1,Rem(l ÷ 2)=1, n = 1, 2, . . . , l,

(6)

where kr represents the random kernel and R[·] represents the
operator that takes a random number within the range shown
in the square bracket. Fig. 1b shows a random kernel with
l = 101.
kernel 3: the hyperbolic kernel is a convolution kernel with

elements distributed in a hyperbolic function. The hyperbolic
kernel can be expressed as

kh(n, l) =


1

n− nm
, when n 6= nm,

0, when n = nm,
l > 1,Rem(l ÷ 2) = 1, n = 1, 2, . . . , l,

nm = Rou(l/2), (7)

where kh represents the hyperbolic kernel and nm represents
the sequence number of the center point in the convolution
kernel. Rou(·) represents the operator that rounds the number
within in the bracket. Fig. 1c shows a hyperbolic kernel with
l = 101.
kernel 4: The Gaussian kernel is a convolution kernel with

elements distributed in a Gaussian window function [47]. The
Gaussian kernel can be expressed as

kg(n, l) = exp

(
−
1
2

[
α · (n− nm)

nm

]2)
,

l > 1,Rem(l ÷ 2)=1, n = 1, 2, . . . , l,

nm = Rou(l/2), (8)

where kg represents the Gaussian kernel. α is defined as
the reciprocal of the standard deviation and is a measure
of the width of the Gaussian window curve. Fig. 1d shows
Gaussian kernels with different α when l = 101. We can
see that the larger the value of α, the wider the Gaussian
window curve. However, when α is less than a certain value,
the width of the Gaussian window curve will not change and
the only difference between theGaussianwindow curves with
different α is the height.

Then we compare the behavior of different convolution
kernels on features extraction. Fig. 2a shows one trace of
seismic data with the recording time of 2s. Firstly, we use
these four kernels with l = 51 to extract features. Fig. 2b,
2c, 2d and 2e show that the features extracted by different
convolution kernels are similar when the length of the kernels
is small, and the shape of these features are similar to seismic
trace shown in Fig. 2a. However, when l is getting larger,
the features extracted by different convolution kernels are
getting different (Fig. 2f, 2g, 2h and 2i). The shape of the
features extracted by the kernels when l = 201 are much

FIGURE 1. Examples of different convolution kernels. (a) an equivalent
kernel with l=101; (b) a random kernel with l=101; (c) a hyperbolic kernel
with l=101; (d) Gaussian kernels with different α when l=101.

different from the seismic trace shown in Fig. 2a. Because
when l is small, the extracted features represent a concentra-
tion of characteristics of the waveform in a small time range,
and when l is large, the extracted features represent a con-
centration of characteristics of the waveform in a large time
range. Thus, we need many different lengths of convolution
kernels to obtain the features that can represent characteristics
of a waveform in different time ranges, and then a seismic
trace can be better described. Fig. 2 shows these four con-
volution kernels can extract features, and the extracted fea-
tures are different according to which kernel is applied. Then
we compare the anti-noise capability of these four kernels.
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FIGURE 2. (a) One trace of the seismic data. The features of the trace shown in (a) extracted by the (b) equivalent kernel
with l=51; (c) random kernel with with l=51; (d) hyperbolic kernel with with l=51; (e) Gaussian kernel with with l=51 and
α=1; (f) equivalent kernel with l=201; (g) random kernel with l=201; (h) hyperbolic kernel with l=201; (i) Gaussian kernel
with l=201 and α=1.

Fig. 3a shows the seismic trace shown in Fig. 2a contains
strong white noise with SNR = −20 (signal to noise ratio).
Fig. 3b, 3c, 3d and 3e show that the features extracted
form the trace shown in Fig. 3a by different convolution
kernels when l = 51. Fig. 3b and 3e are obviously bet-
ter than Fig. 3c and 3d, which indicate that the equiv-
alent and Gaussian kernel can extract the main features
from the noise-contained trace without many oscillations
when l is small. In addition, Fig. 3e has less oscilla-
tions than Fig. 3b and is closer to the features which

is extracted from the non-noise trace shown in Fig. 2e.
Fig. 3f, 3g, 3h and 3i show the features extracted by these
four kernels when l = 201. We can see that when l
becomes large, the anti-noise capability of convolution ker-
nels become weak, because the waveform in a large time
range contains more noises. However, the features extracted
by the equivalent (Fig. 3f) and Gaussian (Fig. 3i) kernel
are better than that extracted by the random (Fig. 3g) and
hyperbolic (Fig. 3h) in terms of little oscillations. There-
fore, considering that a good anti-noise capability of a FWI
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FIGURE 3. (a) The trace shown in Fig. 2a contains white noise with SNR=−20. The features of the trace shown in
(a) extracted by the (b) equivalent kernel with l=51; (c) random kernel with with l=51; (d) hyperbolic kernel with with
l=51; (e) Gaussian kernel with with l=51 and α=1; (f) equivalent kernel with l=201; (g) random kernel with l=201;
(h) hyperbolic kernel with l=201; (i) Gaussian kernel with l=201 and α=1.

technique is one of the key factors for obtaining a good
inverted results, we apply the Gaussian kernel to CAFWI.
In this section we do not show the features extracted by the
Gaussian kernel with large α, and we will discuss this issue in
section 2.6.

C. CONVOLUTION CODING
After choosing the convolution kernel, the first step of
CAFWI is to convolve the synthetic and observed data by

the convolution kernel trace by trace. The convolution of the
synthetic and observed data with the Gaussian kernel can be
expressed as

f i,j,wsyn =M

kwg (n, l) ∗ d i,jsyn√∫
t

(
d i,jsyn

)2
dt

 , w=1, 2, . . . , nw,
(9)
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f i,j,wobs =M

kwg (n, l) ∗ d i,jobs√∫
t

(
d i,jobs

)2
dt

 , w=1, 2, . . . , nw,
(10)

where f i,j,wsyn and f i,j,wobs represent the features of the synthetic
and observed data extracted by the wth length of the Gaussian
kernel, respectively. nw represents the total number of the
Gaussian kernels with different lengths. We normalize the
synthetic and observed data to reduce the differences between
the features of these two data caused by the excessive ampli-
tude differences between these two data. M [·] represents the
operator that takes the middle segment of each trace from
the data in the square bracket, which means we extract the
data from nm) to (t + −nm) of each trace after convolution
in the square bracket, and this operation corresponds to the
definition that we regard the convolution value as the feature
of each time sample when the center of the convolution
kernel is aligned with each time sample. Next, we need to
determine which part of the synthetic data is mismatchedwith
the observed data based on the features. It is not feasible
to judge whether the synthetic and observed data are well
matched at a time sample by comparing the features’ value
of the time sample directly. Due to the large differences
(in amplitude, phase, traveltime, etc.) between the synthetic
and observed data especially when the observed data contain
noise, it is almost impossible for the synthetic and observed
data to have the same features at the same time sample,
which causes all the time samples in the synthetic data to be
considered as mismatched. Thus, in order to make the data
identification criteria looser, we divide the extracted features
into two categories: positive and negative.We use the rounded
Sigmoid function to encode the features of each time sample
according to the polarity of the features. The encoding can be
expressed as

Ci,j,w
syn = Rou

 1

1+ exp
(
−f i,j,wsyn

)
 , w = 1, 2, . . . , nw,

(11)

Ci,j,w
obs = Rou

 1

1+ exp
(
−f i,j,wobs

)
 , w,= 1, 2, . . . , nw,

(12)

whereCi,j,w
syn andCi,j,w

obs represent the coding matrix of the syn-
thetic and observed data, respectively. In the coding matrix,
the code of the positive features is 1, and the code of the neg-
ative features is 0. Fig. 4a shows the cycle skipping happens
between these two sine wave due to the time difference is
larger than half a cycle. Thus, the 180◦ phase-shifted sine
wave from 0.25∼0.75s is considered as mismatched with the
0◦ phase-shifted sine wave. The amplitude of 0∼0.25s in the
180◦ phase-shifted sine wave is 0, which can be regarded as
a kind of mismatch and has been attenuated to 0. Our main
purpose is to identify 0.25∼0.75s of the 180◦ phase-shifted

FIGURE 4. An illustration for the cycle skipping and the convolution
coding. (a) the 0◦ and 180◦ phase-shifted sine wave. (b) The codes
obtained by the Gaussian kernel with l=5 (the upper and lower codes are
the codes of the 0◦ and 180◦ phase-shifted sine wave, respectively).

sine wave is mismatched data. Fig. 4b shows the codes of
these two sine waves obtained by the Gaussian kernel with
l = 5. It is obvious that codes in 0.25∼0.75s of these two
waves are different, except for the codes are the same in a
very little time period. Then, we can identify the mismatched
waveforms according to the difference of the codes at the
same time samples. However, the traveltime differences are
usually lager than half a cycle which is a more complex situ-
ation. Fig. 5 shows the cycle skipping happens between these
two sine wave due to the time difference is a cycle. The 360◦

phase-shifted sine wave from 0.5∼1.5s is mismatched with
the 0◦ phase-shifted sine wave which need to be identified.
Fig. 5b shows after encoding by the Gaussian with l = 5,
only the waveforms in 1.25∼1.5s of the 360◦ phase-shifted
sine wave can be identified as mismatched. Thus, we use
more kernels of different lengths to encode these two sine
waves to make the identification more accurate. Fig. 5c and
5d show the codes obtained by the Gaussian kernel with
l = 61 and l = 131, respectively. Fig. 5c can identify the
waveforms in 1.0∼1.5s of the 360◦ phase-shifted sinewave as
mismatched. Fig. 5d can identify the waveforms in 0.5∼1.0s
of the 360◦ phase-shifted sine wave as mismatched. Thus,
we can combine the identification results of these three ker-
nels with different lengths to conclude that the 360◦ phase-
shifted sine wave does not match the 0◦ phase-shifted sine
wave in the time period of 0.5∼1.5s. Fig. 5e and 5f show the
coding matrix of the sine wave with 0◦ and 360◦ phase-shift,
respectively. This test demonstrates that as long as we use
the appropriate number and length of the convolution kernel,
the mismatched data can be identified accurately. In this test,
the identification result of the kernel with l = 61 includes
that of the kernel with l = 5, which makes the kernel with
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FIGURE 5. An illustration for the cycle skipping, the convolution coding and the coding matrix. (a) the 0◦ and 360◦ phase-shifted sine wave. The
codes obtained by the Gaussian kernel with (b) l=5; (c) l=61; and (d) l=131 (the upper and lower codes are the codes of the 0◦ and 180◦
phase-shifted sine wave, respectively). The coding matrix of the sine wave with (e) 0◦; and (f) 360◦ phase-shift.

l = 5 seems unnecessary in this test. However, it is difficult to
know the exact traveltime differences between the synthetic
and observed data in practice. We should encode the traces
according to the length of the convolution kernel from small
to large to ensure that the features of different time periods in
the traces are extracted.

D. AMPLITUDE ATTENUATION
Since many convolution kernels with different lengths are
used, there are many different coding matrices for the syn-
thetic and observed data. In order to make the identification
of the mismatched data more accurate, we stipulate that only
all of the codes for a time sample in different coding matrices
of the synthetic and observed data are equal, the synthetic and
observed data can be considered as well matched at this time
sample, otherwise they are considered as mismatched. After
identifying the mismatched data by the convolution coding,

we need to attenuate these data to mitigate their interference
on the gradient. Therefore, an attenuation matrix is needed,
in which the value of all the well matched time samples
is 1 and the value of the mismatched time samples is an
attenuation coefficient. Firstly, we define a difference matrix

Di,j
=

∑nw
w=1

∣∣∣Ci,j,w
syn − Ci,j,w

obs

∣∣∣− ε∣∣∣∑nw
w=1

∣∣∣Ci,j,w
syn − Ci,j,w

obs

∣∣∣− ε∣∣∣ , ∀ε ∈ (0, 1) , (13)
where Di,j represents the difference matrix. ε is a number
between 0 and 1. In the difference matrix, the value of all
the time samples identified as mismatched is 1, and that of
the well matched time samples is -1. Then, the attenuation
coefficient can be expressed as

hi,i = exp
[
−

(∣∣∣d i,jsyn∣∣∣+ γ)] , γ > 0, (14)
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FIGURE 6. The attenuation matrix based on the coding matrices shown in
Fig. 5e and 5f.

where hi,j represents the attenuation coefficient. γ is a factor
that controls the degree of the amplitude attenuation. We usu-
ally use a large γ to make the amplitude of the mismatched
synthetic data small in order to make the mitigation for the
interference of the mismatched data more complete. In the
following sections, we set the value of γ to 10. For con-
structing the attenuation matrix, we define two intermediate
matrices

Di,j
mat =

∣∣Di,j
− 1

∣∣
2

, (15)

Di,j
mis =

Di,j
· hi,j + hi,j

2
, (16)

where Di,j
mat is a matrix with the value of all the well matched

time samples is 1 and the value of all the mismatched time
samples is 0. Di,j

mis is a matrix with the value of all the well
matched time samples is 0 and the value of all themismatched
time samples is hi,j. Thus, the attenuation matrix can be
expressed as

Ai,j
= Di,j

mat + Di,j
mis, (17)

where Ai,j represents the attenuation matrix. Fig. 6 shows
the attenuation matrix based on the coding matrices shown
in Fig. 5e and 5f. Due to the sine wave is a 1-D data, the cor-
responding attenuation matrix is a 1-D matrix. For seismic
data, the size of the attenuation matrix is equal to that of the
synthetic data. The mismatched waveforms in 0.5∼1.5s of
the 360◦ phase-shifted sine wave will be attenuated by the
attenuatoin matrix. Then, we multiply the attenuation matrix
with the synthetic data in order to mitigate the interference of
the mismatched data on the gradient

d̃ i,jsyn = Ai,jd i,jsyn, (18)

where d̃ i,jsyn represents the synthetic data after amplitude atten-
uation.

E. CAFWI
After amplitude attenuation, some parts of the synthetic
data are attenuated artificially, which causes the ampli-
tude information of the synthetic data is incorrect. In addi-
tion, the data acquisition process and noise contamination
may cause the distortion of amplitude information in the
observed data. In order to weaken the interference of incor-
rect amplitude and emphasize the phase information which
is weaker non-linear, CAFWI uses the global-correlation
misfit function as an alternative to the least-squares misfit

function:

J = −
ns∑
i=1

nr∑
j=1

∫
t

(
d̃ i,jsyn · d

i,j
obs

)
dt√∫

t

(
d̃ i,jsyn

)2
dt

√∫
t

(
d i,jobs

)2
dt

, (19)

where J denotes the misfit function. The partial derivative of
equation (19) with respect to v is:

∂J
∂v
= −

ns∑
i=1

nr∑
j=1

∫
t



∂ d̃ i,jsyn
∂v

di,jobs√∫
t

(
di,jobs

)2
dt

√∫
t

(
d̃ i,jsyn

)2

dt

∫
t

(
d̃ i,jsyn

)2

dt

−

∂ d̃ i,jsyn
∂v

∫
t

(
d̃ i,jsyn·d

i,j
obs

)
dt√∫

t

(
d̃ i,jsyn

)2
dt

√∫
t

(
di,jobs

)2
dt

d̃ i,jsyn

∫
t

(
d̃ i,jsyn

)2

dt


dt,

(20)

We reorganize equation (20) into:

∂J
∂v
=

ns∑
i=1

nr∑
j=1

∫
t

∂ d̃ i,jsyn
∂v

1√∫
t

(
d̃ i,jsyn

)2
dt

×



∫
t

(
d̃ i,jsyn·d

i,j
obs

)
dt√∫

t

(
d̃ i,jsyn

)2

dt

√∫
t

(
d i,jobs

)2
dt

d̃ i,jsyn√∫
t

(
d̃ i,jsyn

)2

dt

−

d i,jobs√∫
t

(
d i,jobs

)2
dt


dt, (21)

According to the adjoint state method, equation (21) can be
simplified to:

∂J
∂v
=

∑
r

∫
t

∂ d̃ i,jsyn
∂v
· λdt, (22)

where λ represents the adjoint source, and it is expressed as:

λ =

∫
t

(
d̃ i,jsyn · d

i,j
obs

)
dt · d̃ i,jsyn(√∫

t

(
d̃ i,jsyn

)2
dt

)3√∫
t

(
d i,jobs

)2
dt

−
d i,jobs√∫

t

(
d̃ i,jsyn

)2
dt

√∫
t

(
d i,jobs

)2
dt

, (23)

Therefore, the gradient in the time domain can be simplified
to:

∂J
∂v
=

2
v3
∑
r

∫
t

∂2uf
∂t2
· uλbdt. (24)

where uλb is the adjoint wavefield with λ as the adjoint source.
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FIGURE 7. (a) Modified Marmousi model; (b) the Ricker wavelet with a
peak frequency of 20 Hz which lacks information below 11 Hz; (c) the
background model; (d) the perturbation model.

F. CONVERGENCE OF CAFWI
We test the convergence of CAFWI and the standard FWI
on the modified Marmousi model (Fig. 7a), which is used
as the true model in the tests below. We add a 50-meter
water layer on the top of the Marmousi model and will not
update the velocity of the water layer during the inversion.
The grid dimensions are 69 × 192, and the grid spacing in
each dimension is 10 m. Each grid point on the surface acts
as is a receiver. The Ricker wavelet with a peak frequency
of 20 Hz is used as a source, and for simulating the situation
when the observed data lack low-frequencies, a 11 Hz high-
pass filter is applied to the wavelet (Fig. 7b). We use the
encoded multisource scheme to reduce the computational

FIGURE 8. Comparisons of the contours among different FWI methods.
Contours of the (a) standard FWI based on the least-squares misfit
function; (b) standard FWI based on the global-correlation misfit
function; and (c) CAFWI based the Gaussian kernels with nw=10,
l=5∼401 and α=1.

cost, and the blended-source consists of 7 shots. The blended
sources are obtained by random phase and amplitude coding.
In these tests, we simulate the synthetic and observed data
using a 10th-order staggered-grid finite difference method
with a 20-layer PML (perfectly matched layer) absorbing
boundary. The total recording time is 2 s with a sampling rate
of 0.001 s. We decompose the Marmousi model into a back-
ground model (Fig. 7c) and a perturbation model (Fig. 7d).
The velocity of the background model is linearly increasing,
and the minimal and maximal velocities are set according
to the true model. We change the background model and
perturbation model continuously to form a series of new
models, which are regarded as initial models. We obtain
the observed and synthetic data on the true model and initial
model, respectively. Then we calculate the misfit function
based on the true model and each initial model, then plot
contours. This strategy is proposed and verified to be valid
by Luo and Wu [48]. The global minimum appears when
the percentage of the perturbation model is 100% and the
maximal velocity of the background model is 4000m/s. The
contours of the standard FWI based on the least-squares and
global-correlationmisfit function are shown in Fig. 8a and 8b,
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FIGURE 9. Contours of CAFWI based on the Gaussian kernels with
(a) nw=3, l=5∼401 and α=1; (b) nw=20, l=5∼401 and α=1.

respectively. Except for the global minimum, there are local
minima exist in Fig. 8a and 8bwhich are caused by cycle skip-
ping. However, Fig. 8c shows contour of the CAFWI based on
the Gaussian kernels with nw=10, l = 5∼401 and α=1 and
there is only a global minimum exists, which demonstrates
that CAFWI is better than the standard FWI in convergence.
The l = 5∼401 means the lengths of nw convolution kernels
are uniformly selected from 5 to 401, including 5 and 401.
In the following text, we use this expression to represent the
choice for the length of the Gaussian kernel. Next, we test
the behaviors of CAFWI with different parameters. Fig. 9a
shows the contour of CAFWI based on the Gaussian kernels
with nw=3, l = 5∼401 and α=1. Although there is a local
minimum exists near the global minimum, the convergence
is better than that of the standard FWI. Fig. 9a indicates these
parameters can not support FWI mitigating cycle skipping
completely. There are only 3 lengths of kernels are used,
which indicates that each time sample has three codes. Thus,
the codes of each time sample are too little to identify more
cycle skipping events. Fig. 9b shows the contour of CAFWI
based on the Gaussian kernels with nw=20, l = 5∼401 and
α=1, and there is only a global minimum exists. Thus, more
convolution kernels can extract more features whichmake the
identification of the mismatched data more accurate. How-
ever, Fig. 9b is similar to Fig. 8c which indicates that a certain
number of kernels are enough to help FWI converge to the
global minimum, and the functions of the redundant kernels
in extracting features are overlapped. In addition, more ker-
nels mean each time sample has more codes, which makes the
identification of the mismatched data more strict. The strict
identification criterion makes most synthetic data are identi-
fied as mismatched and even well-matched data are regarded
as mismatched. Therefore, too many kernels make most of
the synthetic data are attenuated which result in FWI lacks

FIGURE 10. Contours of CAFWI based on the Gaussian kernels with
(a) nw=10, l=5∼51 and α=1; and (b) nw=10, l=5∼101 and α=1;
(c) nw=10, l=5∼201 and α=1 (d) nw=10, l=5∼801 and α=1.

enough data to iterate normally. The number of the Gaussian
kernels can not be too little and too many, and after many
numerical tests we recommend the number of the kernels is
around 10. Fig. 10a, 10b, 10c and 10d show the contours of
CAFWI based on Gaussian kernels with nw=10, α=1 when
l = 5∼51, l = 5∼101, l = 5∼201, l = 5∼801, respectively.
Fig. 10a, 10b, 10c and Fig. 8c indicate that as the maximal
length of the Gaussian kernel increases, the convergence of
CAFWI is getting better. A larger l can extract features in
a longer time range, which can identify the cycle skipping
events with large traveltime differences. However, there are
local minima exist in Fig. 10dwhen using the Gaussian kernel
with nw=10, l = 5∼801 and α=1. The convergence is
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FIGURE 11. Contours of CAFWI based on the Gaussian kernels with
(a) nw=10, l=5∼401 and α=0.1; and (b) nw=10, l=5∼401 and α=10.

good when the initial models are close to the true model,
and the local minimum appears when the initial models are
far from the true model. Since the traveltime differences are
large when the initial model is far from the true model, most
synthetic data are identified as mismatched data when using
a kernel with a large length. Therefore, most of the synthetic
data will be attenuated including the well-matched data. The
inversion will become unstable and can not iterate normally
due to lack of enough effective data. Thus, themaximal length
of the Gaussian kernel can not be too small and too large.
In addition, seismic data can be regarded as a convolution of
the wavelet and the reflected impulse response of subsurface
medium. Thewavelet is a unit of waveform propagation in the
subsurface medium. Therefore, we recommend the maximal
length of the Gaussian kernel is between the length of two to
four wavelets. Fig. 11a and 11b show the contours of CAFWI
based on the Gaussian kernels with nw=10, l = 5∼401 when
α = 0.1 and α = 10, respectively. The convergence is good
in Fig. 11a and there is only a global minimum. However,
there is a local minimum in Fig. 11b. Fig. 1d shows that the
larger the value of α, the wider the Gaussian window curve,
and the smaller the value of α, the narrower the Gaussian win-
dow curve. Thus, if we use a Gaussian kernel with large α that
is similar to we use the Gaussian kernel with small lengths.
From Fig. 10a we know that the convergence of CAFWI
based on a kernel with small length is bad, because the kernel
with small length can not identified the cycle skipping events
with large traveltime differences. Thus, we should apply an α,
which makes the the Gaussian window curve without a zero
element. However, if α is too small, the Gaussian window
curve will be like a straight line which makes the Gaussian
kernel becomes a equivalent kernel. Thus, we recommend the
value of α is between 1 to 2.

III. NUMERICAL TESTS
A. TEST OF CAFWI BASED ON THE ENCODED
MULTISOURCE
We demonstrate CAFWI on the down-scaled Marmousi
model (Fig. 7a), which is used as the true model in the
tests below. The initial model is a linearly increasing veloc-
ity model (Fig. 7c). We perform the standard FWI based
on the global-correlation misfit function. We use the Gaus-
sian kernels with nw=10, l = 5∼401 and α = 1.
Other parameters including the grid dimensions and spacing,
the wavelet, the absorbing boundary, the recording time and
sampling rate are the same as those introduced in Section 2.6.
The encoded blended-source consists of 15 single shots.
We use the gradient normalization formula [49], [50] for illu-
mination compensation. The L-BFGS optimization algorithm
is used to update the velocity models, and the Wolfe criterion
is used to seek for the updating step size.

In this section, we test the capability of CAFWI to solve the
cycle skipping problem when using the encoded multisource.
To simulate the situation when the observed data lack low-
frequencies, we use a high-pass filter to filter out the infor-
mation below 11 Hz in the wavelet (Fig. 7b). Fig.12a shows
the inverted model obtained by the standard FWI. Since we
use the full-frequency band data to perform FWI directly,
the left side of the model is obviously quite different from
the true model due to the severe cycle skipping phenomena.
However, the inverted model obtained by CAFWI based on
the Gaussian kernel with nw=10, l = 5∼401 and α = 1
improves a lot (Fig. 12b). There is no artifact whose velocity
is incorrect exists in Fig. 12b, which implies the convo-
lution coding and amplitude attenuation method is helpful
to mitigate the cycle skipping problem. Fig. 12c shows the
inverted model obtained by the standard FWI starting form
the initial model shown in Fig. 12b. This result is very close
to the true velocity model. The shallow structure is correct
and no obvious artifact exists. The deep structure is restored
correctly and the reservoir is imaged clearly after the standard
FWI for the full-frequency band. Thus, this test demonstrates
the capability of CAFWI on mitigating the cycle skipping
problem when using the appropriate parameters.

B. TEST OF ANTI-NOISE CAPABILITY OF CAFWI
In this section, we test the anti-noise capability of CAFWI.
The models and the other parameters are the same as what are
used in Section 3.1.We add strongwhite noise to the observed
data and we perform CAFWI for the full-frequency band
directly. Fig. 13 shows the observed data containing white
noise with SNR = −2.5, which is a very low SNR. Except
for the first arrivals, the effective information in the observed
data becomes blurred due to the contamination of noise. The
strong oscillation destroys the amplitude information of the
useful signals which is big a challenge to FWI. Fig. 14a shows
the inverted model obtained by CAFWI when the observed
data contain strong noise. We can see the inverted model
is clear and no artifact appears. Fig. 14a demonstrates that
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FIGURE 12. Comparisons of the inverted results among different FWI
methods. Inverted model obtained by (a) the standard FWI based on the
global-correlation misfit function; (b) CAFWI based on the Gaussian
kernel with nw=10, l=5∼401 and α=1. (c) The inverted model of the
standard FWI starting from the initial model shown in (b).

CAFWI has a strong anti-noise capability, which can mitigate
the cycle skipping caused by the observed data lack low
frequencies and the contamination of noise. It is difficult
to extract features from the observed data accurately when
the observed data contain strong noise. However, we apply
many different lengths of Gaussian kernels to make the
identification of the mismatched data more accurate, which
ensures all of the cycle skipping events can be identified
and attenuated. Although some well matched data may be
identified as mismatched and the remaining well matched
data slow down the convergence of FWI, a good initial model
for the standard FWI can be provided by CAFWI and the
artifacts will not appear. Fig. 14b shows the inverted model
obtained by the standard FWI starting from the initial model
shown in Fig. 14a, which is a good inverted result when the
observed data contaminated by strong noise. Thus, this test
demonstrates the strong anti-noise capability of CAFWI.

C. LARGE MODEL TEST
In this section, we test the behavior of CAFWI on aMarmousi
model with the original scale (Fig. 15a). The initial model

FIGURE 13. The observed data that contain strong white noise with
SNR = −2.5.

FIGURE 14. Inverted results when the observed data contain strong white
noise. Inverted model obtained by (a) CAFWI based on the Gaussian
kernel with nw=10, l=5∼401 and α=1. (b) The inverted model of the
standard FWI starting from the initial model shown in (a).

is a linearly increasing velocity model (Fig. 15b). The grid
dimensions are 133 × 384, and the grid spacing in each
dimension is 24 m. Each grid point on the surface acts as
is a receiver, and the Ricker wavelet with a peak frequency
of 8 Hz is used as a source. The data total recording time
is 6s with a sampling rate of 0.002 s. The standard FWI we
perform is based on the global-correlation misfit function.
The low frequency information of the wavelet below 4 Hz
is filtered out. Because of the large scale model, we use the
multiscale scheme to obtain better inverted results [6]. The
first step of inversion we obtained the inverted models for
the low-frequency band with a cutoff frequency of 5.5 Hz
(fluc=5.5 Hz). Fig. 16a shows the inverted model obtained
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FIGURE 15. (a) Marmousi model; (b) the linear increasing velocity model.

by the standard FWI for the low-frequency band. The lack of
low-frequency components in the observed data causes sever
cycle skipping, which results in producing many artifacts in
the shallow layers. The inverted model obtained by CAFWI
behaves much better than the standard FWI, and there is no
obvious artifact exists (Fig. 16b). By our convolution coding
scheme, most of the events that happens cycle skipping can
be identified, and then the synthetic data after multiplying
by the attenuation matrix, the interference of the mismatched
data on the gradient can be mitigated a lot. Due to the scale
of the model is large, the traveltime differences between the
synthetic and observed data are large, which is more complex
than a small model. After the identification by the convolution
coding, although most of the cycle skipping events can be
attenuated, somewell matched data are also identified as mis-
matched and are attenuated which make CAFWI lack enough
information to update the model further. Then we perform
the standard FWI in the full-frequency band starting from the
initial models obtained in the low-frequency band. Fig. 16c
shows the final inverted model starting from the initial model
shown in Fig. 16a. Due to the artifacts in the initial model,
the incorrect velocity updates accumulate in the positions of
the artifacts and the final inverted model deviates from the
true model. However, The inverted model based on CAFWI
provided a good initial model for the full-frequency band
data, which ensures the inversion converged to the global
minimum. Therefore, the final inverted model starting from
the initial model shown in Fig. 16b is very similar to the true
model (Fig. 16d). For a more intuitive comparison, we extract
the velocity-depth curves at distances of 8 km and 3.8 km
from the true model, the initial model and the final multiscale
inverted models (Fig. 17), respectively. Fig.17a shows the
inverted models obtained by the standard FWI and CAFWI
have the similar velocity variation differences at a distance

FIGURE 16. Comparisons of the inverted models between the standard
FWI and CAFWI on the original Marmousi model. Inverted models for the
low-frequency band observed data (fluc=5.5 Hz) obtained by (a) the
standard FWI; and (b) CAFWI based on the Gaussian kernel with nw=10,
l=5∼401 and α=1. Final multiscale inverted models obtained by the
standard FWI starting from the initial model (c) shown in (a); and
(d) shown in (b), respectively.

of 8 km, and both curves are consistent with the velocity vari-
ation trends of the true model. This is primarily because of the
right side of the true model is a sloping structure, and the seis-
mic waves exhibit large-angle scattering during subsurface
propagation. Due to layout of our receivers, this large-angle
scattering energy can be recorded by the receivers. Thus,
the observed data contains rich low wavenumber components
from the right side of the model. However, the left side
of the model is given by structure with mainly horizontal
bedding. Therefore, the observed data mainly include weak
reflected information from thin layers, which causes cycle
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FIGURE 17. Comparisons of velocity-depth profiles at distances of
(a) 8 km; and (b) 3.8 km.

skipping. Fig.17b shows the velocity-depth curves at a dis-
tance of 3.8 km, which indicates that the variations in the
velocity of the inverted models obtained by the standard FWI
are different from that of the true model in the shallow layers,
and obvious velocity updating errors are generated by cycle
skipping. However, the velocity variations of the inverted
model obtained by CAFWI are nearly the same as that of
the true model except for some small differences, which
indicates the convolution coding and amplitude attenuation
scheme is an efficient method for FWI to obtain better results.
Therefore, these numerical tests demonstrate that our method
effectively helps FWI avoid cycle skipping.

FIGURE 18. (a) Inverted model obtain by CAFWI (we put the attenuation
matrix in the misfit function) based on the Gaussian kernel with nw=10,
l=5∼401 and α=1; (b) contour of CAFWI (we put the attenuation matrix
in the misfit function) based on the Gaussian kernels with nw=10,
l=5∼401 and α=1; (c) inverted model obtain by CAFWI (we only multiply
the attenuation matrix with the observed data) based on the Gaussian
kernel with nw=10, l=5∼401 and α=1.

IV. DISCUSSION
There are three issues we have to discuss. The first is why
we only multiply the zeroing matrix with the synthetic data.
It seems if we put the attenuation matrix (Ai,j) in the mis-
fit function and derive the gradient, the interference of the
mismatched data on the gradient can be eliminated com-
pletely due to the attenuation matrix will act on the entire
adjoint source. In addition, if we only multiply the attenu-
ation matrix with the observed data, the Fréchet derivative
will not change which is more reasonable when calculating
the gradient. However, we found that there are problems
on converging when putting the attenuation matrix in the
misfit function or mulitplying the attenuation matrix with
the observed data. We use the models and parameters intro-
duced in Section 2.6 and 3.1 to demonstrate the problems
in converging. Fig. 18a shows the inverted model obtained
by CAFWI when we put the attenuation matrix in the misfit
function. There are obvious artifacts exist in the inverted
model which are caused by the cycle skipping. For compra-
sion, Fig. 12b is much better than Fig. 18a when using the
same models and parameters. In addition, Fig. 18b shows the
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FIGURE 19. (a) Overthrust model; (b) the linear increasing velocity model;
(c) the Ricker wavelet with a peak frequency of 10 Hz which lacks
information below 6 Hz.

convergence of CAFWI is unstable when we put the atten-
uation matrix in the misfit function because there are many
local minima exist in the contour. Fig. 18c shows the inverted
model obtained by CAFWI when we only multiply the atten-
uationmatrix with the observed data.We can see the inversion
in this case is completely failed, which indicates the gradient
can not help inversion converge to the correct direction. The
common point between putting the attenuation matrix in the
misfit function and only multiplying the attenuation matrix
with the observed data is that the attenuation matrix has
an effect on the observed data, which changes the original
information in the observed data. Since the constructed pro-
cess of the attenuation matrix is non-linear, there is no direct
connection between the synthetic and observed data and the
the attenuation matrix in physical perspective. Thus, we do
not put the attenuation matrix in the misfit function to derive
the gradient. In addition, the observed data carry the effective
information of the subsurface properties. We need to update
the initial model plenty of times to make it close to the true
model, in other words, we need to update the synthetic data to
make it close to the observed data. Therefore, we have to keep
the observed data intact to conduct the inversion converge to
the correct direction. This is whywe onlymultiply the zeroing

FIGURE 20. Comparison of the inverted models between the standard
FWI and CAFWI on Overthrust model. Inverted models obtained by (a) the
standard FWI; and (b) CAFWI based on the Gaussian kernel with nw=10,
l=5∼401 and α=1.

matrix with the synthetic data. Our method can be regarded
as a kind of preprocessing to the synthetic data.

The second issue is the model dependence of hyper-
parameters selection in CAFWI. There are many hyper
parameters we have to select including nw, l, α and γ . The
ranges of hyper-parameters selection we recommended are
obtained based on the Marmousi model tests. In order to
prove that our recommendations are feasible on more cases,
we perform CAFWI and the standard FWI on Overthrust
model (Fig. 19a), which is used as the true model in the
test below. The initial model is a linearly increasing velocity
model (Fig. 19b). The grid dimensions are 99× 401, and the
grid spacing in each dimension is 20 m. Each grid point on
the surface acts as is a receiver, and the Ricker wavelet with
a peak frequency of 10 Hz is used as a source, which lacks
information below 6 Hz (Fig. 19c). The data total recording
time is 4s with a sampling rate of 0.0015 s. The standard FWI
is based on the global-correlation misfit function. Fig. 20a
shows the inverted model obtained by the standard FWI.
Many artifacts appear in the right side of the model, and the
velocities on the right side of the three high-velocity layers are
too large. The cycle skipping causes the standard FWI incor-
rect. Fig. 20b shows the inverted model obtained by CAFWI
with recommended hyper-parameters. This inverted model is
very similar to the true model and no artifact exists, which
demonstrates our recommended hyper-parameters are feasi-
ble on Overthrust model test. Thus, this test proves that the
model dependence of our recommended hyper-parameters is
weak, and the recommended ranges of hyper-parameters can
be applied to many different cases.

The third issue is that if we faced an extreme case like
the synthetic and observed data are far from each other, our
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method will attenuatedmost of the synthetic which causes the
initial model can not update normally. There are some ideas
proposed by other researchers we can learn from to improve
our method. Zhang and Alkhalifah [51], [52] compared two
traces within a predefined local time extension which is not
limited by the half-cycle criterion. Leeuwen and Mulder [53]
proposed a misfit criterion to measure the relative phase shift
which is a weighted norm of the correlation and is less sensi-
tive to differences in the amplitude spectra. The extension in
either time or offset direction may be the right way to solve
this problem in the future.

V. CONCLUSION
In our study, we proposed a convolution coding and amplitude
attenuation-based approach to help FWI avoid cycle skipping.
By encoding the synthetic and observed data based on the
features extracted by the Gaussian kernels, we can identify
the mismatched data in the synthetic data. The interference
of the mismatched data on the gradient can be mitigated
by attenuating these mismatched data. We recommended the
optimal parameters of CAFWI by the convergent contours.
The features extraction, convolution coding and amplitude
attenuation are just simple matrices operations. Thus, there
is no obvious additional computational cost within CAFWI.
In addition, CAFWI can be combined with the encoded
multisource scheme to improve computational efficiency.
Marmousi model numerical tests show the strong capability
of CAFWI on mitigating the cycle skipping problem and
anti-noise. In the future, we want to show the behaviors of
many different convolution kernels, and combine CAFWI
with other techniques like the envelope-based method and
source-independent method to improve the inverted results
further.
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