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ABSTRACT This article presents a novel fault-tolerant position-force optimal control method for con-
strained reconfigurable manipulators with uncertain actuator failures. On the basis of the radial basis
function neural network (RBFNN)-estimated manipulators dynamics, the proposed force-position error
fusion function and the estimated actuator failure are utilized to construct an improved optimal performance
index function, which reflects the faults and optimizes system comprehensive performance as well as the
energy consumption simultaneously. Based on the policy iteration (PI) scheme and the adaptive dynamic
programming (ADP) algorithm, the Hamiltonian-Jacobi-Bellman (HJB) equation is solved by constructing
the critic neural network (NN), and then the approximated fault-tolerant position-force optimal control policy
can be derived correspondingly. The closed-loopmanipulator system is proved to be asymptotically stable by
using the Lyapunov theory. Finally, simulations are provided to demonstrate the effectiveness of the proposed
method.

INDEX TERMS Reconfigurable manipulators, adaptive dynamic programming, fault-tolerant position-force
control, optimal control, neural network.

I. INTRODUCTION
The replacement of manual production by manipulators is
a significant development trend of digitalization, industrial
automation, and intelligence. To meet the requirements of
high exploitation and portability in themodernmanufacturing
industry, the reconfigurable manipulators [1] equipped with
standardized modules are capable of adapting to the severe
working conditions through the changes in the configurations
and by increasing/reducing the degrees of freedom. Nowa-
days, the reconfigurable manipulators have the potential of
wide applications in numerous extreme and restricted envi-
ronments such as human-robot cooperations, medical rescue
operations, aerospace explorations, and such others, needing
an effective control strategy to ensure the security and preci-
sion of the manipulator systems even under circumstances of
uncertain failures.

The associate editor coordinating the review of this manuscript and
approving it for publication was Shen Yin.

Fault tolerant control is an advanced method of regulation
to ensure the safe operation of the system in the event of the
failure of certain components or parameters, which includes
passive fault-tolerant control [2], [3], robust fault-tolerant
control [4], [5] and active fault-tolerant control [6], [7].
Fault tolerant control possesses the wide application value
and the necessary research significance in various fields,
especially in intelligent manufacturing industry. Zhu and Li
[8] designed the robust H∞ observer to handle the road con-
dition variations for the integrated motor-transmission (IMT)
system. To cater to the ever growing demands of the scientific
researchers and the practical applications, the manipula-
tors are being widely utilized in complex environments to
complete certain special tasks such as grasping, polishing,
rehabilitating, etc. In condition of contacting with environ-
ments involving even human contacts, among the various
possible failures, the actuator failure is considered to be
one of the most crucial challenges. The sudden, unexpected
and unknown movement of the actuator makes the whole

183286 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ VOLUME 8, 2020

https://orcid.org/0000-0003-3988-8054
https://orcid.org/0000-0002-0989-6312


B. Ma et al.: ADP-Based Fault-Tolerant Position-Force Control of Constrained Reconfigurable Manipulators

system go awry and out of control, and at times leads to
irreparably serious consequences. Recently, several fault-
tolerant position-force control methods have been developed
to overcome the aforementioned problems through the appli-
cation of various approaches and theories. Position-force
control, is one such efficient method to deal with the complex
robot-environment contacted tasks, drawing extensive atten-
tion in the robotics community. Over the decades, multiple
kinds of the position force control methods classified as
impedance control [9]–[11], hybrid position-force control
[12], [13] and parallel position-force control [14], have been
actualized for various types of robot manipulators. Doulgeri
and Arimoto [15] focused on investigating the force com-
manded impedance control algorithm of a soft-tipped robotic
finger with uncertain kinematics, overcoming the physical
interaction between a rigid object and the robotic finger
with unknown nonlinearities of the reproducing forces. Javier
and Marco [16] presented an adaptive position-force control
method alleviating the problem of the uncertainty between
the robot and the constraint surface. Moreover, to address the
fault-tolerance position-force control problems of the manip-
ulators, Yousef et al. [17] devised a force-position active
fault accommodation strategy for the legged robots subject
under the actuator failures including actuation bias and effec-
tive gain degradation. Different from the traditional manip-
ulators, reconfigurable manipulators possess the structural
characteristics of variable configurations, that is, the dynam-
ics of the reconfigurable manipulators are uncertain which
change with the requirements of the tasks generally. With the
development of intelligent algorithm, the powerful learning
ability of NN is often applied to estimate arbitrary param-
eter or function [18], [19]. Taking advantage of the above
superiority, Xu et al. [19] proposed a neural-approximation-
based robust adaptive control for a constrained flexible
air-breathing hypersonic vehicle (FAHV) subject, which uti-
lized two RBFNNs are applied to approximate the lumped
unknown nonlinearities of the velocity subsystem and the alti-
tude subsystem. For the unknown dynamics of reconfigurable
manipulators, Zhou et al. [20] proposed a force/position
fault-tolerant control method of constrained reconfigurable
manipulators, which consisted of a modified sliding mode
controller to ensure the force/position tracking performance
and a RBFNN-based compensation controller to increase
the robustness of the manipulator system. Nonetheless, all
these methods mentioned above ignored the problem of
the comprehensive optimization of the control performance
and power consumption in the event of actuator failures.
Evidently, the reconfigurable manipulators are mostly uti-
lized in extreme environments and required to work under
an ’optimal’ state, that is, to attain a multi-part balancing
point thereby ensuring the energy consumption, performance,
and stability working at its best balance. To the best of
authors’ knowledge, there has been very little discussion
on the fault-tolerant optimal control methods that directly
place the observed actuator failures as a control indicator
into the performance index function for robotic manipulators,

especially, in case of the reconfigurable manipulators under
contact in the complex working environments.

Optimal control has been receiving widespread attentions
from the researchers and the manufacturers since the mid-
1950s, when it was formed and developed under the promo-
tion of space technology. As an appropriate application for
solving the optimal control problems of nonlinear systems,
ADP algorithm, which was first proposed by Werbos [21],
was considered as an effective approach in avoiding the
difficulties of the ’curse of dimensionality’. Today, the ADP-
basedmethods are being utilized in the designing of continue-
time [22], [23], discrete time [24]–[26], data driven-based
[27], [28] intelligence systems, and the solution of non-
linear optimal control with input/output constraints [29],
[30], external disturbances [31]–[33] and actuator failures
[34], [35]. Several investigations studied, the optimal con-
trol problems of the robot manipulator systems based on
the ADP approach. Li et al. [36] propounded an adaptive
neural network tracking approach based on the reinforcement
learning to resolve the problem of the trajectory changing
with time for the wheeled mobile robots. Dong et al. [37]
concentrated on studying the decentralized optimal control
method for the reconfigurable manipulators, designing a
model-based compensation controller and an ADP-based
optimal controller to deal with the influence of the unknown
internal dynamics and the interconnected dynamic coupling,
respectively. Nevertheless, these ADP-based optimal control
methods focused on solving the position tracking problem
of the complex nonlinear systems, while there were only
a few investigations addressing the problems of actuator
failures with reinforcement learning theory of the constrained
manipulator systems. Zhao et al. [38] suggested an online
fault compensation control scheme based on the Policy Itera-
tion (PI) algorithm for a class of affine non-linear systems
with actuator failures reconstructed adaptively to achieve
online fault compensation. In [39], a Neural-network-based
robust hybrid position/force controller was put forth, which
included amain controller to track themotion/force trajectory
objectives, along with an adaptive neural network controller
to compensate for the deficiencies of the manipulators model.
However, the methodmerely considered the optimal compen-
sation in case of the uncertainties between the manipulators
and the environment, neglecting the global optimization and
the structural characteristics of the reconfigurable manipula-
tors. Indeed, reconfigurable manipulators have been always
utilized in constrained and extreme environments such as
military battlefields, space explorations and rescue opera-
tions, which are supposed to possess the abilities of fault
tolerance and optimized energy consumption, taking into
account the working efficiency and maintaining the lowest
consumption state to prolong their service life. Moreover,
the optimal control approaches mentioned above were all
limited in solving the optimal compensation control problem
of a specific class of manipulator systems and overlooked the
implementing optimal fault-tolerant position-force control
directly in the case of modeless manipulators. Unfortunately,
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there have been very few researches that concentrated on
investigating the fault-tolerant position-force optimal control
approach, considering both the position-force control and the
ADP-based optimal control for reconfigurable manipulator
systems with uncertain actuator failures.

This article, inspired by the above investigations, proposes
a novel fault-tolerant position-force control approach based
on ADP algorithm for a class of constrained reconfigurable
manipulator systems. First, an adaptive fault observer is
proposed, according to the RBFNN-estimated dynamics of
the constrained reconfigurable manipulators, to detect the
uncertain actuator failures in real-time observation of the
whole system. Second, the fault tolerant position-force devi-
ation fusion utility function would be defined containing
the information of the estimated actuator failures, the joint
tracking errors and the torque deviations. Besides, the PI
algorithm would be applied to solve the HJB equation, while
the cost function would be approximated by the constructed
critic neural network. Subsequently, the ADP-based approxi-
mated optimal control strategy shall be obtained directly. The
closed-loop manipulator system is proved to be asymptotic
stability by adopting the Lyapunov theory. Finally, simula-
tions shall be provided to verify the advantages and effective-
ness of the developed method.

The main contributions of this article are summarized as
follows:

• Unlike the traditional fault-tolerant control approaches
relying mostly on the compensate controllers, directly
adding the failures obtained by the fault observer to
the actuator with higher specifications in the form of a
compensator, this article endeavors to present a fault-
tolerant optimal control for the constrained reconfig-
urable manipulators regarding estimated actuator failure
by adaptive fault observer as the one of control indicators
into the optimal performance index function. The pro-
posedmethod not only realizes the observation and com-
pensation of the actuator failures, rather, also considers
the service life, the performance and the universality of
the actuator, concurrently.

• In variance the existing control methods of manipulators
leaved the comprehensive optimization of fault-tolerant
control, position-force control and power consump-
tion out of consideration, in this article, a novel fault-
tolerant position-force optimal control method for the
constrained reconfigurable manipulators is improved.
The proposed controller mitigates the problem of model
uncertainty, improves the system robustness and com-
prehensive balances control accuracy, energy consump-
tion and stable operation, simultaneously.

The remainder of this article is arranged as follows:
Section II sketches the dynamics model formulation of
manipulators system with environmental constraints. The
fault-tolerant position-force optimal control scheme of mod-
eless reconfigurable manipulators is proposed in Section III.
In Section IV, simulations are provided to verify the

advantages and effectiveness of the developed method.
Finally, Section V summarizes the result.

II. PROBLEM STATEMENT
In order to acclimatize environments to accomplish a variety
of tasks [40], the end-effector contacts with the external
environments in general. Considering a constrained reconfig-
urable manipulator with actuator failure, the dynamic model
of the n-DOF manipulators is represented as:

M (q) q̈+ Ca (q, q̇) q̇+ G (q) = u+ JT8 (q) fc − Fa, (1)

where q, q̇, q̈ ∈ Rn denote the vector of joint movements, joint
velocity, and joint acceleration, correspondingly. M (q) ∈
Rn×n is the inertia matrix, Ca (q, q̇) ∈ Rn is the centripetal-
coriolis matrix, and G (q) ∈ Rn is the gravity vector. u ∈ Rn

is the control torque, which represents the input torque of
the manipulator systems generally. J8 (q) = ∇q8(q) is the
Jacobian matrix, 8(q) is the constrained function caused by
constrained task space, and fc defined as the vector of the
exerted force to the environment by the manipulators. Fa ∈
Rm is an unknown additive actuator failure with bounded as
Fa ≤ ε1 <∞, where ε1 is a positive constant.
The dynamics of constrained reconfigurable manipulator

(1) has the following properties [41]:
Property 1 The inertia matrixM (q) is symmetric, positive

scalar, and satisfies the following inequalities:
0 < n1‖λ‖2 ≤ λTM (q) λ ≤ n2‖λ‖2, ∀λ ∈ Rn.
Property 2 The inertia and centripetal-coriolis matrices

satisfy the following skew-symmetric relationship:

ζ T
(
1
2
Ṁ (q)− Ca (q, q̇)

)
ζ = 0, ∀ζ ∈ Rn,

where Ṁ (q) denotes the time derivatives of the inertia
matrix.

By deforming the dynamic model formula (1), the con-
strained reconfigurable manipulator system state equation is
proposed as:

I :


ẋ1 = x2
ẋ2 = f (x)+ g (x) (u+τc)− g (x)Fa
y = x,

(2)

where x =
[
x1 x2

]T
=

[
q q̇

]T , x1, x2 ∈ Rn are the
state vector of system I and y is the exportation of the
manipulator system, τc is the constrained torque caused by
contacting with task environments, τc = JT8 (q) fc and f (x) =
M−1 (q) (−Ca (q, q̇) q̇− G (q)), g (x) = M−1 (q).
Remark 1: In this article, we considered that the task

environment of reconfigurable manipulators is known. fc is
the vector of the exerted force to the environment by the
manipulators, namely, the interaction force fc represents the
force magnitude which is measurable in task space. In the
practical applications of manipulators, fc is usually bounded
to ensure the normal and stable operation of the system, with
|fc| ≤ fM , fM > 0.
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III. FAULT-TOLERANT POSITION-FORCE OPTIMAL
CONTROL BASED ON ADP
A. OPTIMAL CONTROL
For the sake of finding an optimal control policy u∗ (t),
to ensure the performance and the stability of reconfigurable
manipulator systems, enlightened by [42], an improved infi-
nite horizon performance index function is designed as:

Z (ma)
u∈9(�)

=

∞∫
0

(
ρF̂Ta (t) F̂a (t)+ N (ma, u (ma))

)
dt, (3)

where F̂a (t) ∈ Rm is the estimation of the uncertain actuator
failure Fa (t), and ρ > 0 is a positive constant. ma (t) is the
position-force deviation fusion function defined as ma (t) =

kdeqėq + keqeq + kτ
tk∫
0
eτdt , ma0 (t)=ma (0), in which eq =

q − qd is position tracking error, ėq = q̇ − q̇d is velocity
tracking error, and eτ = τc − τd is the contact torque
deviation of end-effector, with the desired joint trajectory qd ,
the desired velocity q̇d and the desired contact torque τd . kdeq,
keq, kτ are the function coefficients. N (ma (t) , u (ma (t))) =
maTQma + uTRu is the utility function, where N (0, 0) = 0
and N (ma, u(ma)) ≥ 0. Q ∈ Rn×n, R ∈ Rp×p are the
positive definite matrices.9 (�) is a series of feasible control
policies.
Remark 2: The designed performance index function con-

tains the actuator failures F̂a (t), position-force errors fusion
function ma(t) and control torque u(t), considering both task
implementation and consumption. The proposed method not
only observes and compensates the actuator failures, but also
attains a multi-part balance point thereby ensuring the whole
system stability, performance and energy consumption work-
ing at its best.
Assumption 1: The desired joint trajectory qd , the desired

joint velocity q̇d and the desired joint acceleration q̈d are
all bounded and known. The desired contact torque τd is

continuous and known, with the first order integral
tk∫
0
τddt

bounded.
Assumption 2: The constrained reconfigurable manipula-

tors keep away from singularities to ensure the full rank of
Jacobian matrix.
Definition 1: For the constrained reconfigurable manip-

ulator systems (2), the fault-tolerant position-force control
policy U (ma) is admissible called for the function (3) on a
compact set �, Z (ma) is finite, ∀ma ∈ �. U (m) is contin-
uous on �, U (ma) ∈ 9 (�), U (0) = 0, U (ma) = u (ma)
stabilizes ma (t) on �.
Then the infinitesimal version of improved performance

index function (3) that is the nonlinear Lyapunov equation
is described as:

0 = ρF̂Ta F̂a + N (ma, u (ma))+ (∇Z (ma))
T ṁa, (4)

0 = ρF̂Ta F̂a + N (ma, u (ma))+ (∇Z (ma))
T(

kdeq (f (x)+ g (x) (u+ τc)− g (x)Fa)+ v
)
, (5)

where v = −kdeqq̈d + keqėq + kτ eτ , and the term ∇Z (ma)
shows the partial derivative of Z (ma) with respect to ma,
Z (0) = 0, i.e. ∇Z (ma)=

∂Z (ma)
∂ma

.
Define the HJB function of the problem and the optimal

performance index function as:

H (ma, u (ma) ,∇Z (ma))

= ρF̂Ta F̂a + N (ma, u (ma))+ (∇Z (ma))
T ṁa

= ρF̂Ta F̂a + m
T
aQma + u

TRu+ (∇Z (ma))T(
kdeq (f (x)+ g (x) (u+ τc)− g (x)Fa)+ v

)
, (6)

and

Z∗ (ma) = min
u(ma)

∞∫
0

(
ρF̂Ta (τ ) F̂a (τ )+ N (ma u (ma))

)
dτ.

(7)

To attain the optimal control strategy, the solution of HJB
equation is

0 = min
u(ma)

H
(
ma, u (ma) ,∇Z∗ (ma)

)
, (8)

where ∇Z∗ (ma)=
∂Z∗(ma)
∂ma

, if Z∗ (ma) is continuously differ-
entiable, the optimal control by PI algorithm which will be
covered in next section can be formulated as

u∗ (ma) = −
1
2
kdeqR−1gT (x)∇Z∗ (ma) . (9)

Combining (5) and (8), by simple transformation, we have(
∇Z∗ (ma)

)T
·
(
kdeq (f (x)+ g (x) ((u+ τc)− Fa))+ v

)
= −mTaQma − u

TRu− ρF̂Ta F̂a. (10)

B. ADAPTIVE FAULT OBSERVER DESIGN
For the constrained reconfigurable manipulator with actuator
failures (2), one can design an adaptive fault observer as

˙̂xo =


˙̂xo1 = x̂o2 + α1

(
x1 − x̂o1

)
˙̂xo2 = f

(
x̂o
)
+ g

(
x̂o
)
(u+τc)− g

(
x̂o
)
F̂a

+α2
(
x2 − x̂o2

)
.

(11)

where x̂o is the observation of the system state x, α1 and α2
are the positive definite observer gain and F̂a is the estimation
of the actuator failure which can be updated by the following
adaptive law as

˙̂Fa = −αFgT
(
x̂o
)
Ea, (12)

where Ea = x − x̂o is the state observer error and αF =[
α1 α2

]T . Combining (2) and (11), one obtains

Ėa = f (x)+ g (x) (u+ τc)− g (x)Fa − f
(
x̂o
)

−g
(
x̂o
)
(u+ τc)+ g

(
x̂o
)
F̂a − αF

(
x − x̂o

)
= fe + ge ((u+ τc)− Fa)− g

(
x̂o
)
eF − αFEa, (13)

where fe = f (x) − f
(
x̂o
)
and ge = g (x) − g

(
x̂o
)
are

the observer error of f (x) and g (x), respectively, and define
eF = Fa − F̂a. And then define overall error of observer
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ξe = fe+ge ((u+ τc)− Fa), and assume ξe is norm-bounded
as ‖ξe‖ ≤ ε2, ε2 is a positive constant.
Remark 3:As shown in Property 1-2, the terms of f (x) and

g (x) are bounded and the functions of controllable nonlinear
systems are bounded, so it is reasonable to assume that the
random unknown actuator failure Fa and ξe are bounded.
Theorem 1:Consider the dynamicmodel of the constrained

reconfigurable manipulator systems with actuator failures in
(2), the observation error of the developed fault observer
in (13) is uniformly ultimately bounded (UUB) under the
defined adaptive law in (12).

Proof: Selecting the Lyapunov function candidate as:

V1 (t) =
1
2
ETa Ea +

1
2
eTFα
−1
F eF . (14)

Substituting (13) and adaptive law (12) into the derivative
of (14), we have

V̇1 (t) = ETa Ėa +
˙̂F
T

a α
−1
F eF

= ETa
(
fe + ge ((u+ τc)− Fa)− g

(
x̂
)
eF
)

−ETa λmin (αF )Ea −
˙̂F
T

a α
−1
F eF

≤ − ((λmin (αF ) ‖Ea‖)− ε2) ‖Ea‖ , (15)

where λmin (αF ) presents the minimum eigenvalue of the
matrix. Therefore, according to Lyapunov’s direct method,
the observation error Ea with the compact set �1 =

{Ea : ‖Ea‖ ≤ ‖ε2/λmin (αF )‖} can be guaranteed to be UUB.
This completes the proof of theorem 1.

C. RBFNN-BASED MODEL IDENTIFER OF CONSTRAINED
RECONFIGURABLE MANIPULATOR
Aswe all know, the shape and the degree of freedom (DOF) of
reconfigurable manipulators are vary with different and ardu-
ous tasks. In this part, the unknown dynamics gain matrixes
are obtain by constructing RBFNN identifiers based actual
input-output data.

In this part, the RBFNN, with strong capabilities of nonlin-
ear function learning and approximation, is applied to approx-
imate the unknown reconfigurable manipulators dynamics
terms:

f (x) = W T
f δf (x)+ ef ,

∥∥ef ∥∥ ≤ efM , (16)

g (x) = W T
g δg (x)+ eg,

∥∥eg∥∥ ≤ egM , (17)

where Wf and Wg are the ideal NN weights, δf (x) and
δg (x) are the NN radial basis function, assuming that there
exist constants δfM and δgM , such that

∥∥δf (x)∥∥ ≤ δfM and∥∥δg (x)∥∥ ≤ δgM . ef and eg are the NN approximation errors
and bounded,

∥∥ef ∥∥ ≤ efM and
∥∥eg∥∥ ≤ egM , where efM and

egM are the known constants.
Define Ŵf and Ŵg as the estimations ofWf andWg, respec-

tively. f̂ (x, Ŵf ) and ĝ(x, Ŵg) are the estimation value of f (x)
and g (x), respectively. f̂ (x, Ŵf ) and ĝ(x, Ŵg) are expressed
as:

f̂ (x, Ŵf ) = Ŵ T
f δf (x), (18)

ĝ(x, Ŵg) = Ŵ T
g δg(x). (19)

The approximation errors can be defined as W̃f = Wf −Ŵf

and W̃g = Wg − Ŵg, thus

f (x)− f̂ (x, Ŵf ) = W̃ T
f δf (x)+ ef = efH , (20)

g (x)− ĝ(x, Ŵg) = W̃ T
g δg (x)+ eg = egH , (21)

where the efH and egH are the actual neural network approxi-
mation errors and bounded. f̂ (x, Ŵf ) and ĝ(x, Ŵg) are utilized
to substitute for the unknown dynamics of the reconfigurable
manipulator, and these estimates can be updated as

˙̂W f = αf kdeqmaT δf (x) , (22)
˙̂W g = αgkdeqmaT δg (x)

(
(u+ τc)− F̂a

)
, (23)

where αf and αg are positive constants.
Remark 4: As shown in Property 1-2, the unknown terms

of f (x) and g (x) are locally Lipschitz and continuous in
compact set 2 ∈ Rn, there exists the positive constants
ϒf and ϒg, ‖f (x)‖ ≤ ϒf ‖ma‖ and ‖g (x)‖ ≤ $g, so it
is reasonable to approach the uncertainty of reconfigurable
manipulator model by RBFNN approximation ability.

Hence, according to (18) and (19), the state equation of
dynamic model space (2) can be updated as

Î :


˙̂x1 = x̂2
˙̂x2 = f̂ (x, Ŵf )+ ĝ(x, Ŵg) ((u+τc)− Fa)

ŷ = x̂,

(24)

Combining (18) with (19), the observation of ṁa (t) as

Ṁa (t) = kdeq
(
f̂ (x, Ŵf )+ ĝ(x, Ŵg) (u (ma)+ τc)

)
−kdeqĝ(x, Ŵg)Fa + v, (25)

According to (4) and (25), we have

0 = (∇Z (ma))T · Ṁa + N (ma, u (ma))+ ρF̂Ta F̂a

= (∇Z (ma))T · kdeq
(
f̂ (x, Ŵf )+ ĝ(x, Ŵg) (u+ τc)

)
+(∇Z (ma))T ·

(
−kdeqĝ(x, Ŵg)Fa + v

)
+N (ma, u (ma))+ ρF̂Ta F̂a. (26)

The fault-tolerant position-force optimal control policy for
modeless reconfigurable manipulators (9) can updated as

u∗o (ma) = −
1
2
kdeqR−1ĝT (x, Ŵg)∇Z (ma) . (27)

D. ONLINE POLICY ITERATION ALGORITHM
This part introduces the online PI algorithm [43], [44] to solve
the HJB equation. The online PI algorithm is composed of the
policy evaluation (26) and the policy improvement (27).

Step1: Let i = 0, start with an arbitrary initial admissible
control law U (0)

o (ma), and a positive constant σP.

183290 VOLUME 8, 2020



B. Ma et al.: ADP-Based Fault-Tolerant Position-Force Control of Constrained Reconfigurable Manipulators

Step2: Let i > 0, solve Z (i) (ma) based the control policy
U (i)
o (ma), from

0 = ρF̂Ta F̂a + N
(
ma,U (i)

o (ma)
)
+

(
∇Z (i+1) (ma)

)T(
kdeq

(
f̂ (x, Ŵf )+ ĝ(x, Ŵg)(U (i)

o (ma)+ τc − Fa)
)
+ v

)
,

with Z (i+1) (0) = 0.
Step3: Update the control policy U (i)

o (ma) through

U (i+1)
o (ma) = −

1
2
kdeqR−1ĝT (x, Ŵg)∇Z (i+1) (ma) .

Step4: If
∥∥Z (i+1) (ma)− Z (i) (ma)

∥∥ ≤ σP, stop and get the
optimal control strategy; else, let i = i + 1 and return to
step 2.

This algorithmwill converge to the optimal control strategy
and the optimal performance index function, i.e. Z (i) (ma)→
Z∗(ma) and U

(i)
o (ma)→ u∗o (ma) as i→∞.

E. CRITIC NN IMPLEMENTATION AND STABILITY
ANALYSIS
As we all know, NN has the ability to learn arbitrary func-
tions. Aiming at the highly non-linear optimal control prob-
lems which cannot be solved by traditional control methods,
the hidden layer neuron of multi-layer NN adopts activation
function, which has the function of non-linear mapping. This
mapping can approximate arbitrary linear/nonlinear function,
and provide an effective way to solve the nonlinear con-
trol problems. For the aforementioned performance index
function Z (ma), a critic NN KN (ma) can be utilized to
approximate:

KN (ma) = W T
K δK (ma)+ εK , (28)

where WK ∈ RN is the desired weight vector and N is
the number of neurons in the hidden-layer, δK (ma) is the
activation function, and εK is the NN approximation error.
Thus, the partial derivative of KN (ma) is

∇KN (ma) = (∇δK (ma))TWK +∇εK , (29)

where ∇δK (ma) =
∂δK (ma)
∂ma

∈ RN×n is the partial deriva-
tive of δK (ma) and ∇εK is also the corresponding partial
derivative.

For the constrained reconfigurable manipulator systems
(24), combining (26) and (28), we get

0 = ρF̂Ta F̂a + N (ma, u (ma))

+

(
(∇δK (ma))TWK +∇εK

)T
Ṁa. (30)

Therefore, the Hamiltonian function can be expressed

H (ma, u (ma) ,WK ) = ρF̂Ta F̂a + N (ma, u (ma))

+

(
(∇δK (ma))TWK

)T
Ṁa

= −∇εK
T Ṁa = eKh, (31)

where eKh is the NN approximation remnants error. The
approximated critic NN can be calculated by

K̂N (ma) = Ŵ T
K δK (ma) . (32)

Then the partial of derivative K̂N (ma) is expressed as

∇K̂N (ma) = (∇δK (ma))T ŴK . (33)

Therefore, we can get the approximate HJB function as

H
(
ma, u(ma), ŴK

)
= ρF̂Ta F̂a + N (ma, u (ma))

+

(
(∇δK (ma))T ŴK

)T
Ṁa

= eK . (34)

We minimized the objective function EK = 1
2e

T
K eK which

is minimized by the gradient decent algorithm, to obtain the
appropriate critic NN weight vector ŴK which is updated by

˙̂WK = −αK eK∇δK (ma) Ṁa, (35)

where αK is the updated rate of critic NN. Denote hδ =
∇δK (ma) Ṁa, and assume that there exist a positive constant
hδL and ‖hδ‖ ≤ hδL .

Define the weight estimation error as

W̃K = WK − ŴK . (36)

Through (31), (33) and (34), we obtain

eK = eKh − W̃ T
K hδ. (37)

The weight estimation error can be updated by

˙̃WK = −
˙̂WK = αK eKhδ = αK

(
eKh − W̃ T

K hδ
)
hδ. (38)

According to (27) and (29), the desired optimal control
policy can be described as

u∗o (ma) = −
1
2
kdeqR−1ĝT (x, Ŵg)(

(∇δK (ma))TWK +∇εK

)
. (39)

Therefore, the approximated fault-tolerant position-force
optimal control law û∗o as the control input torque of the
developed optimal control method, is given as

û∗o (ma) = −
1
2
kdeqR−1ĝT (x, Ŵg)(∇δK (ma))T ŴK , (40)

and the structural diagram of the proposed fault-tolerant
position-force optimal control strategy is illustrated in Fig(1).
Remark 5: Unlike the existing researches which pre-

sented the fault-tolerant position-force controllers for manip-
ulators without considering the optimal performance and
the energy consumption. In this study, the improved opti-
mal performance index function contains the position-force
errors fusion equation and uncertain actuator failures which
obtained by adaptive fault observer. Moreover, according to
the ADP approach, one presents a novel optimal fault-tolerant
position-force control method which optimizes the system
performance and enhances the system stability.
Theorem 2: Consider the constrained reconfigurable

manipulator system with uncertain actuator failures, if the
dynamic model formulation is presented in (24), the weight
of the critic NN is updated by (35), then the weight approxi-
mation error is UUB.
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FIGURE 1. Structural diagram of the proposed optimal control method.

Proof: Choose the Lyapunov candidate as:

V2 (t) =
1

2αK
W̃ T
K W̃K . (41)

The time derivative of V2 (t) is taken as:

V̇2 (t) =
1
αK

W̃ T
K
˙̃WK

= W̃ T
K

(
eKh − W̃ T

K hδ
)
hδ

= W̃ T
K eKhυ −

∥∥∥W̃ T
K hδ

∥∥∥2
≤ −

1
2

(∥∥∥W̃ T
K hδ

∥∥∥2 − ‖eKh‖2) . (42)

Therefore, one can observe that V̇2 (t) ≤ 0 with the
compact set �2 =

{
W̃K

∥∥∥W̃K

∥∥∥ ≤ ∥∥∥ eKhhδL

∥∥∥}, and the weight
approximation error is verified as UUB.

F. STABILITY ANALYSIS
In this section, we discuss the stability issue of the
closed-loop reconfigurable manipulator systems with the
constrained environment contacts under the proposed fault-
tolerant position-force optimal control policy (40), and the
theorem is given as:
Theorem 3:Consider an n-DOF constrained reconfigurable

manipulator with the NN-estimated dynamics formulated in
(24), the closed-loop manipulator system is asymptotically
stable via the fault-tolerant position-force optimal control law
proposed (40). Even if actuator failure occurs, the reconfig-
urable manipulator system is possessed of certain fault toler-
ance and robustness, that is, the position tracking error and the
torque deviation of constrained reconfigurable manipulator
can converge to zero asymptotically.

Proof: Select the Lyapunov function candidate as

V3 (t) =
1
2
maTma + Z∗ (ma)+

1
2
W̃ T
f α
−1
f W̃f +

1
2
W̃ T
g α
−1
g W̃g.

(43)

Its time derivative as

V̇3 (t) = maT ·
(
kdeq

(
f̂
(
x, Ŵf

)
+ ĝ

(
x, Ŵg

)
(u+ τc)

))
−maT ·

(
kdeqĝ

(
x, Ŵg

)
Fa + v

)
− maTQma

−uTRu− ρF̂Ta F̂a + W̃
T
f

(
kdeqmaT δf (x)

)
+W̃ T

g

(
kdeqmaT δg (x)

(
(u+ τc)− F̂a

))
. (44)

According the model-free NN weight approximation
updated equations (18) (19), assuming q̈d ≤ σ , ėq ≤ ξ ,
eτ ≤ η, by Young’s inequality, (44) is updated as

V̇3 (t) ≤ kdeqϒf ‖ma‖2 + kdeq$g ‖ma‖ ‖u‖+kdeq$gτc ‖ma‖

+v ‖ma‖ − kdeq$g ‖ma‖ ‖Fa‖ − maTQma
−uTRu− ρF̂Ta F̂a

≤ kdeqϒf ‖ma‖2 +
1
2
k2deq‖ma‖

2
+

1
2
$ 2
g ‖u‖

2

+kdeq$gτc ‖ma‖ + v ‖ma‖ +
1
2
k2deq‖ma‖

2

+
1
2
$ 2
g ‖Fa‖

2
− λmin (Q) ‖ma‖2 − λmin (R) ‖u‖2

−ρF̂Ta F̂a
≤ −

(
−kdeq$gτc − v

)
‖ma‖ − (λmin (R)

−
1
2
$ 2
g

)
‖u‖2

−

(
λmin (Q)− kdeqϒf − k2deq

)
‖ma‖2
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FIGURE 2. 2-DOF reconfigurable manipulators with different
configurations for simulation.

−
1
2
$ 2
g

(
2 ‖Fa‖ −

∥∥∥Fa − F̂a∥∥∥) (∥∥∥Fa − F̂a∥∥∥)
−

(
ρ −

1
2
$ 2
g

)
F̂Ta F̂a. (45)

Define 81 = λmin (Q)− kdeqϒf − k2deq, 82 = λmin (R)−
1
2$

2
g , and |τc| ≤ |τM | on account of |fc| ≤ fM ,define efM =

$gτM . Then

V̇3 (t) ≤ −
(
81 ‖ma‖ − kdeqefM − kdeqσ

)
‖ma‖

−(−keqξ − kτη) ‖ma‖ −
(
ρ −

1
2
$ 2
g

)
F̂Ta F̂a

−82‖u‖2 −
1
2
$ 2
g (2ε1 − ‖eF‖) ‖eF‖ . (46)

Therefore, we can obtain that V̇3 (t) ≤ 0 when ma lies
outside the compact set

�3 =

{
ma : ‖ma‖ ≥

kdeqefM + kdeqσ + keqξ + kτη
81

}
and ‖eF‖ ≤ 2ε1, if the following conditions hold:

λmin (Q) ≥ kdeqϒf + k2deq

λmin (R) ≥
1
2
$ 2
g

ρ ≥
1
2
$ 2
g .

(47)

IV. SIMULATION
In this article, two 2-DOF constrained reconfigurable manip-
ulators with different configurations (see Fig.2) are used
for verifying the effectiveness of the fault-tolerant position-
force optimal control strategy based on ADP algorithm. The
dynamics of constrained reconfigurable manipulators with
uncertain actuator failures is selected by referencing our pre-
vious work (24), which can be transformed into a form of
analytic charts, that is shown in Fig.3 under the sake of anal-
ysis configurations aforementioned. The constrained recon-
figurable manipulator system parameters, which include the
uncertainty up-bound parameters and the control parameters,
are represented in Table 1.

Considering the constrained reconfigurable manipulators
with two different configurations (see Fig.2), which are

FIGURE 3. The analytic charts of 2-DOF reconfigurable manipulators with
different configurations for simulation.

TABLE 1. Parameters setting.

assumed that operating in some special constrained environ-
ments such as wheels or cylinders (Configuration A). The
constrained equation and dynamicmodel for Configuration A
of reconfigurable manipulators can be defined as: 8A (q) =
l1 + l2 cos (q2) − 1.5 = 0 where l1 = 1 and l2 = 1 are the
lengths of the two manipulator links.

The desired trajectory and anticipated contact force of
Configuration A are written as follows: q1d = sin (2t) +
0.2 cos (t), q2d = π

3 , fd = 5N . The presupposed actuator
failure is Fa =

[
Fa1 Fa2

]T for 2-DOF constrained recon-
figurable manipulator of Configuration A, among Fa1 =

0 and Fa2 =

{
0 , t < 30s

3 sin (0.2t)+ cos (t) , t ≥ 30s
. In this

article, we utilized the RBFNN to estimate the modeless
dynamics, and the NN to approximate the improved opti-
mal performance index function. For the model dynam-
ics, we choose the 1-3-1 RBFNN structure, in which
1 input, 3 hidden layers, and 1 output, for each joint
model function. The RBFNN weights are defined as

Ŵf =

[
Ŵf 11, Ŵf 12, Ŵf 13, Ŵf 21, Ŵf 22, Ŵf 23

]T
and Ŵg =[

Ŵg11, Ŵg12, Ŵg13; Ŵg21, Ŵg22, Ŵg23

]T
in this simulation

part, with the initial value Ŵf 0 = Ŵg0 = [1, 1, 1, 1, 1, 1]T

for every weights. The radial basis function is chosen as the
activation function δf (x) and δg (x) in (16) (17), represented

as δf (x) = δg (x) = exp
(
−
‖x−cj‖

2

2b2j

)
, with bj = 1.5,

j = 1, 2, 3. For the critic NN approximator, the weight vector
of critic NN can be defined as ŴK = [ŴK1, ŴK2, ŴK3]

T
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FIGURE 4. The estimation of the uncertain actuator failure based on the
proposed controller for Configuration A.

FIGURE 5. Trajectory tracking curves of the proposed controller for
Configuration A.

with their initial value and the weights update rate are given as
ŴK0 = [20 25 30]T and the activation functions for critic NN
are selected with three neurons as σ = [m2

a1,ma1ma2,m
2
a2],

where ma1 and ma2 are position-force deviation fusion func-
tion of joint 1 and joint 2, and select kdeq = 1.1, keq = 6.4,
kτ = 4.1 for Configuration A.

The simulation results include estimated actuator fail-
ure, joint position tracking, force tracking, and force track-
ing deviation of reconfigurable manipulators with different
configurations in constrained environment. Two different
position-force control schemes are employed in the simula-
tion that contain the traditional robust position-force control
method, e.g. [19], and the proposed fault-tolerant position-
force optimal control method with adaptive fault observer
based on PI scheme and ADP algorithm.

Fig.4-Fig.12 are the simulation results of Configuration A.
The estimated value of actuator failure F̂a2 is shown as Fig.4,
and the red and black dashed lines represent the actual failure
and the estimated failure, respectively. One can observe that
after the failure occurs at t = 30s, owing to the knowledge
of uncertain fault function obtained from proposed adaptive

FIGURE 6. Trajectory tracking errors and velocity tracking errors curves of
the exist controller for Configuration A.

FIGURE 7. Trajectory tracking errors and velocity tracking errors curves of
the proposed controller for Configuration A.

FIGURE 8. Force tracking curves and force tracking error of the exist
controller for Configuration A.

fault observer, then, the estimated failure keeps up with actual
failure smoothly in less than one second.

Fig.5 is trajectory tracking curves for Configuration A
under the proposed fault-tolerant position-force optimal con-
trol policy, and the red and blue dashed lines represent
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FIGURE 9. Force tracking curves and force tracking error of the proposed
controller for Configuration A.

FIGURE 10. Critic NN weights adjustment curves of the proposed
controller for Configuration A.

FIGURE 11. Control input torque of fault-tolerant position-force optimal
controller for Configuration A-Joint 1.

practical trajectory and desired trajectory respectively. In this
picture, one observes that actual joint position can tracking
the desired trajectories around the 1s smoothly and stably.
Fig.6 and Fig.7 show the tracking errors curves including
the trajectory tracking errors and velocity tracking errors

FIGURE 12. Control input torque of fault-tolerant position-force optimal
controller for Configuration A-Joint 2.

of Configuration A with the proposed control method and
the previous exist one [18], [34], respectively. In Fig.6, one
observes that the tracking errors tend to stable at 30s and the
stable errors values around 0.01. Comparing with the exist
control method, the errors adjustment time of the proposed
method is about 0.5s and the errors are stable at less than
2e-3 even after the actuator failure in Fig.7. Shown in Fig.8,
the force of the end-effector based on the exist control method
is continuous jitter around within±0.2 N and with almost 20s
of adjustment time to the stable state. However, the precision
of force control with the exist controller for manipulators is
unacceptable under some special tasks, such as the assistant
surgery manipulators, the search and rescue robots, etc. Com-
paring with Fig.8, one observes that the force tracking curves
is gradually stable at 1s and the force tracking precision is
less than ±2e− 3N in Fig.9. And the contact force deviation
is in an extremely small range ±e − 4N when the actuator
failure occurred t = 30s, since the uncertain actuator failure
considered as one of performance indictor is compensated.
Given as Fig.10, the critic NN weights converge to ŴK =

[17.1, 25.7, 29.8]T with the fluctuated value not over 0.1,
and stable around 0.1 seconds smoothly, even under the
uncertain actuator failure after 30 seconds.Comparing with
Fig.4 and Fig.10, the NN weights are constantly changing in
the small range after actuator failure occurs, thereby ensures
the stable operation of the system under the approximated
optimal control torque.

Fig.11 and Fig.12 indicate the control torque curves of
the developed control method for Configuration A in this
article. From these figures, one draws that the presented
control torque curves can be quickly stabilized at about
±5N within 0.2s. After the fault occurred on the joint 1,
the control torque compensated the influence of uncertain
failures smoothly and the instantaneous impact on the actu-
ator is less than 0.1N at 30s. Through the analysis of the
simulation results of Configuration A, the presented fault-
tolerant position-force optimal control method could not only
improve the control accuracy and the ability of active fault
tolerance, but also effectively stabilize and reduce the output
of actuator.
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FIGURE 13. The estimation of the uncertain actuator failure based on the
proposed controller for Configuration B.

FIGURE 14. Trajectory tracking curves of proposed fault-tolerant
position-force optimal controller for Configuration B.

FIGURE 15. Trajectory tracking errors and velocity tracking errors curves
of the exist controller for Configuration B.

Considering the reconfigurable manipulators with Con-
figurations B (see Fig.2), which working in some special
constrained environments such some operation tasks such as
polishing or wiping. The constrained equation and dynamic
model for Configuration A of reconfigurable manipulators

FIGURE 16. Trajectory tracking errors and velocity tracking errors curves
of the proposed controller for Configuration B.

FIGURE 17. Force tracking curves and force tracking error of the exist
controller for Configuration B.

FIGURE 18. Force tracking curves and force tracking error of the
proposed controller for Configuration B.

can be defined as:8B (q) = l1 cos (q1)+ l2 cos (q2)− 1 = 0
where l1 = 1 and l2 = 1 are the lengths of the two
manipulator links.

The desired trajectory and anticipated contact force
of Configuration A are written as follows: q1d =

cos (t)+0.5 sin (2t), q2d = arccos
(
1−l1 cos(cos(t)+0.5 sin(2t))

l2

)
,
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FIGURE 19. Critic NN weights adjustment curves of the proposed
controller for Configuration B.

FIGURE 20. Control input torque of fault-tolerant position-force optimal
controller for Configuration B-Joint 1.

fd = 10N . The presupposed actuator failure is Fa =[
Fa1 Fa2

]T for 2-DOF constrained reconfigurable manipula-

tor of Configuration B, among Fa1 =
{
0, t < 30s
5,t ≥ 30s

, Fa2 = 0.

And we select ŴK0 = [20 25 30]T , kdeq = 0.95, keq = 3.34,
kτ = 1.45 for Configuration B.

Fig.13-Fig.21 show the estimated uncertain actuator fail-
ure, the joint position tracking, the tracking errors, the force
tracking, the force tracking deviation, NN weights adjust-
ment, and the control input torque of reconfigurable manip-
ulators with Configuration B, and the critic NN weights
converge to ŴK = [15.6, 27.47, 28.65]T with the small
range fluctuation. From these pictures, one draws the same
clear conclusion as the situation of Configuration A, that the
proposed fault-tolerant position-force optimal controlmethod
is applicable to different configurations of reconfigurable
manipulators under uncertain actuator failures.

By observing the simulation results of Configuration A and
Configuration B, we can summarize that the proposed fault-
tolerant position-force optimal control policy is effective and

FIGURE 21. Control input torque of fault-tolerant position-force optimal
controller for Configuration B-Joint 2.

stable for reconfigurable manipulators to satisfy the require-
ments of various tasks in constraint environment.

V. CONCLUSION
This article addresses a novel fault-tolerant position-force
optimal control problem of the constrained reconfigurable
manipulators under the uncertain actuator failures. With the
help of the RBFNN-based dynamic model of constrained
reconfigurable manipulators, a novel performance index
function is constructed including position error, torque devi-
ation and estimated uncertain actuator failures. Then the
PI algorithm is utilized to attain the optimal control strat-
egy, a critic NN is constructed to solve the improved HJB
equation, and the approximated fault-tolerant position-force
optimal control torque can be derived directly. The Lyapunov
theory is utilized to prove the asymptotic stability of the
closed-loop robotic systems. By comparing the traditional
position-force robust controller with simulation study, ver-
ified the effectiveness and accuracy of the proposed fault-
tolerant position-force optimal control method.
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