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ABSTRACT Short-term load forecasting (STLF) plays a vital role in the reliable, secure, and efficient
operation of power systems. Since electric load variation results from diverse factors, accurate and stable
load forecasting remains a challenging task. To increase the forecasting accuracy and stability, in this paper,
we newly propose a short-term load forecasting method based on the cross multi-model and second decision
mechanism. First, we combine horizontal and longitudinal training set selection method to construct the cross
training sets, which acquire both the horizontal and longitudinal characteristics of the load variation. Second,
to improve the generalization ability and extend the application scope, we construct forecasting multi-models
by training multiple forecasting algorithms with cross training sets. Finally, to aggregate the forecasting
outputs obtained by the forecasting multi-models, we propose a second decision mechanism based on a
decision multi-model and adaptive weight allocation strategy, which overcomes the limited learning ability
shortcoming of single decision models and further improves the forecasting accuracy. Case studies based on
electrical load data from the state of Maine, the region of New England, Singapore, and New South Wales of
Australia show that both the accuracy and the stability of the proposed method are superior to the compared
models.

INDEX TERMS Short-term load forecasting, multi-model, cross training set, second decision mechanism,

model aggregation.

I. INTRODUCTION
The accuracy and stability of electric load forecasting are cru-
cial for scheduling power generation, reducing cost, assessing
security, and making maintenance plans in power systems.
The increasing penetration of power generation from renew-
able energy and the diversity of power demand in the energy
market make short-term load forecasting (STLF) more diffi-
cult than ever before [1], [2]. In STLF, selecting the proper
training sets and building optimization forecasting models
play essential roles in improving the forecasting accuracy and
stability, and much research has been proposed over the past
few decades.

In terms of the training set selection, there are two major
methods: the horizontal training set selection method and
the longitudinal training set selection method. The horizontal
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training set selection method is the most commonly used
training set selection method, which selects continuous data
samples from historical data as the training set [3], [4].
Reference [5] selects winter months as the training set when
forecasting the daily peak load of January. Reference [6]
uses the previous three years’ data as the training set when
constructing sister models. Training sets constructed by the
horizontal training set selection method contain consecutive
historical data samples so that the forecasting models based
on them can effectively learn the load variation trend over
continuous time, and thus the forecasting accuracy can be
improved. Load consumption grows with the development
of the economy [7]. While the growth of the load may
not be evident in the short term, significant growth can be
observed when we compare the current load with the load in
previous years. The horizontal training set selection method
cannot adequately capture such a growth trend of the load,
which limits further improvement of the forecasting accuracy.
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The longitudinal training set selection method selects discrete
data samples with the same attributes (such as the same time
attribute, same week attribute) as the test sample to construct
the training set [8]-[10]. Reference [11] selects samples that
have the same week and same month as the test sample to
construct the training set and obtains a satisfactory accuracy.
Training sets selected by the longitudinal training set selec-
tion method can capture the load growth trend over a long
period of time. However, they cannot reflect the load variation
patterns in the short term, which limits the improvement of
accuracy.

In terms of the model construction, to overcome the short-
comings of limited application scope and the generalization
ability of single models, multi-model methods have been
extensively studied [12]-[14]. In multi-model methods, a key
technology that affects the accuracy and stability is the model
aggregation strategy, which can be divided into three basic
categories: averaging strategies, performance-based strate-
gies, and learning strategies. The averaging strategy is sim-
ple and easy to apply. The most natural and widely used
strategy is the simple averaging strategy, which utilizes the
arithmetic mean of all outputs of different models as the
final forecasting output [15]. However, the simple averag-
ing strategy is sensitive to outliers. The trimmed averaging
strategy deletes the highest and the lowest values of all the
outputs and calculates the arithmetic mean of the remaining
outputs to obtain the forecasting result. This strategy is more
robust to outliers than simple averaging [16]. Although aver-
aging strategies are popular and work well in some cases,
they treat each model equally and fail to consider the dif-
ferences between different models. Unlike averaging strate-
gies, performance-based strategies assign weights to each
model according to their performance based on the validation
set. Commonly used performance-based strategies include
the inverse root mean squared error (IRMSE) averaging
strategy [17], which assigns weights to each model accord-
ing to the root mean squared error (RMSE); the exponen-
tially weighted averaging (EWA) strategy [18], which assigns
weights according to the mean squared error; and so forth.
Performance-based strategies are based on a linear integration
of different individual models, and they fail to consider any
nonlinear relationships between them. Therefore, learning
strategies have been proposed. Reference [19] proposes an
online second learning method, which uses the outputs of
the multi-model, the original feature variables, and the label
of the corresponding samples as a new training set. The
least-square support vector machine (LSSVM) is then trained
by the new training set as the decision model, which is applied
to obtain the final forecasting results. Since the forecasting
value of multi-models and the label of the corresponding
samples are used as the input, the decision model not only can
learn the nonlinear relationship between individual models
but also can decrease the forecasting error by learning the
errors of different individual models. This method provides
a new idea for the construction of the model aggregation
strategy. However, the decision model used in [19] is the
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LSSVM, which is still a single model with the shortcomings
of limited application scope and generalization ability. Facing
the nonlinearity and randomness in power load variation,
model aggregation strategies have become the bottleneck for
improving the forecasting performance, and therefore need to
be further studied.

In summary, most traditional STLF methods either select a
horizontal training set or a longitudinal training set for model-
ing. Whereas, horizontal training sets or longitudinal training
sets can not fully reflect the load variation patterns in different
directions. In terms of model aggregation, the performance
of existing strategies is not satisfactory when facing the non-
linearity and randomness in power load variation. Therefore,
aiming at solving the above problems, in this paper we pro-
pose an STLF method based on cross multi-model and second
decision mechanism (CMSDM). First, we propose a cross
training set selection method, which constructs multiple train-
ing sets from both the horizontal direction and longitudinal
direction to solve the problems where the horizontal training
set cannot acquire the load growth characteristics across a
long period of time and where the longitudinal training set
cannot reflect the load variation patterns in the short term.
Second, multiple cross training sets are used to train multiple
learning algorithms with different characteristics to build
multiple forecasting models. The ensemble of these models
is called a cross forecasting multi-model, whose generaliza-
tion ability is greatly enhanced and whose application scope
is widely extended. Finally, a second decision mechanism
based on decision multi-model and adaptive weight allocation
strategy is proposed to aggregate the outputs of the cross
forecasting multi-model and to obtain the final forecasting
value.

The remainder of this paper is organized as follows.
Section II presents the framework and the construction pro-
cess of the CMSDM. Section III presents the case stud-
ies and explores the selection of the validation length of
adaptive weight allocation strategy based on public datasets.
Section VI concludes this research.

Il. METHODOLOGY
Fig.1 presents the framework of the proposed CMSDM,
which consists of three steps.

The first step is dataset collection and splitting. In this step,
we first collect natural and social factor data as the feature
variables, including the maximum temperature (TEMP), min-
imum TEMP, air pressure, holidays, etc. The historical load
data are also used as feature variables. Then we construct a
decision training set and a validation set for each test sample.
A decision training set is defined as a set of samples which
will be used for the training of decision multi-model, and the
validation set will be used for selecting optimal parameters.

The second step is the training and application of the
forecasting multi-models. First, for the test sample and each
sample from the decision training set, we construct a fore-
casting training set by selecting all the available historical
samples. Then, each forecasting training set is used to train
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FIGURE 1. The framework of the CMSDM.

a forecasting multi-model, which is applied to make predic-
tions for the corresponding sample, as shown in Fig.1. In this
way, we will obtain multiple forecasting values for the test
sample and each sample from the decision training set.

The last step is the application of the second decision
mechanism. In this step, multiple forecasting values obtain
in the previous step are used as additional feature variables
and combined with the original ones to construct a new
dataset. Then, we build a decision multi-model based on
the new dataset and apply it to make predictions, which is
the process of the first decision. Next, to integrate multiple
outputs obtained by the decision multi-model, we assign
weights to each of the individual decision models according
to their performance based on the validation set, calculate
the weighted summation of the outputs, and obtain the final
forecasting value. This is the process of the second decision.

In terms of model construction, we propose a multi-model
construction method based on the cross training set. First,
we construct several horizontal training sets, which consist
of a large number of continuous historical data samples,
as well as longitudinal training sets, which contain discrete
samples that have the same time attribute as the test sample.
Then, with horizontal and longitudinal training sets, we train
multiple models by applying different learning algorithms.
Last, we combine these models to obtain the cross multi-
model.

A. DATASET COLLECTION AND SPLITTING
There are various factors that affect the load variation, which
can usually be divided into two categories: natural factors
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and social factors [20], [21]. Natural factors include tem-
perature, air pressure, weather, air quality, etc., and social
factors include holidays, weekdays, GDP, etc. These factors
are widely used as feature variables [22]-[24]. Additionally,
the current load variation is closely related to the historical
load. Therefore, historical load values are also important
feature variables [25], [26]. In this paper, the feature variables
used are shown in (1).

=[N1,....,Ni,S1,..., 8, L1, ..., L] (H

where N,S and L represent the natural, social, and historical
load variables, respectively, and ,j and k represent the number
of variables in each category, respectively.

As mentioned before, the construction process of the
CMSDM includes two training procedures: the training of
the forecasting multi-model and the training of the deci-
sion multi-model. Therefore, two groups of training sets are
needed. First, the previous /;, samples before the test sample
are used to construct the cross training set to train the decision
multi-model, and the previous /,, samples are used as the
validation set. Then we construct forecasting training sets for
the test sample and each sample of the decision training set.
The forecasting training sets are then used to construct cross
training sets to train the forecasting multi-models.

B. CROSS TRAINING SET SELECTION METHOD

Selecting an appropriate training set can effectively improve
the performance of the forecasting model [27]. Horizontal
training sets fail to acquire the load changes over a long period
of time, whereas longitudinal training sets cannot reflect the

184063



IEEE Access

P. Zeng et al.: Short-Term Power Load Forecasting Based on CMSDM

load variation patterns in the short term. To overcome these
shortcomings, we combine the horizontal and longitudinal
training set construction methods and propose a cross training
set construction method. To construct the longitudinal train-
ing set, we divide all the data samples into 85 subsets. For
nonholidays, samples that have the same month and weekday
are collected into the same subset. For example, all the Mon-
days in January of every year are in the same subset. From
Monday to Sunday, January to December, there are a total
of 84 subsets. All the official holidays are in another subset,
resulting in 85 subsets. For each test sample, the longitudinal
training set is constructed by selecting the historical data
samples from the corresponding subset that contains this test
sample. To better reflect the load growth trend in the longi-
tudinal direction, the load values of the previous 7 samples
are used as additional feature variables for each sample in
the longitudinal training set. For the horizontal training set,
all the available historical samples are used in order to fully
capture the load variation trend. For example, suppose the
date of the test sample is January Sth of 2015, which is a
Monday; all the Mondays in January of every year before
2015 (except holidays) are used as the longitudinal training
set, and all the historical samples are used as the horizontal
training set. Since the training sets are constructed from the
horizontal and longitudinal directions, they are called cross
training sets, and models trained by them are called cross
models. A model constructed by training a single algorithm
with a single horizontal or longitudinal training set is called
a basic cross model, and the multi-model based on cross
training sets is called a cross multi-model, which is obtained
by combining these basic cross models.

C. CONSTRUCTION OF THE CROSS FORECASTING
MULTI-MODEL

In this step, three algorithms with different characteristics are
used to construct the multi-models, namely, support vector
regression (SVR), gradient boosting regression tree (GBRT),
and multilayer perceptron (MLP). SVR provides a satisfac-
tory forecasting accuracy but is sensitive to outliers. GBRT
is robust to outliers, whereas its computational complexity
is high. MLP has strong nonlinear learning ability, yet it
is easy to overfit when the feature dimension is high and
the number of training samples is small. These three algo-
rithms are widely used in the research of load forecasting
[28]-[31]. In the previous step, a longitudinal training set and
a horizontal training set are constructed for the test sample
and each of the decision training samples; therefore, six basic
cross models can be generated by training three learning algo-
rithms with two training sets. All the possible combinations
of these basic cross models are then obtained and integrated
as the cross forecasting multi-model. There are 2°-1 possible
combinations of the six basic cross models; therefore, each
forecasting multi-model consists of 63 individual forecasting
models. Since each of the decision training samples and the
test sample need a cross forecasting multi-model, /;-+1 cross
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forecasting multi-models will be built in this step. The cross
forecasting multi-models are then applied to obtain multiple
outputs for the test sample and each of the decision training
samples.

D. SECOND DECISION MECHANISM FOR MULTI-MODEL
AGGREGATION

In the previous step, multiple outputs were obtained with
cross forecasting multi-models. To obtain the best aggre-
gation results, we proposed a second decision mechanism
that consists of two decision stages. In the first decision
stage, aiming at making use of the strong learning ability
of multi-models, we construct a decision multi-model based
on different learning algorithms to aggregate the outputs of
the forecasting multi-model. In the second decision stage,
an adaptive weight allocation strategy (AWAS) is devel-
oped to aggregate the outputs of the decision multi-model
in order to assign higher weights to models with better
performance.

1) FIRST DECISION: DECISION MULTI-MODEL

After applying the cross forecasting multi-model, we can
obtain multiple forecasting outputs for the test sample and the
decision training samples. In this step, we combine these out-
puts, the original feature variables, and the label of the corre-
sponding samples to construct a new dataset. In other words,
the outputs obtained by the forecasting multi-models are used
as additional feature variables to supplement the original
feature variables. Then the cross decision multi-model is
constructed based on the new dataset. Since the new dataset
contains the outputs of forecasting multi-models, the decision
multi-model based on this dataset could effectively learn
the performance of each individual forecasting model, thus
reducing the forecasting error.

Four training sets are constructed to train the decision
multi-model, of which the first two are the same as when
building the cross forecasting multi-model, namely, the hori-
zontal training set and the longitudinal training set. The third
one divides the 12 months into hot months and cold months
according to temperature. When the test sample belongs to
hot months, historical samples from hot months are used
as the training set, and vice versa. This method essentially
belongs to the horizontal training set construction method.
The last method recursively uses the previous 1095 days
(3 years) of the test sample as the training set, which also
belongs to the horizontal training set selection method. These
four training sets are referred to as the ALL, LNG, HCD
and REC training sets, respectively. Next, SVR, GBRT, and
MLP are individually trained using these four training sets,
so 12 basic cross decision models can be obtained. Different
from the construction of forecasting multi-models, in this step
only the 12 basic cross decision models are used to construct
the decision multi-model rather than combinations of them.
In this way, a decision multi-model with 12 outputs for each
test sample is constructed.
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2) SECOND DECISION: ADAPTIVE WEIGHT ALLOCATION
STRATEGY

Since there are 12 outputs of the decision multi-model for
the test sample, the aggregation strategy becomes the key to
improving the forecasting accuracy and stability. Fundamen-
tally speaking, the aggregation of the multi-model’s outputs is
to calculate the weighted average of them. For a multi-model
with m outputs, the outputs at time ¢ can be represented by
V1.632.1,- - - Ym.1» and the aggregated output can be given by:

m
3= oidis )
i=1

where w; ; is the weight for the ith output at time ¢. There-
fore, the essential step of a model aggregation strategy is to
calculate the weight assigned to each output.

In the previous step, 12 outputs were obtained by the deci-
sion multi-model for the test sample. In this step, we remove
the individual decision models with the highest, the second
highest, the lowest and the second lowest forecasting values,
and assign weights to the remaining 8 individual decision
models according to their performance based on the valida-
tion set. We apply the mean absolute error (MAE) to evaluate
the performance of the models, as shown in (3).

1.
MAE = =3 [ = ] 3)
t=1

where J; represents the forecasting load and y; represents the
actual load.

Then, the weights for individual models are calculated
according to

exp(—nMAE;)
Yo exp(—nMAE;)

where MAE; represents the MAE of the ith model in the
validation set, and 7 is the learning parameter that controls
the sensitivity of the algorithm. This strategy is referred to
as the adaptive weight allocation strategy (AWAS). The final
forecasting value is obtained by calculating the weighted
average of the remaining 8 forecasting values.

“

Wit =

lIl. CASE STUDY

In this section, we perform case studies based on real-world
public datasets to evaluate the performance of the proposed
CMSDM. We use the SVR, GBRT, and MLP package pro-
vided by scikit-learn'. The kernel function of SVR is Linear,
and the loss function of GBRT is the least squares regres-
sion. For MLP, the solver for weight optimization is Ibfgs,
the number of hidden layers is 2, and the number of nodes
in the two hidden layers are 5 and 2, respectively. These
parameters are determined by the trial and error method, and
other parameters are determined by the grid search method.
The learning parameter n of AWAS is 0.01.

1 https://scikit-learn.org/
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In addition to the MAE, the mean absolute percentage
error (MAPE) and the root mean squared error (RMSE) are
used to evaluate the forecasting performance, as shown in (5)
and (6).

N N
1 Yt — Yt
MAPE = — 2 % 100% (5)
1 N
RMSE = |+ ; Gr — 1) (6)

A. CASE I: EFFECTIVENESS OF CROSS TRAINING SET
In this case, the daily peak load data of Maine’> from
2003 to 2015 are used to demonstrate the effectiveness of
the multi-model based on the cross training set. Data from
2013 to 2015 are used for testing. Natural feature variables
used in this case include precipitation, maximum TEMP,
average TEMP, minimum TEMP, average dew point TEMP,
average air pressure, average visibility, fastest 5-second wind
speed, average wind speed, TEMP at peak load time, and
dew point TEMP at peak load time. Social feature variables
include holidays, observances, and 7 weekday attributes. The
peak load values of the previous 7 days are also used as
feature variables. We compare the forecasting multi-models
based on horizontal, longitudinal, and cross training sets.
First, we construct the horizontal, longitudinal, and cross
training sets. Then, with each of these training sets, SVR,
GBRT, and MLP are trained and constructed as a multi-model
separately. In this way, we can build 3 multi-models, namely,
the horizontal multi-model, longitudinal multi-model, and
cross multi-model. Last, we apply SVR as the decision model
to aggregate the outputs of each multi-model. For example,
to construct the horizontal multi-model with SVR, GBRT, and
MLP, three basic models are obtained based on the horizontal
training set, and the combinations of these basic models
are used to construct the horizontal multi-model. Therefore,
the horizontal multi-model contains 7 individual models.

The results are shown in Fig.2. The accuracy of the cross
forecasting multi-model is higher than that of the horizontal
and longitudinal forecasting multi-models for all three years.
The accuracy obtained by the horizontal multi-model and
the longitudinal multi-model are very close to each other.
Horizontal training sets contain continuous data samples in
the horizontal direction, whereas longitudinal training sets
include discrete data samples in the longitudinal direction.
Cross training sets make use of the advantages of the horizon-
tal and longitudinal training sets by combining them, which
could fully reflect the load variation trend in two directions
and is of great importance for improving the forecasting
accuracy.

There are two training procedures for each of these three
multi-models: the training of forecasting multi-model and the
training of the decision model (SVR). In this case, the time

2https /Iwww.iso-ne.com/isoexpress/web/reports/load-and-demand/-
/tree/zone-info
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FIGURE 2. Forecasting accuracy based on horizontal, longitudinal, and
cross multi-model.

cost of training the decision model based on these three
methods are almost the same. The average time costs of
forecasting one sample using horizontal, longitudinal, and
cross multi-model are 2.12s, 1.98s, and 2.42s, respectively.
In the procedure of training the forecasting multi-model,
since the cross multi-model consists of 63 individual models,
whereas the horizontal and longitudinal multi-model only
contain 7 individual models, the time cost of training the
cross multi-model is approximately 9 times of the time cost of
training the horizontal and longitudinal multi-model. In this
procedure, the time costs of forecasting one sample of these
three multi-models are 1.53s, 1.49s, and 13.44s. Although
the time cost of training the cross multi-model is higher than
that of the horizontal and longitudinal multi-model, it is still
acceptable and fully meets the actual application require-
ments.

B. CASE II: EFFECTIVENESS OF THE

SECOND DECISION MECHANISM

In this case, we compare the forecasting performance of
the proposed second decision mechanism with that of single
decision models and other model aggregation strategies.

The datasets used in this case are the daily peak load data
of Maine from 2003 to 2015, that of Singapore® from 2006 to
2018 and that of New South Wales* (NSW) from 2003 to
2017. For the Maine dataset, the feature variables used in
this case are the same as those in Case 1. For the Singapore
dataset, the feature variables are precipitation, average TEMP,
maximum TEMP, minimum TEMP, average wind speed,
maximum wind speed, the peak load of the previous 7 days,
weekday attributes, and holidays. The feature variables used
for the NSW dataset are the maximum TEMP, minimum

3https://www.ema.gov.sg/statistic.aspx'.7sta_sid:
20140826Y84sgBebjwKV

4https://aemo.com.au/en/energy-systems/electricity/national—electricity—
market-nem/data-nem/aggregated-data
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TEMP, average TEMP, maximum dew point TEMP, average
dew point TEMP, minimum dew point TEMP, maximum
humidity, minimum humidity, average humidity, maximum
air pressure, minimum air pressure, average air pressure,
electricity price, the peak load of the previous 7 days and
weekday attributes. In each case, data from the last year are
used for testing, and the remainder is used for constructing
the training set. The length of the validation set is 7 — in
other words, the previous 7 samples before the testing sample
are used to calculate the weights or select the best individual
models.

Since the cross decision multi-model consists of 12 indi-
vidual decision models, we compare the accuracy of these
12 individual decision models with that of the proposed sec-
ond decision mechanism in order to demonstrate the effec-
tiveness of the proposed method. The model aggregation
strategy used in the second decision mechanism is AWAS.
We also compare AWAS with the following model aggrega-
tion strategies.

1) SIMPLE AVERAGING

Simple averaging is the most straightforward averaging strat-
egy that calculates the arithmetic mean of all outputs. While it
is simple, easy to apply, and has been widely used in multiple
areas [32], [33], simple averaging is not robust enough to
outliers.

2) TRIMMED AVERAGING

Trimmed averaging (TA) is an extension of simple averag-
ing, which removes two extreme values of the outputs and
calculates the arithmetic mean of the remaining outputs as
the result.

3) WINDSORIZED AVERAGING

Windsorized averaging (WA) replaces the extreme values
by the second highest and the second lowest outputs and
calculates their arithmetic mean.

4) INVERSE ROOT MEAN SQUARED ERROR

In regression problems, RMSE is an important performance
metric, and can, therefore, be used to calculate the weights.
Reference [17] proposed the IRMSE strategy, which com-
putes the weights according to

1
RMSE;
0= BB ™)
Y im| RISE
where RMSE; represents the RMSE of the ith model in the
validation set.

5) MODEL COMPETITION STRATEGY

We introduce two model competition strategies for compar-
isons with the strategies mentioned above. According to the
performance in a static validation set, the first one uses the
output of the best individual model as the final output, which
can be denoted by the Best-S strategy. The second one can be
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Model Maine, 2015 Singapore, 2018 NSW, 2017
MAPE(%) MAE(MW) RMSE(MW)| MAPE(%) MAE(MW) RMSE(MW)| MAPE(%) MAE(MW) RMSE(MW)
SVR-ALL 1.77% 27.06 34.93 1.27% 84.28 114.11 3.33% 316.54 451.99
SVR-HCD 1.75% 26.80 35.07 1.41% 93.29 125.53 3.30% 314.21 452.09
SVR-REC 1.76% 26.92 35.29 1.19% 78.53 108.15 3.86% 375.08 579.15
SVR-LNG 5.01% 77.09 104.49 2.76% 187.14 242.92 5.75% 546.78 787.24
GBRT-ALL 1.70% 26.13 34.66 1.18% 77.21 113.09 2.90% 276.40 419.15
Single decision| GBRT-HCD 1.67% 25.61 34.13 1.21% 79.09 120.72 2.93% 280.63 418.97
model GBRT-REC 1.85% 28.55 37.30 1.13% 74.06 107.40 2.92% 275.76 418.80
GBRT-LNG 2.17% 33.37 44.50 1.44% 96.07 127.16 3.79% 360.58 535.80
MLP-ALL 3.00% 46.27 78.86 1.28% 83.83 120.12 3.09% 294 .82 421.60
MLP-HCD 2.60% 40.38 63.97 1.18% 77.24 114.84 2.97% 282.62 404.88
MLP-REC 2.00% 30.50 40.63 1.26% 82.62 113.94 3.36% 320.92 486.16
MLP-LNG 26.91% 417.55 542.48 20.15% 1359.62 1691.76 21.15% 2057.47 3673.96
Simple 2.70% 41.71 5491 1.87% 124.44 155.92 3.37% 322.39 486.60
TA 1.67% 25.75 33.97 1.05% 69.37 97.28 2.91% 276.53 409.70
Second WA 1.73% 26.68 35.50 1.06% 70.05 97.58 2.94% 279.30 412.55
decision IRMSE 1.65% 25.26 33.10 1.05% 69.00 97.35 2.87% 271.97 404.18
mechanism Best-D 1.91% 29.30 41.49 1.23% 80.91 120.47 3.05% 291.09 426.72
Best-S 2.60% 40.38 63.97 1.18% 77.24 114.84 2.97% 282.62 404.88
AWAS 1.62% 24.89 32.51 1.05% 68.97 97.67 2.82% 268.36 403.27

FIGURE 3. Heat map of the MAPE, MAE, and RMSE values of single decision models and aggregation strategies of the second decision mechanism.

called the Best-D strategy, which uses a dynamic validation
set to select the best model. The Best-S strategy only selects
the best model once, whereas the Best-D selects the best
model in a rolling manner. In this case, the validation set for
the Best-S strategy is the previous year of the test sample.
For example, in the Maine case, data from 2015 are used for
testing, and data from 2014 are used as the validation set for
selecting one best individual decision model.

Fig.3 presents the results. We can see that the accuracy
of the MLP-LNG model in all three cases is very poor. The
reason for the poor accuracy is that the number of samples
of the longitudinal training set is relatively small and that the
feature dimension is large. Therefore, the MLP-LNG model
has overfitted the training data. Here we do not remove the
MLP-LNG model from the decision multi-model. Instead,
we keep it as noise to test the robustness of the model aggre-
gation strategies.

According to the results based on the three datasets, we can
see that the accuracy obtained by IRMSE and AWAS are
better than any of the single decision models. TA and WA
also achieve a satisfactory forecasting performance, which
shows the effectiveness of the second decision mechanism.
The proposed second decision mechanism could combine
the outputs of multiple decision models and overcome the
shortcoming of limited learning ability. Due to the overfit-
ting problem of the MLP-LNG, the performance of simple
averaging is poor. The forecasting accuracy of the Best-S and
Best-D are also at the medium level, suggesting that model
competition strategy may not be the best model aggregation
strategy. Finally, comparing TA, IRMSE, and AWAS, we can
see that the accuracy of these strategies in the Singapore
dataset are almost the same, whereas in the Maine and NSW
datasets, AWAS outperforms TA and IRMSE. AWAS discards
four extreme values of the outputs and assigns weights to
each of the individual models according to their performance
based on the validation set. The application of AWAS could
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TABLE 1. The time costs (s) of model aggregation strategies used in
Case II.

Maine,2015 Singapore,2018 NSW,2017

Simple 3.22x10~° 3.38x10~° 3.07x10~°

TA 5.23x10—3 5.35x10—3 1.33x10—3

WA 7.2x10~3 7.37x10~3 1.84x10—3
IRMSE 043 0.44 0.11

Best_D 2.68x10—2 2.66x10—2 6.68x10—3

Best_S 6.52x10—4 6.42x10—4 1.34x10—4
AWAS 0.44 0.46 0.11

assign higher weights to models with better performances and
reduce the influence of outliers.

Table 1 shows the time cost of all the model aggrega-
tion strategies used in this case. We can see that the time
costs of averaging strategies are significantly lower than
performance-based strategies. Since IRMSE, Best-D, and
AWAS use a dynamic validation set when aggregating the
outputs, the time cost of these three methods are higher than
other strategies. Although the time cost of AWAS the highest,
it still meets the application requirements.

Fig.4 presents the normalized daily peak load of Maine,
Singapore, and NSW. The load variation patterns of these
three regions are significantly different. Singapore is an island
country in Southeast Asia, where the variation range of tem-
perature throughout the entire year is not broad, and thus,
the electric load consumption does not vary much; in addi-
tion, the difference in the load variation in different seasons
is not obvious. However, there is a significant seasonal peri-
odicity of the load variation in Maine and NSW. The daily
peak load of NSW is higher in January, February, May to
August and December, and lower in other months. The load
in Maine changes more in different seasons, with a higher
load consumption from January to March, May to July, and
December. Fig.5 shows the scatter plot of the normalized
daily peak load and the average temperature in these three
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FIGURE 4. Normalized daily peak load of Maine, Singapore, and NSW.
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FIGURE 5. Scatter plot of the normalized daily peak load and average
temperature of Maine, Singapore, and NSW.

regions. It is obvious that the load and temperature of Singa-
pore show a linear relationship and fluctuate little through-
out the entire year. The relationship between the load and
temperature of Maine and NSW are similar, showing a V
shape, and the load is higher when the temperature is lower or
higher. The difference is that, in Maine, the load consumption
trough occurs when the temperature is approximately 12°C,
whereas in NSW, the trough occurs when the temperature is
approximately 20°C. This outcome is clearly related to the
geographical location, climate, environment, residents’ living
habits, etc. It can also be seen from the figure that Maine
has a significant temperature fluctuation throughout the year,
the minimum temperature is approximately —20°C and the
maximum is approximately 30°C. Whereas the minimum
and maximum temperatures of NSW are approximately 10°C
and 32°C, and those of Singapore are approximately 22°C
and 30°C, respectively. Maine is located in New England in
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TABLE 2. Average values and standard deviations of MAPE, MAE and
RMSE obtained by IRMSE, Best-D and AWAS based on different validation
set lengths.

IRMSE Best_ D AWAS
MAPEC) | ST0 | 436010-2 | 14.19x10-2 | 98510-°
MaEaw) | AVG | 2278|2100 | 240076
RMSEOW) | S5 | SSie | i | oatsr

the United States, Singapore is in Southeast Asia, and New
South Wales is in the southeast of Australia. These three
regions have completely different characteristics in terms
of weather, climate, load variation pattern, residents’ living
habits, geographical location, etc. The experimental results
based on these three datasets can fully illustrate that the
effectiveness of the second decision mechanism based on
the decision multi-model and AWAS is dataset-independent,
showing that this method has excellent generalization ability
and wide application scope.

C. CASE IlI: INFLUENCE OF THE VALIDATION SET LENGTH
AND LEARNING PARAMETER 1

For AWAS, IRMSE, and Best-D, which need a dynamic
validation set to calculate weights, in the previous case studies
the length of the validation set was 7. In this case, to study the
influence of different validation set lengths on the forecasting
accuracy of CMSDM and to explore the best length of the
validation set, we run the experiment 90 times. The initial
length of the validation set is set to 1, and in each iteration,
we increase the length of the validation set by 1 and compare
the forecasting performances of these three model aggrega-
tion strategies. The dataset used in this case is the daily peak
load of Maine, and the data from 2015 are used for testing.
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Table 2 presents the average values and standard deviations
of the MAPE, MAE, and RMSE obtained by three strategies
with different validation set lengths. From the table, we can
see that the average values of these three performance metrics
for the AWAS are lower than those of IRMSE and Best-
D, and the standard deviations are much lower. The results
show that AWAS not only has higher forecasting accuracy but
also higher stability than the other strategies, demonstrating
that AWAS is not sensitive to the validation set length and
could provide high accuracy, high stability, and robustness
aggregation results.

MAPE (%)
MAE(MW)
RMSE(MW)

10 20 30 40 50 60 70 80 90
Length of Validation Set

FIGURE 6. MAPE, MAE, and RMSE obtained by AWAS based on different
validation set lengths.

Fig.6 shows the MAPE, MAE, and RMSE obtained by
AWAS with different validation set lengths. The results show
that when the validation set length is 6, AWAS obtains the
best forecasting performance. When the validation set length
is larger than 6, the forecasting performance will decrease
slowly, but the fluctuation in the accuracy is not obvious. Nev-
ertheless, the difference between the maximum and minimum
values of the three metrics are 0.0097%, 0.1565 MW, and
0.1785 MW, respectively. Considering the average values and
standard deviations of MAPE, MAE, and RMSE, we believe
that the length of the validation set has little influence on the
AWAS’s accuracy.

The value of the learning parameter 1 controls the sensitiv-
ity of AWAS. When n = 0, all the individual models get the
same weight, and with the increase of 1, individual models
with better performance will get higher weights. To explore
the influence of 7, we set the value of n from 0, 0.01, 0.02 to
1.00, run the experiment 101 times, and compare the MAPE,
MAE and RMSE obtained in each iteration. We can see from
Fig.7 that the variation of MAPE and MAE are similar to each
other, they decrease with the increase of  when it is less than
0.32, and after that, the value of MAPE and MAE increase.
When the value of 7 is 0.32, the lowest MAPE and MAE
could be obtained. Whereas for RMSE, the variation pattern

VOLUME 8, 2020

MAPE(%) \
MAE(MW)
RMSE(MW)‘

00 01 02 03 04 05 06 07 08 09 10
Value of n

FIGURE 7. MAPE, MAE, and RMSE obtained by AWAS based on different
values of 5.

is different, and the lowest RMSE could be observed when
the value of 7 is 0.03. Nevertheless, the accuracy obtained by
AWAS with different values of 1, in this case, is still higher
than that obtained by other strategies. This case shows that
the stability and accuracy of the AWAS are superior to other
strategies.

D. CASE IV: COMPARISON BETWEEN CMSDM AND
OTHER STATE-OF-THE-ART METHODS

In this case, we compare the proposed CMSDM with the
method proposed by [19], [34], and [35], which can be
referred to as the HEFM, BART, and Bi-LSTM method based
on AM and RU. The datasets used in this case are the daily
total load of New England® from 2003 to 2015 and the
half-hourly load of NSW from January 1, 2009, to January 6,
2010.

1) COMPARISON WITH HEFM AND BART
HEFM is an online second learning method based on multi-
models, and it uses LSSVM as the decision model in the
decision stage. Bayesian additive regression trees (BART)
is a Bayesian sum-of-tree model [36]. In STLF, BART is
considered to be an accurate model that could effectively
capture the nexus between electricity consumption and cli-
mate variability [34]. In this case, we compare the CMSDM
with HEFM and BART based on the dataset of the daily total
demand of New England. The feature variables used are dry
bulb TEMP, dew point TEMP, holidays, observances, date
index, weekday attributes, and the load values of the previous
7 days, and the data from 2015 are used for testing. The
validation set length is 6.

A comparison of the MAPEs obtained by the three methods
are shown in Fig.8. As we can see, CMSDM outperforms

5 https://www.iso-ne.com/isoexpress/web/reports/load-and-demand/-
/tree/zone-info
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FIGURE 8. MAPE of BART, HEFM, and CMSDM.

TABLE 3. MAPE and RMSE obtained by the CMSDM and Bi-LSTM methods
based on AM and RU.

Model MAPE(%) RMSE(MW)
Bi-LSTM method based on AM and RU 1.030 103.53
CMSDM 0.5979 63.00

HEFM and BART in 9 out of 12 months, and in January, May,
and August, the MAPE of the CMSDM is slightly higher
than that of HEFM. The MAPE of CMSDM, HEFM, and
BART for 2015 are 1.98%, 2.25%, and 3.08%, respectively.
The CMSDM outperforms HEFM and BART and increases
the forecasting accuracy by 12.0% and 35.7%, respectively.
The performance of CMSDM and HEFM is better than that
of BART, suggesting that multi-model methods could obtain
better results than single model methods. Comparing HEFM
with CMSDM, in the decision stage the decision model used
by HEFM is LSSVM, which is a single model, whereas
CMSDM applies the second decision mechanism based on
the decision multi-model and AWAS in the decision stage,
which improves the learning ability of the nonlinear rela-
tionship and adjusts the forecasting results according to the
performance of individual models and finally improves the
forecasting performance. The average time costs of CMSDM,
HEFM, and BART for each sample are 63.4s, 46.4s, and
142.2s, and all of them are entirely acceptable.

2) COMPARISON WITH BI-LSTM METHOD BASED

ON AM AND RU

The Bi-LSTM method based on AM and RU is a deep
learning method proposed by [35], which combines the

TABLE 4. The difference of the CMSDM with other methods.

attention mechanism, rolling update, and bi-directional long
short-term memory neural network. Case studies based on
NSW half-hourly data show that the Bi-LSTM method based
on AM and RU is superior to other methods. Reference [35]
used 9 feature variables, including the previous 3 historical
load values, dry bulb TEMP, dew point TEMP, wet bulb
TEMP, humidity, electricity price, and load value at the same
time of the previous day. The data from December 31, 2009 to
January 6, 2010, are used for testing. To compare with the
Bi-LSTM method based on AM and RU, we use the same
feature variables and apply the CMSDM to the same dataset
used by [35]. In this case, the horizontal training set contains
the previous 1000 samples of the test sample, and the longi-
tudinal training set contains all historical samples at the same
time as the test sample. The cross training set is constructed
by combining the horizontal training set and the longitudinal
training set. For the decision multi-model, in addition to the
two training sets construction method used for forecasting
multi-model, another training set construction method that
recursively used the previous 3000 historical samples at the
same time as the test sample is applied to construct the cross
training set. The validation set length is 6.

The comparison result is shown in Table 3, and the fore-
casting accuracy of Bi-LSTM method based on AM and RU
is directly cited from [35]. From Table 3 we can see that the
proposed CMSDM outperforms the Bi-LSTM method based
on AM and RU and improves the forecasting accuracy by
42.0% and 39.1% in terms of the MAPE and RMSE, respec-
tively. Although the proposed CMSDM is not a deep learning
method, it can still obtain better forecasting performance and
shows better learning ability. According to [35], the time cost
of the Bi-LSTM method based on AM and RU is 24.4s. In this
case, the time cost of CMSDM for making a prediction for
one sample is 32.7s. However, CMSDM is based on the one-
step-ahead forecasting principle to obtain the best forecasting
accuracy. Hence the overall time cost is significantly higher
than the method proposed by [35]. Nevertheless, since this
case is based on a half-hourly load dataset, the time cost of
CMSDM is still acceptable and fully meets the application
requirements.

Table 4 shows the comparison between CMSDM, HEFM,
BART, and Bi-LSTM method based on AM and RU pro-
posed by [35]. We can see from the comparison that the pro-
posed CMSDM is different from other methods in multiple
aspects. In terms of forecasting performance, the compari-
son results of the CMSDM and two single model methods,
namely, the BART and Bi-LSTM method based on AM and
RU, demonstrate the advantages of multi-model methods.

Training set selection Decision mechanism

Horizontal training set
Horizontal training set

Category
BART Shallow learning, single model
Bi-LSTM method based on AM and RU Deep learning, single model
HEFM Multi-model
CMSDM Multi-model

Bootstrap sampling
Cross training set

Single decision model
Second decision mechanism
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Compared with HEFM, the CMSDM applies the second
decision mechanism, which overcomes the shortcoming of
single decision models’ insufficient ability to learn nonlinear
relationships, and makes full use of the forecast capabilities
of different models and finally improves the forecasting accu-
racy and stability. Case studies based on real-world datasets
from different regions show that the CMSDM is not limited
by datasets and can achieve accurate and robust forecasting
results in different regions and time periods.

IV. CONCLUSION

This paper proposes an STLF method based on cross
multi-model and second decision mechanism. The cross
training set constructed in the CMSDM combines the advan-
tages of the horizontal training set and the longitudinal train-
ing set. Models built based on the cross training set can fully
learn the load variation trend, and the forecasting perfor-
mance can be improved. The second decision mechanism is
used to aggregate the outputs of the forecasting multi-model,
which could significantly improve the learning ability of
the nonlinear relationship, adaptively adjust the aggregation
results of multi-model outputs, and effectively improve the
forecasting accuracy and stability of the CMSDM. Case stud-
ies were conducted based on real-world datasets, including
load data from the state of Maine, the region of New England,
Singapore, and New South Wales of Australia. Since these
datasets are from different regions, where the climate, resi-
dents’ living habits, weather, and geographical environment
are completely different from one another, the experimen-
tal results based on these datasets could demonstrate the
strong generalization ability and wide application scope of
the CMSDM.

The model aggregation strategy is the key to improving the
forecasting accuracy of multi-model methods. We compare
8 model integration strategies based on the load data from
Maine. The case study shows that simple averaging is not
sufficiently robust when facing outliers. The robustness and
accuracy of TA and WA are better than those of simple
averaging. The IRMSE assigns weights to individual models
based on their performance and provides satisfactory results,
but it is not sufficiently stable or robust. Model competition
strategies cannot provide an accurate aggregation output.
Compared with these strategies, the aggregation results of
AWAS are more accurate and robust, and less sensitive to
outliers or the validation set lengths. The application of the
AWAS could effectively enhance the accuracy and stability
of multi-model methods.

The proposed CMSDM is not limited to STLF. We can
also apply this method to other regression problems, such
as traffic flow forecasting and air quality forecasting. With
a few modifications, the framework of the CMSDM can
also be applied to solve classification problems. However,
when facing different problems and datasets with different
characteristics, how do we determine the best length of the
validation set? How do we select learning algorithms to con-
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struct the multi-model? These problems are worthy of further
research.
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