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ABSTRACT The introduction of IPsec into software-defined networking (SDN) can secure communication
in an SDN southbound interface, i.e., communication between the controllers and the switches. However,
due to the static configuration of IPsec cryptographic algorithms, the invocation of these algorithms cannot
dynamically self-adapt to traffic fluctuations in SDN southbound communication. To address the contra-
diction between link security and communication performance incurred by IPsec encryption, an evaluation
model to find a trade-off between communication performance and link security is presented in this paper.
An invocation mechanism based on the Free-to-Add (FTA) method is also proposed to optimize the invo-
cation mode of cryptographic algorithms in traditional IPsec. Based on the real-time network status and the
impact of the IPsec encryption process on the network latency and throughput, a feedback-based scheduling
scheme is designed to enable the IPsec algorithms in use to be flexibly replaced and synchronously switched,
and two policies are applied to determinate the appropriate encryption algorithm(s). The validity and
effectiveness of the FTA-based mechanism are verified and evaluated on an SDN/OpenFlow platform in
which IPsec security gateways are deployed. The feedback-based scheduling scheme is evaluated in terms
of packet processing latency, distribution of optional encryption intensity, and the hit rate of encryption
intensity.

INDEX TERMS Algorithm invocation, communication security, IPsec, software-defined networking (SDN),
southbound interface (SBI).

I. INTRODUCTION
The software-defined networking (SDN) paradigm decouples
the control plane from the underlying data plane [1]. It intro-
duces network programmability and other features to promote
network flexibility by adapting to constantly changing net-
work conditions and facilitating the verification and deploy-
ment of the network. Although some new features have been
introduced into the SDN to provide more convenience for
network management [2], [3], several new types of security
threats have emerged due to a lack of consideration of security
issues in the original design of the SDN architecture.

The OpenFlow protocol is a widely adopted communi-
cation standard for the southbound interface (SBI) in SDN
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networks, and it is critical to establish a isecure SBI commu-
nication. As the control plane communicates with the data
plane using OpenFlow-supported instructions, the feature of
separation between these two planes means that the control
flows are insecure when passing through exterior network
links. OpenFlow therefore cooperates with the transport
layer security (TLS) protocol to secure the communication
between the SDN controller(s) and the switches (i.e., SBI
communication) [5]. Nevertheless, the TLS protocol is too
complicated to verify and is insufficiently robust against
man-in-the-middle (MITM) attacks to guarantee security, and
thus has become an optional support that is unnecessary
for OpenFlow [6]. Without the security protection of TLS,
TCP-based SBI communication is vulnerable to tapping and
forgery of control information, which makes the network
insecure and unreliable.
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Therefore, Internet Protocol security (IPsec) is introduced
in this paper to guarantee security in the SBI of the controller
and maintain secure communication between the controller
and the switches in the SDN network. IPsec has been widely
adopted to protect communications between entities at IP
layer, such as the host-to-host, gateway-to-gateway, and host-
to-gateway communications [7]. That is, IPsec, which was
originally developed for IPv6, can also ensure communica-
tion security in the IP layer and does not require extra support
from the controller.

Much research has focused on reducing the complexity
and improving the efficiency of IPsec cryptographic algo-
rithms [8]. However, the rigid invocation of cryptographic
algorithms in IPsec makes it inflexible and less able to
meet the security demands of current networks, which are
becoming more complicated than before. The system should
be able to guarantee highly secure and reliable communi-
cations [9]. Moreover, the IPsec cryptographic algorithms
have ever-increasing effects on communication performance,
and the security demands are highly diversified due to the
varied nature of the characteristics of the network traffic.
It is imperative to achieve the best trade-off between the
performance and security of software-defined networks [10].
All these issues require further exploration.

A flexible invocation mechanism for the IPsec encryption
algorithms will be studied in this paper. Compared with the
native IPsec algorithm invocation in SBI communication in
SDN networks, we provide the following contributions:
• We present an evaluation model to find a trade-off
between the communication performance and the link
security.

• We design an FTA-based invocation mechanism with
feedback-based scheduling, based on both the real-time
network status and the impact of the IPsec cryptographic
process on network performance.

• We propose two policies for feedback-based schedul-
ing for the selection of the appropriate encryption
algorithm(s).

The rest of this paper is organized as follows. Section II
discusses the issues to be addressed in this paper. Section III
presents an evaluation model for analyzing the balance
between network performance and link security. Section IV
describes the FTA-based invocation mechanism of IPsec
cryptographic algorithms and the feedback-based scheduling.
Section V demonstrates the proposed scheme via experi-
ments and compares it with the original IPsec scheme. Two
proposed determination policies are also evaluated in three
modes. Finally, the conclusions of this paper are drawn in
Section VI.

II. BACKGROUND AND MOTIVATION
A. COMMUNICATION SECURITY IN THE SOUTHBOUND
INTERFACE
Prior work related to SDN is mostly focused on deploy-
ment scenarios, and little research has addressed the security
issues of this architecture [2], [11]. SDN controllers now

encounter many security threats, and the main countermea-
sures are to design and implement new secure SDN con-
trollers or to develop combinable security module libraries
for controllers [12]. The first SDN controllers to be developed
were mainly responsible for controlling and scheduling net-
work resources, and insufficient attention was paid to secu-
rity. Even worse, the transmission of SDN control messages
through the SBI was implemented using the network con-
figuration protocol (NETCONF), which is protected only by
TLS and lacks practical encryption and integrity checks [10].
With more and more varied potential security threats sur-
facing, the further development of SDN will be severely
impeded.

The security of SDN controllers has become one of the
core tasks for current research in this area, and several
schemes have been designed to enhance SBI security [4],
[13], [14]. These new controllers achieve better and more
comprehensive security than general SDN controllers and
reduce the risk from the SBI [15]. However, some risks still
cannot be eliminated by secure controllers while exchanging
control messages with switches, for instance MITM attacks,
which exploit the flaw in the TLS protocol, and the risks
of tapping and forging control messages when using TCP
connections [16], [17].

In typical deployment scenarios involving SDN, these
security problems tend to be handed over to links that are
external to the controller, meaning that these security issues
are addressed by the network itself [18]. The most common
attacks taking place in the SBI include distributed denial of
service (DDoS) and source address spoofing. Many studies
have been undertaken relating to defending against DDoS
attacks [19], [20], and these typically protect the network
using connection migration. Based on the counter informa-
tion in the controller, AVANT-GUARD [20] removes all
unmatched packets except SYN/ACK packets to eliminate
threats to SBI communication by adding connection migra-
tion and an incentive trigger module. Defending against
source address spoofing attacks is based on source address
authentication by using security protocols, e.g., IPsec and
TLS.

When it comes to network security protocols, data trans-
mission is more deployable and efficient in IPsec than in
TLS. In addition, IPsec encrypts the data at the network
layer, which is a more comprehensive and secure method
of communication between controllers and switches without
involving other application traffic [21], [22]. A security con-
troller based on SDN can provide IPsec-based flow protection
in two main scenarios: gateway-to-gateway and host-to-host.
The research presented in [23] focuses on the lack of a
mechanism for dynamic key distribution to network security
functions (NSFs) whose job is to protect data traffic between
network resources by implementing IPsec.

In summary, as the standard security protocol suite of IPv6,
IPsec can guarantee security of the SBI communication for
the SDN controller and meet the network requirements for a
network evolving towards IPv6.
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B. TRADE-OFF BETWEEN IPSEC ENCRYPTION AND
COMMUNICATION PERFORMANCE
It is also imperative to evaluate the impact of the link
security provided by IPsec on the performance required of
SBI communication in SDNnetworks. An increase of encryp-
tion strength will result in higher costs and lower perfor-
mance [24]. So we should try to decrease the cost to maintain
the performance, with the promise that system security is
guaranteed.

When deploying IPsec for secure communication,
the packing/unpacking of security headers and encryption/
decryption payload are included in the packet processing;
these require more time and more system resources, which
ultimately reduces the overall communication performance.
Network delay and throughput are two key network perfor-
mance metrics. They will be affected and change due to the
fluctuation in the traffic and shifts in the distribution of the
packet sizes. Although the impact is small and the network
performs well when the CPU load of the network devices is
low, the situation will change if IPsec is introduced. IPsec
encryption processing will aggravate the network congestion
under high traffic conditions, producing lower throughput
and higher delay and traffic fluctuation. In addition to the
overhead from the IPsec security headers, packet processing
becomes more complex, which results in longer processing
times and more energy consumption. As the overload of the
security headers increases, so does the payload.

A further aim is to achieve the best trade-off between
IPsec encryption and communication performance [10]. On a
link secured with IPsec, variations in the traffic and the
distribution of the packet sizes may have a noticeable impact
on throughput and network delay. In addition, this impact
varies with the processing performance of the encryption
algorithms.

C. ISSUES RELATED TO IPSEC ALGORITHM INVOCATION
A flexible mechanism for the selection and invocation of an
IPsec cryptographic algorithm that considers the real-time
network status is urgently needed in order to achieve a good
trade-off between IPsec encryption and communication per-
formance [23]. Some issues related to the invocation of the
IPsec algorithm will be discussed below.

The IPsec protocol is mature in terms of its architec-
ture but rigid with regard to the invocation of its crypto-
graphic algorithms. Taking the case of StrongSwan, an open
source IPsec-based virtual private network (VPN) solution
for Linux, as an example, an algorithm for encrypting data is
specified in the configuration file, and the user must modify
the configuration file in order to use another algorithm. The
demand for customized algorithms and for more algorithms
to be supported by IPsec is also urgent in various application
scenarios, alongside the mounting importance of network
security. As far as our knowledge extends, little research
has focused on flexibility with regard to the subsequent
invocation of IPsec algorithms.

When IPsec is adopted to provide security for SDN
controller–switch communication, it is inconvenient for the
user to add a customized algorithm to the switches, because
the vendors limit the modifications of the switches, and
the addition or upgrading of a device therefore results in
high costs. Furthermore, IPsec encryption/decryption will
decrease the performance, even though there are certain per-
formance requirements for the SBI communication.When the
traffic fluctuates, consumption forms a bottleneck problem
of communication and amplifies the variation in traffic and
communication performance. In view of this, it is necessary
to either upgrade the network devices to reduce the impact,
or try to strike a balance between the link security offered by
IPsec and the communication performance of the SBI in SDN
networks through an effective IPsec algorithm invocation.
The determination of the strength of the algorithm needs
to consider not only whether the algorithm can withstand
current known attacks but also an invocation of the algorithm
based on its encryption strength [25].

III. EVALUATION MODEL OF THE BALANCE BETWEEN
IPSEC ENCRYPTION AND COMMUNICATION
PERFORMANCE
In this section, we will analyze the impact of IPsec encryption
on the communication performance and present an evaluation
model for the balance between them.

A. CONTROLLER–SWITCH COMMUNICATION,
ASSUMPTIONS AND NOTATION
The framework for communication between the controller
and the switch, or SBI communication in the IPsec-deployed
SDN scenario, is illustrated in Figure 1. The metrics used to
evaluate the communication performance, namely, delay and
throughput, only relate to the SBI communication, rather than
that of the whole network. The network devices (also called
nodes) include SDN controllers and OpenFlow switches.

FIGURE 1. IPsec-deployed link communication between SDN controller
and OpenFlow switch.

To simplify the analysis of the effect of the algorithms,
we make three assumptions:
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• Assumption 1: There are multiple algorithms with a
similar security intensity and different system resource
requirements, and the performance of these algorithms
has been optimized.

• Assumption 2: The link bandwidth is not considered
to be a system resource that is required for the IPsec
encryption/decryption or communication.

• Assumption 3: The variation in network delay is only
associated with the queuing latency and the processing
latency of encryption/decryption, and other latencies
remain unchanged.

Our study does not include concrete encryption algorithms,
so it is assumed that the encryption strength of each algorithm
is already known as given in Assumption 1.

The methods of defending against known attacks and the
time of these attacks should be taken into account [25], [26]
when considering the strength of the algorithm, and the selec-
tion of the algorithm is the job of the network administrator.
Therefore, in this paper we just assume that the encryp-
tion strengths of the IPsec algorithms have been classified
into different levels without considering how to select the
algorithms.

For clarity, the notation used to describe the evaluation
model, policies, and algorithms in the following sections are
listed in Table 1.

TABLE 1. Notation used in modeling and analyzing.

B. IMPACT OF IPSEC ON NETWORK PERFORMANCE
Data encryption and communication involve significant net-
work resource overheads, and the performance bottleneck
in some network nodes can create network congestion and
performance fluctuation.

1) LATENCY OF CONTROLLER–SWITCH COMMUNICATION
In the scenario of the communication between the controller
and the switch shown in Figure 1, the latency D consists
of three parts: the propagation latency Dt , the processing
latency Dp, and the queue latency Dq, and is calculated as
follows:

D = Dt + Dp + Dq, (1)

where the propagation latency Dt is mainly related to the
hardware environment of the network rather than the deploy-
ment of IPsec. We therefore ignore it when computing the
network delay.

The processing latency Dp includes the forwarding
latency Df and the encryption/decryption latency De:

Dp = Df + De. (2)

The packets forwarded between the controller and the
switches must get through the encryptiondecryption units,
and the time spent in these units is the major contribution to
the forwarding latency of these packets. Since it is generally
stable, the forwarding latencyDf is regarded as a constant c0.
UnlikeDf , the values of the encryption/decryption latencyDe
will have major variations when different cryptographic algo-
rithms are applied. The encryption/decryption time for the
IPsec encapsulating security payload (IPsec ESP) is relatively
fixed, and we therefore neglect changes in this quantity and
merge it into the constant c0.

The queue latency Dq is determined by the forwarding
performance Pi and the amount of queued data Wi at each
node i, and is calculated by (3):

Dp =
∑
i

Wi

Pi
. (3)

At a forwarding node, the processing performance has a
certain value, meaning that the value of the queue latency Dq
is positively correlated with the size of the queued pay-
load. On the other hand, for a node executing encryption/
decryption, the performance of the cryptographic algorithms
may increase the processing time and thus affect the queue
latency.

Given the above, we know that for the IPsec communica-
tion shown in Figure 1, the queue latency Dq and encryption/
decryption latency De are the main factors influencing the
latencyD, and other delays with relatively fixed values can be
set as constants. The delayD can therefore also be formulated
as follows:

D = Dq + De + c0. (4)

The value of D will increase linearly with the queue
latency Dq as the queue becomes congested due to the
increasing traffic. However, D is also affected by the encryp-
tion/decryption process of IPsec. The queue latency Dq and
encryption/decryption latencyDe vary with the cryptographic
algorithm(s) used, the processing speed, the cryptographic
capacity of the nodes, etc.
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2) THROUGHPUT OF CONTROLLER–SWITCH
COMMUNICATION
The deployment of IPsec also influences the network
throughput. The packing/unpacking of IPsec ESPs and
encryption/decryption result in greater resource consump-
tion. Moreover, the link throughput will degrade, since the
queue latency of the nodes implementing IPsec cryptographic
processes is higher than that of the normal nodes due to
more time to encrypt the packets. These nodes may become
a performance bottleneck and cause network fluctuation.

The throughput T is given by

T =
W
D

, (5)

where W and D denote the amount of payload transferred
and network latency, respectively. When W is given and
unchangeable, a higher latency D goes along with the lower
throughput T . However, a more serious effect is that the
throughput will dramatically reduce if the traffic starts to fluc-
tuate significantly and the queue latency increases sharply.

The types and sizes of the control messages through the
SDN/OpenFlow SBI vary, and W is therefore calculated as
the sum of the package payload of each control message wi
transferred via SBI:

W =
∑
i=1,k

wi. (6)

After encapsulating the IPsec ESP header hi into the pay-
load, the amount of data transferred between the controller
and switches Q can be expressed as

Q =
∑
i=1,k

(hi + wi). (7)

According to (6) and (7), we have

Q = W +
∑
i=1,k

hi. (8)

The throughput T is then computed by

T =
Q
D
=

W +
∑k

i=1 hi
Dq + De + c0

. (9)

From (9), we can see that the throughput will change
according to the distribution of the package sizes when W
and the bandwidth are invariant. A greater number of small
packages means a higher number of packets k , and the con-
sequent header overhead may lead to lower throughput.

3) RELATION BETWEEN IPSEC SECURITY AND NETWORK
PERFORMANCE
Based on the previous analysis, we know that if the IPsec
encryption/decryption processes is executed quickly with few
resources, the processing latency of encryption/decryption
and the queuing latency of data forwarding in the link
will decrease. Thus, we can obtain the following informa-
tion about the relation between IPsec security and network
performance:

• IPsec encryption/decryption may degrade commu-
nication performance. The stronger the encryption,
the greater the resource consumption and the more pro-
cessing time required, leading to a greater impact on the
communication performance.

• When the data traffic fluctuates, the offset of the packet
size distribution will result in a reduction in throughput
and an increase in latency. The impact of the IPsec
encryption/decryption on the communication perfor-
mance can be reduced to below a guaranteed security
level.

C. BALANCE EVALUATION MODEL
An evaluation model is presented in (10) to determine the
exact feedback based on the degree of balance for scheduling
algorithms and used in our IPsec invocation mechanism:

M =
we
ws

, (10)

whereM , we and ws denote the degree of balance, the weight
of link security, and the weight of communication perfor-
mance, respectively. For instance, if the network perfor-
mance is the highest priority factor in a certain scenario,
a higher-level encryption algorithm is needed in IPsec when
the value ofM varies over the effective range.

The weight of link security we is adjusted according to the
network security status, and its value will increase when the
risk of network security increases. With increasing security
level of the IPsec encryption algorithm, the security risk
keeps declining, and the security weight we is also reduced
to the initial value of zero. The weight of communication
performance ws is related to the throughput, latency and the
possibility of security risks. When an attack or security risk
is detected, then security becomes the primary goal, and ws
remains the same.

Assumption 3 indicates that the network delay depends
only on the queuing latency and encryption/decryption
latency. If the latency exceeds the maximum latency of the
normal link, this means that the queue congestion is very
heavy. In this case, it is necessary to increase the value of ws
and to switch to an encryption algorithm that can provide
better performance in order to guarantee communication per-
formance. The weight of the communication performance is
calculated using (11):

ws =

{
max(1, Dn

Dmax
), if we = 1

1, if we 6= 1
, (11)

whereDn denotes the latency obtained from the nth sampling
andDmax is the maximum latency of the link status in normal
operation. Since changing from one encryption algorithm to
another does not vary continually the performance of the
encryption, yet the latency of the sampled network may be
continuously changing, we set the algorithm switch criterion
according to (12), where pj is the processing performance of
the jth encryption algorithm in the algorithm set A. Note that
the switch criterion is a range of values rather than an exact
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value, and the security level of the candidate algorithms for
scheduling should meet the security demand.

if M ≥ pj
pj+1

, switch to an algorithm with
a higher security level, until
reaching the inital algorithm.

if M ≤ pj
pj−1

, switch to an algorithm providing
higher process performance,
until reaching the algorithm
with the lowest security level.

(12)

IV. INVOCATION MECHANISM FOR IPSEC
CRYPTOGRAPHIC ALGORITHMS
A. IPSEC IN SDN ARCHITECTURE
Due to the separation of the control and data planes, SDN
controllers and switches are in different network locations.
Controllers are usually high-performance hosts or servers,
meaning that the deployment of IPsec is straightfor-
ward and convenient. In most OpenFlow switches (e.g.,
Juniper EX4550), vendors tend to limit modifications. Thus,
local implementation of certain customized demands of
users becomes difficult, such as that of specific security
demands.

In this case, a computer card or development board (e.g.,
the Raspberry Pi) can be added to the OpenFlow switches
to build an IPsec secure gateway, as shown in Figure 2. The
open architecture of IPsec facilitates the addition of new or
customized cryptographic algorithms, and it is helpful in con-
structing a communication system with stronger closure and
higher-level security. Moreover, IPsec can guarantee secure
communication between controllers and OpenFlow switches
via the IPsec security gateways. The added computer card or
development board will enable optional functions and easily
managed operation without exerting a negative impact on the
configurations of the OpenFlow switches, system operation,
data forwarding, and so on.

FIGURE 2. IPsec deployment scheme in SDN.

B. FREE-TO-ADD INVOCATION OF CRYPTOGRAPHIC
ALGORITHMS
According to the workflow of StrongSwan 5.4.0, we know
that the process of IPsec encryption communication can be
divided into two parts: Internet key exchange (IKE), and
encryption in session (ES), which is subsequently carried out
in the kernel. Retaining the basic IPsec workflow, an invoca-
tionmechanism (shown in Figure 3) called FTAwas proposed
in our previous paper [27] to provide flexible addition and
invocation of a cryptographic algorithm for IPsec in SDN net-
works. Two software-defined interfaces, an algorithm-control
interface, and a subalgorithm interface were designed for use
in FTA.

FIGURE 3. Invocation process of encryption algorithms in FTA-based
IPsec (SA: security association; SPD: security policy database; SAD: SA
database; AC: algorithm control; Sub-A: subalgorithm).

The FTA-based invocation is to some extent based on the
concept of software-defined everything, and the usage of
IPsec is made scalable and flexible with the two opening
interfaces. The FTA mechanism does not directly invoke the
specific encryption/decryption module Algo.ko, but invokes
an FTA implementation module, called my_alg.ko.

In an IPsec-deployed link communication, the termi-
nals are divided into two categories: the controlling ter-
minal and the receiving terminal (i.e., server and client).
An IPsec-encrypted tunnel based on StrongSwan 5.4.0 is
established between the server and client terminals, to which
new algorithms have been successfully added. The security
of the TCP sessions between the server and client is ensured
due to the existing encrypted tunnel, and these terminals
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communicate with the FTA module via netlink to ensure
synchronous control of algorithms [27].

The implementation of an FTA-based invocation mecha-
nism consists of an external control unit, and controlling-
receiving, netlink and algorithm-selection units.

• External control unit
Themain task of the external control unit is to invoke and
combine the specific cryptographic algorithms through
the algorithm-control interface. Flexible combinations
of algorithms (i.e., combined policies) and multiple
encryptions are supported via the subalgorithm and
algorithm–controller interfaces.

• Controlling-receiving unit
This unit is responsible for synchronizing the policies
in both terminals of communication. The controlling
terminal, known as the server, first specifies a pol-
icy and initiates policy synchronization. The other end
(namely, the client) then receives the policy issued by the
server and synchronically maintains consistency with
the server.

• Netlink unit
The task of the netlink unit is to deliver the received
IPsec policy to the specified location in the kernel.
After confirming that the received policy is synchro-
nized, both parties in communication (i.e., server and
client) will distribute the policy to the corresponding
kernel layers. Having received the message from the
controlling-receiving unit and sent it to the algorithm
module of the kernel for verification, the netlink unit
will wait for the next message if the policy is validated;
otherwise, it will repeatedly send the policy to the kernel
until verification is obtained.

• Algorithm-selection unit
In the algorithm-selection unit, a specific cryptographic
subalgorithm is selected and executed according to the
policy delivered by the netlink unit. Here, we refer
to the algorithm management module as my_alg.ko
(as shown in Figure 3); this handles the functions of
initialization, unloading, login, logout, etc. The selected
cryptographic algorithms can be implemented in various
kernel modules or by using a unified subalgorithm
library. The algorithms are selected by following the
steps in Algorithm 1, while the IPsec stack of the kernel
encrypts or decrypts the ESP payload.

The function of the cryptographic algorithm is to serve as
the subalgorithm interface. Based on the policy forwarded by
the netlink unit, the algorithm-selection unit finds the appro-
priate subalgorithms and performs cryptographic operations.

C. FEEDBACK-BASED ALGORITHM SCHEDULING
In this section, we present a feedback-based adjustment
model that takes into consideration the trade-off between
communication performance and link security, and we
examine how to schedule, select, and adjust suitable IPsec
cryptographic algorithms based on the model.

Algorithm 1 Algorithm Selection

1 Load my_alg.ko and allow algorithms to login to the
kernel;

2 Wait for IPsec invocation;
3 Input the data to be encrypted or decrypted;
4 Read the policy forwarded by the netlink unit, and
select the specific algorithm(s) according to the policy;

5 Output the encrypted or decrypted data;
6 if my_alg.ko is not unloaded then
7 goto Step 2;
8 end
9 Allow algorithm(s) to logout, and unload my_alg.ko;

10 return;

1) FEEDBACK-BASED ADJUSTMENT MODEL
This feedback model is implemented by the control program
supported in the SDN application layer. The status S of the
IPsec-secured links is defined by a triplet (T ,D,E), where
T , D and E denote throughput, latency, and security level of
the link, respectively. Each cryptographic algorithm or policy
corresponds to a certain level of security, and the level of
link security E limits the other two factors T and D when
the traffic load and the distribution of the packet size do not
vary. Hence, the security level of link E should be adjusted
according to the current values of T and D and the security
demand.

We have designed a feedback-based adjustment model for
the IPsec security algorithms, as shown in Figure 4. Having
set the level of security, all the algorithms form an algorithm
set A (a1, a2, . . . , an), n > 2, in which a higher index of an
algorithm means that it can provide greater security strength.
In the encryption process, a cryptographic algorithm can be
replaced by another algorithm with a higher security level
when the demand for security increases.

A median algorithm aj(j = [n/2]) is selected as the initial
algorithm for SBI communication. The algorithm to be used
will be switched according to the feedback from the later
communication performance evaluation. The simple adjust-
mentmodelmaintains a balance between the encryption secu-
rity and communication performance, in which the key is to
select a suitable encryption algorithm to be used based on the
demands for both security and performance.

The invocation of cryptographic algorithms can be per-
formed using a multiplexer. In this approach, the data pack-
ets are processed using different ciphers according to their
encryption intensities, and these ciphers work in parallel.
The multiplexer can be implemented either in hardware or
software.

2) SCHEDULING IPSEC CRYPTOGRAPHIC ALGORITHMS
In the adjustment model presented in Figure 4, the feed-
back information indicates which algorithm should be chosen
for the cryptographic process. An appropriate encryption
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FIGURE 4. Adjustment model based on feedback information for scheduling IPsec cryptographic
algorithms.

algorithm is one that canmeet the demand for communication
performance and link security in a balanced way.

In the invocation mechanism, we schedule the IPsec
encryption algorithms based on the encryption feedback gen-
erated after using the evaluation model, and switch the algo-
rithms cooperating with the dynamic weight transformation
achieved by using Algorithm 2. In this way, while the link
security and communication performance change, the IPsec
encryption algorithm being used for SBI communication can
be replaced by another more appropriate algorithm to main-
tain the balance between the two factors. The description of
the scheduling process is given in Algorithm 3 below.

Algorithm 2 Dynamic Weight Calculation
Input: Performance status of IPsec-secured links

S(T ,D,E)
Output: Weight of communication performance we,

weight of link security ws
1 begin
2 while get link status S do
3 if some attack is detected then
4 determine current security level E and

update S;
5 set we;
6 continue;
7 else
8 collect current link latency according to a

given frequency;
9 ws = Dn/Dmax ;

10 end
11 end
12 end

3) CRYPTOGRAPHIC ALGORITHM DETERMINATION AND
ADJUSTMENT
In this section, we focus on how to determine the encryption
intensity based on the requirements of network security and
performance. Here, encryption intensity, or level of encryp-
tion, is an alternate name for the security strength discussed in
Section IV-C1; this is the primary indicator used to select an
appropriate encryption algorithm(s) and determine the mode
of adjustment of the encryption algorithms in the feedback
system.

Algorithm 3 IPsec Encryption Algorithm Scheduling
Input: Flow status F , distribution of package size G,

level of network security E
Output: Appropriate algorithm aj

1 begin
2 Get the performance of algorithm set of Level E :

P(p1, p2, . . . , pn);
3 j = n/2;
4 Get current communication performance

S(T ,D,E) and network security status;
5 Get dynamic weights we and ws;
6 CalculateM = (we/ws);
7 ifM ≤ (pj/pj−1) then
8 Choose a high performance processing

algorithm: aj = aj − 1;
9 else

10 ifM ≥ (pj/pj+1) then
11 Choose aj = aj + 1;
12 end
13 end
14 end

Before describing the policies for determining the encryp-
tion intensity, we give the definition of encryption intensity:
Definition 1: Encryption intensity is a metric used to mea-

sure the security capability required by the network. It can
be classified into several integer grades according to the
encryptgraphic strengths of the algorithms, where a value
of one represents the weakest encryption intensity, and the
strongest encryption intensity Emax is preset according to the
encryptgraphic requirement.

The system must at least meet the minimum security
requirement when selecting the encryption algorithm [26],
and the encryption strength of an algorithm is mainly decided
by the key length, namely, the complexity of the algorithm
[28], [29]. The highest security level of algorithms (i.e.,Emax)
is decided by following these two principles.

a: POLICIES FOR DETERMINING THE ENCRYPTION
INTENSITY
We propose two policies to determine the encryption inten-
sities in the FTA mechanism: an encryption precedence (EP)
policy and a gradual adjustment (GA) policy.
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EP policy: This gives precedence to encryption algorithms
that provide more efficient encryption while guaranteeing
the network performance requirement. Based on the packet
processing latency, it selects an appropriate encryption inten-
sity en between the minimum value of one and a pre-defined
maximum threshold Emax ; en is equal to the strongest of the
encryption intensity values that allows the network to achieve
the performance requirements.

Equation (13) shows how en is selected, where d is an
integer variable used to measure the status of the packet pro-
cessing latency and is determined according to (14). In the EP
policy, the value of the previously used encryption intensity
has no impact on the subsequent determination and serves
only as a variable parameter for adaptation to different appli-
cation scenarios.

en = max(Emax − d, 1). (13)

In (14), d is the dependent variable, and r is the inde-
pendent variable (0 < r) which is related to the packet
processing latency Dp and the max network latency Dmax .
It is apparent that the more closely Dp approximates Dmax ,
the greater the value of d . In this paper, we pre-set Emax to a
value of 5. The security levels of the encryption algorithms
given in Table 2 are classified into five categories (ranging
from 1 to 4, and Emax = 5) with legacy being the lowest
strength, followed by baseline, standard, high, and ultra. The
value of d is determined by four thresholds that describe the
range of r : r1, r2, r3 and r4.

d = f (r =
Dp
Dmax

) =



4, if 0 < r ≤ r4
3, if r4 < r ≤ r3
2, if r3 < r ≤ r2
1, if r2 < r ≤ r1
0, if r1 < r < 1

. (14)

TABLE 2. Security level of encryption algorithm.

GAPolicy: TheGApolicy takes the encryption intensity of
the previously used algorithm into consideration, and deter-
mines whether a stronger or weaker encryption intensity will
be selected, according to the packet processing latency. The
value of the selected encryption intensity must be no larger
than the preset value of Emax .

Equations (15) and (16) show how to obtain the value
of en. In (15), en and en−1 denote the encryption intensity of
the current algorithm to be selected and that of the previous
algorithm, respectively.

en = max(min(en−1 +1d,Emax), 1). (15)

1d = f (r =
Dp
Dmax

) =


−1, if 0 < r < r2
0, if r2 ≤ r ≤ r1
1, if r1 < r < 1

.

(16)

b: FEEDBACK MODE
In this paper, three feedback modes are defined, based on the
processing latency, in order to achieve the real-time latency
of packet processing which is required and critical for the two
policies presented above.
Mode 1: Determine the encryption intensity based on the

processing latency of each arriving packet:

en+1 = delay(packetn). (17)

Mode 2: Adjust the encryption intensity based on the
average processing latency of the k packets arrived before for
each arriving packet.

en+1 =
1
k

k∑
i=n−k

delay(packeti). (18)

Mode 3: Provide an encryption intensity based on the
average processing latency of per k packets for each sequence
of k packets. These packets can be regarded as a packet
group, and the same encryption intensity can be used as that
determined for the previous group.

en+1 =
1
k

n−n%k∑
i=n−n%k−k

delay(packeti). (19)

Unlike Mode 1, Mode 3 updates the encryption inten-
sity once k packets have been processed using the previous
encryption intensity (i.e., the last used encryption intensity),
rather than constantly adjusting the encryption intensity as
each packet arrives.

In addition, each cryptographic algorithmwith the selected
encryption intensity is only applicable to those packets that
enter the cryptographic algorithm scheduler after it has been
selected for encryption.

V. EXPERIMENT AND VERIFICATION
In this section, wewill describe the experimental environment
and parameter settings, and evaluate whether the proposed
invocation mechanism can guarantee the security of SBI
communication in SDN networks.

A. VALIDITY OF FTA-BASED INVOCATION MECHANISM
A small-scale testbed was built to verify the validity of the
FTA-based mechanism proposed in this paper. The topology
is shown in Figure 5, and the configuration information is
given in Table 3. The communication between the SDN
controller and the OpenFlow switches in the testbed was SBI
communication; two Raspberry Pis acted as IPsec gateways,
using IPsec to secure the OpenFlow-based SBI communica-
tion. The FTAmodule was added to IPsec as a new algorithm,
using the traditional method in IPsec [27]. New cryptographic
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FIGURE 5. Topology of the SDN testbed with IPsec gateway.

TABLE 3. Simulation software and hardware.

FIGURE 6. Variations in latency using different scheduling schemes for
IPsec cryptographic algorithms.

algorithms and the control module were installed on terminals
in advance.

Using the testbed (shown in Figure 5), the performances
of the FTA-based and original IPsec approaches were com-
pared using three cryptographic algorithms: AES128, DES
and 3DES. The relevant implementation modules of these

FIGURE 7. Variations in link throughput using different scheduling
schemes for IPsec cryptographic algorithms.

algorithms were also inserted into the FTA module. In this
experiment, netperf and Iperf3 were used as the test tools.
From the results presented in Table 4, it can be seen that,
in these two cases, the network latencies and link through-
puts are approximately the same under variations within
the normal range. In addition, the actual bandwidths tested
by Iperf3 in both mechanisms are almost the same. Hence,
the use of the FTA-based mechanism has no obvious impact
on the network performance.
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FIGURE 8. Percentiles of packet processing latencies in statistics, applying the determination policies of encryption
intensity (EP: encryption precedence policy; GA: gradual adjustment policy).

TABLE 4. Performance comparisons between native IPsec and FTA-based
IPsec.

B. VERIFICATION OF FEEDBACK-BASED SCHEDULING
To evaluate the suitability of the feedback-based scheduling
scheme, the latency and throughput are used as performance
metrics.

The settings of the simulation parameters are given
in Table 5, in which the packets arrival following a Poisson
distribution, while the sizes of the packets follow a uniform
distribution. The probed packets belong to the Packet-in or
Packet-out messages.

The results shown in Figure 6 indicate that the use of the
feedback-based IPsec can provide a more stable latency with

TABLE 5. Parameter setting.

a concentrated distribution and fluctuation within a narrow
range. From Figure 6(a), it can be seen that the link with
the native scheduling scheme achieves an average latency
of 0.39 s and the distribution of the latency is scattered
with large variation. The results for the case where the
feedback-based scheduling scheme is employed are presented
in Figure 6(b). The average latency of the feedback-based
case is 0.26 s. When detecting a latency exceeding the nor-
mal range of values, the algorithm currently in use will be
replaced by another to keep the peak value of single-packet
latency below 0.61 s.

181792 VOLUME 8, 2020



X. Yang et al.: IPsec Cryptographic Algorithm Invocation Considering Performance and Security

FIGURE 9. Hit rates of encryption intensities applying EP and GA policies in three feedback modes for a
total of 2 023 adjustments (EI: encryption intensity; EP: encryption precedence; GA:gradual adjustment).

The results presented in Figure 7 show that when the
fixed-strength algorithm is adopted (the strength level is
3 in here), the throughput will decrease as the packet-arrival
rate increases, such as the results at the fourth, 11th, 12th,
20th, and 30th seconds. However, after introducing the
feedback-based mechanism for scheduling IPsec encryption
algorithms, the system will actively reduce the requirement
for security strength and encryption latency to promote the
throughput due to the network performance degradation.
It is obvious that the reduction of the encryption strength
gives rise to the increase of throughput at the time 1.2 s.
Furthermore, the system will continue to reduce the encryp-
tion strength to ensure the throughput rate, while the network
load keeps increasing.

From Figure 7, it is clear that our proposed mechanismwill
increase the encryption strength to guarantee the system secu-
rity if the throughput rate continues to increase, e.g., the cases
from 9.66 s to 10.56 s, and from 71.27 s to 72.54 s. While
the throughput is guaranteed, the encryption strength tends to
remain at a level close to that of a fixed-strength encryption
algorithm. Nevertheless, as the encryption intensity of the
system fluctuates, the network throughput may be higher or
lower compared to the fixed-strength encryption. Note that
the overall throughput rate remains at a medium level due to
the fixed distributions of the packet arrival rate and packet
sizes in our simulation experiments.

In summary, the feedback-based scheduling can effectively
switch between IPsec cryptographic algorithms and provide
the SBI communication with a good balance between link
security and communication performance.

C. EVALUATION OF ALGORITHM DETERMINATION
POLICIES
This section evaluates the impact of the two proposed
determination policies for encryption intensity on network
performance.

1) EXPERIMENTAL SCHEME
The experimental platform of this section is based on
Matlab, in which the emulator is used to simulate the algo-
rithm scheduler of the invocation mechanism proposed in
Section IV. The platform is in software encryption mode and
provides five encryption schedulers with different encryption
intensities. The scheduling time of each encryption algorithm
(i.e., the processing latency Dp) is fixed at 0.1 ms. The four
thresholds r1, r2, r3 and r4 for the EP policy describing the
range of the independent variables are 0.9, 0.8, 0.75 and 0.5,
respectively, and the two thresholds for the GA policy are
0.8 and 0.2. It should be noted that the greater the value of
Emax , the more encryption intensities there are for the system
to choose from when scheduling IPsec algorithms.

The packet interval follows an exponential distribution
with a mean of 0.1 s, and the packet size psize follows a
uniform distribution within the range [a, b], where a = 64
and b = 1 518. The encryption latency De of a packet is
equal to the product of the packet size and the encryption
intensity. All experiments were implemented in the scheduler
of the data sender, and the forwarding latency Df is therefore
neglected. The default value of the maximum encryption
intensity threshold Emax is 5, and the number of interval
packets k is 10.
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2) PACKET PROCESSING LATENCY
The processing latencies of the packets through the SBI are
illustrated in Figure 8, where different determination policies
for the encryption intensity are applied. We can see that both
of the proposed policies can reduce the processing latency of
packets in three feedback modes.

The non-feedback mode in Figure 8 means that once an
algorithm is selected for encryption according to the require-
ments of security and network performance, it is not replaced
until a modification instruction is received from the system.
Compared with the non-feedback case, the processing time of
the southbound-communication packets is obviously reduced
in the three feedback modes proposed in Section IV-C3. The
degree of reduction is sensitive to the number of encryption
algorithms selected with weak intensity, i.e., it is dependent
on the maximum encryption intensity threshold Emax .

If the requirements for network security are very strict,
the processing latency becomes too high to meet the network
requirements. When the trade-off between the network secu-
rity intensity and the demand for transmission performance
is not in balance, the feedback-based algorithm scheduler
designed in this paper canmaintain transmission performance
by selecting encryption algorithms with weaker encryption.

3) DISTRIBUTION OF OPTIONAL ENCRYPTION INTENSITY
As shown by the experimental results presented in Figure 9,
the algorithm scheduler guarantees the performance require-
ments by selecting a weak encryption intensity, and the
chosen intensity is not always the weakest. If the require-
ments are well guaranteed, the cryptographic algorithm that
is currently in use will be replaced by another one in the next
adjustment period. The newly applied algorithm should also
meet the security requirements and have a stronger encryp-
tion intensity in order to provide the network with superior
security. Otherwise, the algorithm scheduler will select a
cryptographic algorithm that offers a weaker encryption
intensity on the basis of the security requirements, in order to
give priority to the transmission performance. In other words,
weaker encryption intensities are also selected and play a role,
as shown in Figure 9(b).

In all three feedback modes, the performance of the sce-
narios in which the EP policy is applied is generally better
than that for the GA policy. The GA policy does not always
select the algorithm with the highest encryption intensity,
but switches between medium-intensity algorithms. In short,
the EP policy is more effective when the period of switching
encryption intensity (i.e., updating cryptographic algorithm)
is a key factor and cannot be concerned.

VI. CONCLUSION
In this paper, IPsec has been introduced to guarantee commu-
nication security for SDN controller and OpenFlow switches,
providing a lightweight and scalable cryptographic service.
Based on FTA, a mechanism for IPsec cryptographic
algorithm invocation, we have designed a feedback-based

scheduling scheme for algorithm invocation that takes into
consideration a trade-off between the level of the link secu-
rity and the requirement for communication performance.
By applying this scheduling scheme, the impact of the IPsec
cryptographic process on the throughput and latency can be
reduced during periods in which the network traffic fluctuates
markedly. The system resources can be used to process the
key information and data more efficiently.
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