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ABSTRACT Fingerprint-based recognition is widely deployed in different domains. However, the traditional
fingerprint recognition systems are vulnerable to presentation attack, which utilizes an artificial replica of
the fingerprint to deceive the sensors. In such scenarios, Fingerprint Liveness Detection (FLD) is required
to ensure the actual presence of a live fingerprint. In this paper, a fingerprint matching method fused with
liveness detection is proposed. Firstly, the similarity between two fingerprint images is calculated based on
Octantal Neatest-Neighborhood Structure (ONNS), where the closest minutia to the central minutia is found
from each sector of octant. Secondly, the FLD score of the fingerprint image is obtained by using themodified
Residual Network (Slim-ResCNN). Finally, a score-level fusion is performed on the results of fingerprint
matching and FLD by generating interaction features and polynomial features as the score feature vector.
To classify whether a fingerprint image is a genuine live fingerprint or a spoof attack (including impostor
live and fake fingerprints), the score feature vector is processed using logistic regression (LR) classifiers.
The proposed method won the first place in the Fingerprint Liveness Detection Competition 2019 with an
overall accuracy of 96.88%, which indicates it can effectively protect the fingerprint recognition systems
from spoof attacks.

INDEX TERMS Fingerprint matching, fingerprint liveness detection (FLD), spoof attacks, score fusion.

I. INTRODUCTION
Compared with the traditional identity authentication, such
as key, card, and password, biometrics are neither easy to
steal nor easy to lose. Among many biometric authentication
methods, such as face, iris, sound, fingerprint and gait, finger-
print has become one of the most popular and reliable identity
authentication methods because of its uniqueness, invariance
and universality [1]. At the same time, the security of fin-
gerprint recognition systems has become especially impor-
tant and gradually raised public’s attention, because some
studies have shown that fingerprint recognition systems have
multiple security threats, such as using fake fingerprints to
attack fingerprint sensors, communication modules, software
modules, and data storage [2].

Among these attack threats, spoof attack is the most urgent
problem that fingerprint recognition systems need to solve,
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because unlike other attacks, using fake fingerprints to attack
the fingerprint sensors does not require any knowledge of
the fingerprint recognition system. Previous researches have
shown that fingerprint sensor can be easily deceived by fake
fingerprints [3], which encourages researchers to aware the
harmful of fake fingerprint attacks and devote to developing
solutions for these spoof attacks. There are two methods
to counterfeit fingerprint: cooperation and non-cooperation
methods [4]. In cooperation method, the fake fingerprint is
obtained by directly acquiring the fingerprint mold from the
real finger. In non-cooperation methods, however, the fin-
gerprint mold is indirectly formed by extracting the latent
fingerprint, which is hard to fabricate for non-professional
people. Then the fake fingerprint mold is filled with some
materials, such as silica gel, gelatin, plasticine, and wood
glue [5]. With the development of fake fingerprint attacks,
the security of fingerprint recognition systems has been seri-
ously challenged. The success rate of fake fingerprint attacks
is varied from different types of sensors. For a fingerprint
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recognition system with a capacitive sensor, only the fake
fingerprint with conductive materials can be used to attack
successfully. For the fingerprint recognition systemwith opti-
cal sensors, only 3D fake fingerprints can successfully attack.
For the unlocking of mobile phones based on photoelectric
screen fingerprints, both 2D and 3D fake fingerprints can be
utilized to attack successfully.

Recently, many anti-spoofing methods have emerged
in the field of fingerprint-based identity authentication.
In literatures, there are many methods to detect whether
a fingerprint is live or fake source, and the existing FLD
methods can be divided into two categories: hardware-based
and software-based methods [6]. The hardware-based meth-
ods try to measure fingerprint properties, such as tempera-
ture, pulse, pulse oximetry, conductivity, and blood pressure
by auxiliary sensor devices. The hardware-based solutions
can indeed prevent spoof attacks to some extent. However,
the hardware-based methods need some professional devices
to measure the inherent properties of real fingerprint, which
increases the overall expenses of fingerprint recognition sys-
tems. Moreover, the additional device complicates the finger-
print recognition system, and the time of user authentication
becomes longer, resulting in bad user experience. Last but not
least, these hardware devices are difficult to update further
once the adversary (people with ulterior motives) success-
fully attacks. In summary, the hardware-based methods are
not the most ideal solution for FLD. The software-based
methods only detect spoof behaviors by analyze the finger-
print image captured by fingerprint sensor. Compared with
the hardware-based method, the software-based methods are
less expensive and are more flexible to update at the soft-
ware level further [7]. The software-based methods have
attracted more and more scholars’ attention because they
are more convenient, fast, user-friendly and cost-effective.
The software-based methods can be considered as a binary
classification problem where a fingerprint image is classified
either as a live or a spoof source.

The researches on fingerprint recognition system with
anti-counterfeiting function have begun in application inmar-
ket, especially integrating the anti-counterfeiting algorithm
into the fingerprint recognition system. Based on the hypoth-
esis that live and fake fingerprint images possess different
textures, the score fusion approach is proposed between the
score of fingerprint matching and the score of FLD by gener-
ating interaction features and polynomial features as the score
feature vector. The fusion scheme effectively prevents spoof
attacks on the surface of fingerprint sensor by integrating
software- based FLD into fingerprint recognition system,
avoiding expensive expenses by integrating additional hard-
ware devices. Firstly, the necessity of liveness detection for
fingerprint recognition system has been proved when spoof
attacks appear in experiments. Secondly, the paper demon-
strates how the proposed score-level fusion approach affects
the performance of fingerprint recognition system. Lastly,
the influence of increasing the dimensionality of the score
feature vector has been analyzed in the paper. Although,

the integrated fingerprint recognition system increase the
False Reject Rate (FRR) of clients to some extent, it can not
only reject the imposter, but also effectively prevent the spoof
attack to ensure the security of fingerprint recognition system.

The rest of the paper is organized as follows. The related
works are summarised in Section II. Section III describes the
fusion between fingerprint matching and fingerprint liveness
detection. The experimental results and analysis are shown in
Section IV. Finally, we draw conclusions in Section V.

II. RELATED WORKS
As we mentioned in Section I, the paper focus on
software-based FLD methods, since they are the most cost
efficient. Furthermore, the software-based FLD methods can
be divided into five categories, including sweat-pores based,
perspiration based, skin-elasticity based, image-quality
based, and texture-feature based methods [8].

Some researchers supposed that sweat pores were difficult
to be reproduced in the fake fingerprints. Based on this con-
sideration, FLD can be performed by analyzing the structure
of sweat pores in the ridge line of the fingerprint image.
Marcialis et al. [9] believed that even though some sweat
pores may be retained during the fabrication process of fake
fingerprints, the frequency of sweat pores in fake fingerprints
was much lower than the frequency of sweat pores in live
fingerprints. Therefore, they used this difference as a feature
to distinguish the true and fake fingerprints. Choi et al. [10]
used the distance feature between sweat pores as the basis for
judging the authenticity of fingerprints.Manivanan et al. [11]
proposed an automatic feature extraction based on sweat
pores. They used Correlation Filters to locate the location
of sweat pores in the fingerprint image, and used High-Pass
Filter to extract effective sweat pore characteristics.

Some researchers observed that perspiration was a typical
phenomenon of live fingers. perspiration started from the
sweat pores and spread along the fingerprint ridge line with
time, so that the area between the pores became black in
the fingerprint image. The spatial humidity pattern can be
obtained by observing multiple fingerprint images acquired
in a short time. However, the fake fingerprints did not have
a similar perspiration phenomenon. Schuckers et al. [12]
proposed FLD method based on perspiration changes. Live
fingerprints made the grayscale of the fingerprint ridge line
uneven due to the permeability of perspiration, which was
more prominent with the passage of time. However, the fake
fingerprints were even in a period of time. It also showed
high uniformity over time. Derakhshani et al. [13] proposed
a method for detecting perspiration patterns. They measured
the gray level between the first image and the last image in
the image sequence by considering the local maximum and
minimum values of the ridge signal change to measure the
evolution of perspiration. The fluctuation of live fingerprints
was usually higher than fake fingerprints. Because perspi-
ration was a physiological phenomenon, it varied greatly
between different subjects. In addition, it also had certain
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sensitivity to the environment, finger pressure, time interval,
and skin condition.

The sequence of image collected on the fingerprint sensor
would change due to the deformation of the finger during the
pressing process. However, the skin-elasticity caused by fake
fingerprint was not as good as that caused by the real finger-
print, because the skin of the real fingerprint wasmore elastic.
Based on this observation, some researchers had proposed
FLD methods based on skin-elasticity. Antonelli et al. [14]
demonstrated that live fingerprints had better elasticity than
fabricated ones, and proposed two dynamicmethods based on
skin distortion. In perspiration-based methods, the user was
required to move the fingers while pressing it on the sensor
surface to deliberately exaggerate the skin distortion. During
the finger movement, a sequence of fingerprint images was
acquired, and then features are extracted from the multiple
fingerprint images. Jia and Cai et al. [15] used a series of
fingerprint images to analyze the skin elasticity of the fin-
gerprint generated during the fingerprint deformation pro-
cess. Based on the greater flexibility of the live fingerprint,
the live fingerprint was distinguished from the fake finger-
print. Zhang et al. [16] used the Thin Plate Spline model to
model the distortion of live fingerprints and fake fingerprints,
and the elasticity of the skin affected the way the fingers
deform. Because fake fingerprints were usually much harder
than human skin, the deformation of the fake fingerprint was
smaller under the same deformation conditions caused by
pressure in the same direction.

The material used to make the fake fingerprint was
composed of organic molecules that are easy to polymerize,
so the surface of the live fingerprint was usually smoother the
the surface of the fake fingerprint. Some researchers assumed
that fake fingerprints always produce low-quality fingerprint
images. Moon et al. [17] claimed that the surface of fake fin-
gerprints are likely to be coarser than live fingerprint, and uti-
lized the wavelet transformation to analyze the coarseness of
image to detect the liveness of fingerprint. Galbally et al. [18]
evaluated the quality of fingerprint images by ridge-strength,
ridge-clarity, and ridge-continuity, and effectively combined
these features for liveness detection.

The above four types of FLD methods have demonstrated
that various types of differences are existing between the
real and spoof fingerprint. The theory of these methods can
be easily explained, but the liveness detection performance
needs to be further improved. In addition, these methods
have some other disadvantages. In perspiration-based and
skin-elasticity based approaches, features discriminating the
live or fake fingerprints can be lost if the pressure was not
applied correctly or the finger was not kept a fixed amount
of time on the surface of sensor [19]. They both required
more user cooperations to capturemultiple fingerprint images
and cannot be used for real-time applications. The major
limitation of sweat-pore based methods is that it requires
high-precision devices to capture tiny pores accurately, which
was more expensive to collect high-precision fingerprint
images.

Among these software-based methods, texture-feature
based FLD methods have become one of the most widely
studied methods. The basic idea behind this kind of meth-
ods is that spoof fingerprint images have different texture
distribution from the live ones despite it is indistinguish-
able to human eyes. Nikam [20] applied Local Binary Pat-
tern (LBP) histograms based on gradient to FLD for the first
time and obtained good detection results where the different
texture details were acquired by comparing the value of
the center pixel with its adjacent pixels. The local phase
quantization (LPQ) descriptor [21] is acquired by short time
Fourier transform (STFT) to discriminate the differences
between live samples from fake ones due to the loss of
information which may occur during the replica fabrication
process. Inspired by the Weber’s law, Gragnaniello et al. [22]
proposed the weber local descriptor (WLD) to pre-
vent presentation attacks on fingerprint sensors, where
the input fingerprint image is represented by extracting
two-dimensional histogram features from differential exci-
tation and square bipartite. Further, Gragnaniello et al. [23]
proposed a new local contrast phase descriptor (LCPD) that
combines gradient with local phase information together,
achieving a commendable detection result on FLD. Inspired
by weber local descriptor, Xia et al. [24] proposed a new
local descriptor, named Weber local binary descriptor, which
consists of the local binary differential excitation component
that extracts intensity-variance features and the local binary
gradient orientation component that extracts orientation fea-
tures. Themajority of software-based FLDmethods are based
on hand-crafted features where feature engineering needs to
possess professional domain knowledge to extract desired
feature representation. In addition, texture descriptors, a kind
of shallow feature, only reflect the surface properties of
the fingerprint image, but leave the intrinsic properties not
extracted [25].

Recently, Convolutional Neural Networks(CNNs) have
been widely used in computer vision. CNNs makes out-
standing performance in image classification [26], object
detection [27] and many other tasks [28], attributing to the
impressive ability of extracting local features. CNNs avoid
the feature engineering and can learn the high-level semantic
features of image using multiple layers neural network struc-
ture. The FLDs using convolutional neural networks have
gained increasing attention because of their high detection
rates. This powerful tool was also employed in FLD field
and achieved good detection performances. The winner of
the Fingerprint Liveness Detection Competition 2015 firstly
introduced pre-trained VGG model to determine whether an
input fingerprint image was from live or fake [29]. However,
it is difficult to optimize the feature extraction and classifica-
tion simultaneously since they are designed into two separate
parts. Many approaches based on CNNs have been proposed
for FLD, such as MobileNet-v1 [30], VGG-19 [31], CaffeNet
and GoogLeNet [32].

In order to improve the security of biometric systems,
some researches combine liveness detection technology
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FIGURE 1. The diagram of integrated recognition system.

with biometric technology (such as fingerprints and faces).
In literature [33], a countermeasure against such attacks
was enhanced, where a wavelet-based liveness detec-
tion approach was integrated into the fingerprint matcher.
Marfella et al. [34] devised proper approaches to integrate
liveness detection into biometric system at score or deci-
sion level, and then tested them to assess which benefit
can be obtained by smartly using vitality information in
multi-biometric systems. In literature [35], Chingovska et al.
studied techniques for decision level and score-level fusion
to integrate a recognition and anti-spoofing systems, using
an open-source framework that handled the ternary classifi-
cation problem (clients, impostors and attacks) transparently.

However, most existing software-based FLDs only focus
on FLD itself, ignoring links (integration) to fingerprint
recognition systems. FLD as an independent anti-spoofing
system does not have practical application value, but should
be integrated into the fingerprint recognition system. The
fingerprint recognition system with FLD can complete live-
ness detection while carrying out identity authentication.
It not only maximizes the application value of FLD, but
also ensures safety and efficient operation of a fingerprint
recognition system.

III. PROPOSED METHOD
The application scenarios of traditional fingerprint recogni-
tion system only involve live fingerprints. The traditional
recognition system is only capable of distinguishing two
classes: valid users and impostors. Valid users represent reg-
istered users in the fingerprint recognition system and are
regarded as positive class. Impostors represent non-registered
users in the fingerprint recognition system and are regarded
as negative class. With the appearance of spoof attacks,
the recognition system is now confronted with three classes:
valid users, impostors and spoof attacks. spoof attacks refer
to artificial replicas made of commonly available materi-
als (e.g., silicone, gelatin and plasticine) through molding,
casting, or even complex 3D printing technologies. The
fake fingerprints have the same texture information of valid
users, which can easily deceive the traditional fingerprint

recognition system and achieve the purpose of illegally enter-
ing the authorized recognition system. The fingerprint live-
ness detection system can only detect spoof attacks, but can-
not reject impostors.

The system that we are interested in should be able to
reject both impostors and spoof attacks at the same time. The
impostors and spoof attacks can be merged into one enhanced
negative class. When the replicas are of good quality, their
score distribution may be close to, or even overlap the distri-
bution of the valid users. It will result in a worse separability
between the positive class and the enhanced negative class.
To remedy this problem, the paper proposed a score-level
fusion of fingerprint recognition system with anti-spoofing
system. The diagram of the integrated system that we pro-
posed is shown in Figure 1.

A. FINGERPRINT MATCHING BASED ON ONNS
The purpose of fingerprint matching is to determine whether
the two fingerprint images come from the same finger by
calculating the similarity of two images. Minutiae based fin-
gerprint matching algorithms are currently widely employed,
and the specific minutiae types are limited to two: endings
and bifurcations (Figure 2). They can be described using
parameters such as coordinates, direction and type. However,
minutiae-based matching algorithms face a series of chal-
lenges, such as the location and orientation errors of detected

FIGURE 2. The minutiae of fingerprint image.
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minutiae, the presence of spurious minutiae and the absence
of genuine minutiae.

In our preliminary study [36], [37], the minutiae match-
ing algorithm based on local feature structure, Octantal
Neatest-Neighborhood Structure (ONNS), is utilized for
obtaining the matching score of two fingerprint images. The
fingerprint matching algorithm based onONNS has relatively
lower computational complexity and higher distortion toler-
ance. The algorithm constructs an ONNS for each minutia
by equally dividing the area centered at the minutia into
8 sectors (angle of each sector is 45◦), and the direction (θi)
of the minutia (Mi) is considered as the initial angle. Next,
the closest minutia to the central minutia is found from each
sector. The ONNS of a minutia is shown in Figure 3. The
local features are selected based on ONNS to measure the
similarity of two fingerprint images. For more details, please
refer to our preliminary work [36]. The algorithm achieves
a good tradeoff between the template size and the matching
accuracy, hence it is suitable for the application of real-time
systems.

FIGURE 3. The ONNS structure of a minutia on the fingerprint image.

B. FINGERPRINT LIVENESS DETECTION BASED ON
IMPROVED Slim-ResCNN MODEL
The Slim-ResCNN structure [38] in our preliminary study
is used for obtaining the liveness score of input finger-
print image. The Slim-ResCNN is a relatively lightweight
CNN structure. It consists of several improved residual
blocks where the dropout layer is added to each pair of
kernels of original residual block [39] to prevent overfitting
(Figure 4 (a)). When the dimensions increase, the con-
volutional layer of the original residual block is replaced
by padding channel with zero entries, to avoid bringing
in extra parameters. Experiments had demonstrated that
the Slim-ResCNN structure provided high classification

FIGURE 4. The improved residual blocks of Slim-ResCNN.

accuracy for fingerprint liveness detection. More details of
the Slim-ResCNN model can be found in our preliminary
work [38].

C. SCORES FUSION
The scores of the fingerprint matching and liveness detection
are obtained by using the fingerprint matching algorithm
based onONNS and the liveness detection algorithm based on
Slim-ResCNN respectively. To determine whether the tested
fingerprint is from a legitimate user, it is necessary to weigh
the confidence of the fingerprint matching score1 and the
liveness detection score2. We construct a score feature vector
based on these two scores to predict the validity of the input
fingerprint image. However, simply using the matching score
score1 and the liveness detection score score2 potentially
prevents the classifier achieving high accuracy. In order to
increase the post-classification performance of the classifier,
we build a high-dimensional eigenvector using interaction
features and polynomial features of the score1 and score2,
which provides abundant and sufficient feature information
for the classifier to enhance the separability of fingerprint
images.

According to the above feature construction strategy,
a 13-dimensional score feature vector can be constructed
by generating interaction features and polynomial features
which come from the fingerprint matching score score1
and the fingerprint liveness detection score score2. The
13-dimensional score feature vector F is calculated as
follows:

F = [score0.51 , score0.52 , score0.51 × score
0.5
2 , score1,

score2, score0.51 × score2, score1 × score
0.5
2 ,

score1 × score2, score21, score1 × score
2
2,

score22, score
2
1 × score2, score

2
1 × score

2
2] (1)

Although higher-dimensional score feature vectors can be
utilized to achieve a better performance, this paper uses the
above constructed 13-dimensional score feature vectors F
to obtain a good trade-off between the performance and
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TABLE 1. Device characteristics of LivDet2015 datasets.

TABLE 2. Device characteristics of LivDet2019 datasets.

TABLE 3. Number of samples for each scanner and each part of LivDet2015 dataset.

the response delay of the fingerprint system. The Logistic
Regression(LR) is further utilized to determine whether the
fingerprint comes from a legitimate user. The LR, a liner
model, can make our fingerprint recognition system more
suitable for real-time applications. The specified training sets
{X ,Y } are used to derive the weight θ of the LR classifier
model; where X is a set of score feature vectors composed of
F and Y is a set of discrete labels composed of ‘‘0’’ or ‘‘1.’’
The formula for calculating the final integrated score scoref
of the fingerprint sample pair as positive sample is presented
as follow:

scoref (y = 1|F; θ ) =
1

1+ e−θTF
(2)

scoref in formula (2) ranges from [0, 1], and represents the
probability that the fingerprint sample pair is classified as
a positive sample (y = 1). A higher score indicates that
the fingerprint is more likely to belong to a legitimate user,
otherwise the fingerprint is from an illegal intruder which
may be a real fingerprint of a non-registered users or a fake
fingerprint of a registered or non-registered user.

The linear models have good performance in
high-dimensional datasets, but they perform poorly in low-
dimensional datasets. In this paper, the original score fea-
ture vector consisting of two socres is increased into
high-dimensional score feature vector by introducing inter-
active features and polynomial features. To some extend,
it solves the problem of insufficient fitting of linear models
on low-dimensional datasets and improves the separability of
linear models.

IV. EXPERIMENTS
A. DATASETS
The LivDet2015 [40] dataset and the training set of
LivDet2019 [41] are used in this paper. The LivDet2015

database contains four different optical devices: Biometrika,
Digital Persona, Green Bit, and Crossmatch. The training
set of LivDet2019 dataset is composed by sub-sets of the
previous LivDet editions: the Orcanthus and Green Bit are
fromLivDet2017 [42] trainning set, and theDigital Persona is
from LivDet 2015 trainning set. The detailed scanner charac-
teristics of LivDet2015 and LivDet2019 datasets are reported
in Table 1 and Table 2, respectively. It is worth to note that the
dimensions of the images acquired with the three sensors are
very different from each other, which allows us to evaluate
the performance of the algorithms on the basis of the output
images shape of different sensors.

For each sub-dataset in the LivDet2015 dataset, there were
more than 4000 images. Live images came from multiple
acquisitions of all fingers of different subjects. The entire
datasets were divided into training set and testing set by
using images from different subjects. The sample distri-
bution of live and fake fingerprints in LivDet2015 dataset
was shown in Table 3. The sample distribution of the train-
ing set was similar to the testing set. It was worth not-
ing that the testing sets included spoof images of unknown
materials, i.e. materials which were not included in the train-
ing set. The unknown materials are liquid Ecoflex and RTV
for Green Bit, Biometrika and Digital Persona datasets, and
OOMOO and Gelatin for Crossmatch dataset. This practice
has been adopted to assess the reliability of algorithms under
attack by unknown materials. The fake fingerprint images
of LivDet2019 were collected using the cooperative method.
Live image came from multiple acquisitions of at least six
fingerprints of different subjects. Each dataset contains two
parts. The first part is the training set and the second one
is the test set. Because the test set of LivDet2019 has not
been published so far, the training set is is re-divided into
training set and validation set. Furthermore, the fake finger-
prints on the test set were fabricated using materials different
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TABLE 4. Number of samples for each scanner and each part of LivDet2019 dataset.

TABLE 5. When there are fake fingerprint attacks, the comparisons of the success rate of fingerprint recognition systems with and without fingerprint
liveness detection on three test sets (%).

from those used in the training set. The training set consists
of 6400 images, while the test set contains 6565 images. The
number of samples for each scanner is shown in Table 4.

B. EXPERIMENTAL RESULTS AND ANALYSIS
In order to simulate a real scenario, all the comparisons
were made with the template fingerprints belonging to live
fingerprints, while the probes could be live or fake finger-
prints. Only when the template fingerprint and the predicted
fingerprint come from the same genuine finger, the label of
the fingerprint image is marked as ‘‘1,’’ otherwise the label is
‘‘0’’ in other cases.

Firstly, the necessity of liveness detection for fingerprint
recognition system has been proved by simulating the sce-
nario of spoof attacks. The traditional fingerprint recognition
system can only reject the true fingerprint of the impostor live
fingerprints but it is difficult to resist the fake fingerprints.
In three test sets, the average success rate of fake fingerprint
attacks on existing templates is as high as 52.61%, which
is enough to reveal that the existing fingerprint recognition
system on the market is vulnerable to fake fingerprints in real
life. To protect the fingerprint recognition system from spoof
attacks, this paper integrates the fingerprint liveness detection
into the fingerprint recognition system. When the probe is
compared with the template, the liveness detection score of
the probe is calculated by the fingerprint liveness detection
model trained on the corresponding fingerprint sensor. In the
training set, we traine three models for liveness detection on
three sub training sets. The three models were used to com-
pute the score of fingerprint liveness detection, which means
the probability that the fingerprint image belongs to genuine
live fingerprints. After obtaining the scores of fingerprint
matching and fingerprint liveness detection, they are merged
using the fusion strategy mentioned in the previous chapter
to obtain a final integrated score. The optimal threshold is
selected when obtaining the highest accuracy on the training
set.

When the classification accuracy on the training set is
the highest, the classification threshold is recorded at this
time. In the verification sets, the probe fingerprint can be

TABLE 6. When there is no fake fingerprint attack, the impact of the
fingerprint comparison on the algorithm performance with the
anti-counterfeiting algorithm and without the fingerprint
anti-counterfeiting algorithm on the validation sets of LivDet2019(%).

TABLE 7. The IMG_acc, IMI_acc and Total_acc of four databases on
LivDet2015 dataset.(%).

judged as a genuine live fingerprint fingerprint when the final
integrated score is greater than the threshold, otherwise it will
be judged as impostor live fingerprint or genuine fake finger-
print. As can be seen from the Table 5, the average success
rate of spoof attacks on existing templates is as low as 0.78%
in the same databases. The experimental results demonstrated
the fingerprint recognition is necessary to fuse the liveness
detection to resist external fake fingerprint attacks.

Secondly, this paper demonstrates how the fingerprint live-
ness detection affects the performance of fingerprint recogni-
tion system. To simulate the traditional environment without
spoof attacks, the templates come from genuine liveness fin-
gerprints, and the probe come from genuine live fingerprint
or impostor live fingerprint. When the fingerprint recognition
system has no liveness detection, the classification Accuracy,
Precision, TPR (True Positive Rate), FPR (False Positive
rate) are used to evaluate the performance of the fingerprint
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FIGURE 5. The accuracies (Total_acc, IMI_acc and IMG_acc) of score feature vectors of different dimensions (2,5,7,9,13,17 and 23) in the three
validation datasets of LivDet2019 (%).

TABLE 8. IMS accuracy of the algorithms on the test sets. For each dataset the rate of correctly classified genuine live fingerprints (IMG) and the rate of
correctly classified impostor live or genuine fake fingerprints (IMI) are reported. The last column is relative to the average of the total accuracy on the
three datasets of LivDet2019(%).

recognition. At the same time, the fingerprint recognition
systemwith liveness detection integrated has been performed.
The experimental results presented in Table 6 indicates that
Whether the liveness detection is integrated into fingerprint
recognition system or not makes a significant difference.

Compared with the fingerprint recognition system with-
out fingerprint liveness detection integrated, the accuracy
and precision of the fingerprint recognition system with
liveness detection integrated is improved by less than 1%
(Table 7). Besides, the TPRs and FPRs have dropped on
three databases, which shows that the probability that pos-
itive instances are correctly predicted decreases, while the
probability that negative instances are correctly predicted
increases.

Thirdly, the performance of increasing the dimensionality
of the score feature vector has been analyzed in the paper.
It can be seen from Figure 5 that when the original feature
dimensions increase, the performance is greatly improved,
but after it is finally improved to a certain dimension,
the change in recognition accuracy becomes stable. It can also
be seen that the IMI_accuracy (Rate of correctly classified
impostor or genuine fake fingerprints) is generally higher
than IMG_accuracy (Rate of correctly classified genuine live
fingerprint) on the three data sets. The classification accuracy
of the positive samples in the GB database is generally higher
than that of the other two databases. This may be because

the size of fingerprint image on Green Bit database is larger,
which contains abundant fingerprint information. The fusion
method proposed in this paper can improve the fingerprint
authentication system’s resistance to spoof attacks to a certain
extent, and at the same time it slightly affects the recognition
performance of real fingerprints.

The effectiveness of the proposed algorithm has been
evaluated on LivDet2015 and LivDet2019 datasets. Table 7
shows the IMI_acc, IMG_acc and Total_acc of the proposed
algorithm on the LivDet2015. IMI_acc is generally higher
than IMG_acc on the four databases of LivDet2015. Table 8
shows the results of the submitted integrated algorithm on the
LivDet2019 competition, in particular the accuracy for each
dataset related to correctly recognized impostors and genuine
and the total accuracy calculated as an average between the
three datasets. It can be seen that IMG_acc is higher than
IMI_acc on the Green Bit scanner, and this trend has com-
pletely changed in the other two sensors. It may relate to the
acquisition area of the sensors used: in particular, the Green
Bit device has an area that covers the entire surface of the
finger. A larger area allows to extract more minutiae and
therefore have more points to for comparison. In particular,
The Green Bit sensor has almost twice the size of captured
images compared to other sensors. In LivDet2019 competi-
tion, the submitted algorithm called JLWs won the first place
with an overall classification accuracy rate of 96.88%.
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The final result may depend on various factors, but
the fusion strategies of fingerprint matching and liveness
detection score are very important. For those algorithms
that perform well in fingerprint anti-counterfeiting, a bet-
ter integrated algorithm may need to be designed to avoid
major problems in fingerprint liveness detection, Research
on integrated algorithms still requires a lot of effort. More
details about LivDet2019 competition can be found in the
LivDet2019 report [41].

V. CONCLUSION
FLD plays an important role in ensuring the security of
the fingerprint recognition system. The paper proposes a
score-level fusion method, which combines the score of fin-
gerprint matching and the score of fingerprint liveness detec-
tion to generate a final integrated score for determination of
whether the probe fingerprint is a genuine live fingerprint.
Although the fake fingerprints inserted in the test set were
created using materials different from those used in the train-
ing set, the experimental results show that the final integrated
system we proposed achieved a compelling performance
with an overall acuaracy of 96.88%. Besides, winning the
first place of the International Fingerprint liveness Detection
Competition (LivDet) 2019 further verify the effectiveness of
our proposed fusion strategy.
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