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ABSTRACT Considerable studies have been carried out in recent years regarding fault diagnosis and
prediction for the rotating machinery in industrial plants. However, few works present the use of clustering
approaches applied to time series to diagnose machine faults. With the increasing practical requirement of
safety, reliability, availability and maintainability of machinery running, predictive maintenance based on
the technologies of fault diagnosis and prediction has also received significant attention in recent years.
In the present study, under Cyber-physical systems (CPS) condition, k-means clustering analysis based
on the fault case big data machine learning is applied to investigate the fault identification of the rotating
machinery without external expert support. K-means cluster-based fault identification model, which includes
the k-means cluster analysis module, fault mode – fault cluster centroid knowledge base module and fault
identification module has been constructed. Moreover, the fault feature extraction and fault eigenvectors
screening are studied in detail. The vibration data of surge, rubbing, misalignment and normal status of
the centrifugal compressor in industrial plants are utilized to train and verify the effectiveness of the k-
means cluster fault recognition model. The obtained result shows that recognition accuracy rates of the
surge, rubbing and misalignment faults reach 94%, 100% and 80%, respectively. However, the effectiveness
of the cluster analysis of vibration data for five or more operating states should be studied in the future.

INDEX TERMS K-means clustering, fault feature extraction, fault eigenvectors screening, fault cluster
centroid, fault identification model.

I. INTRODUCTION
With the rapid development of Cyber-physical systems
(CPS), artificial intelligence (AI) and big data, rotating
machinery in the modern industry has become more large-
scale, high-speed, automotive and intelligent. Primary fault
detection and diagnosis of the rotating machinery has become
the most important aspect in the system design and mainte-
nance. Considering the increasing requirements of reliability,
availability, maintainability and safety of the rotatingmachin-
ery, the conventional maintenance strategies such as break-
down maintenance (BM), time-based maintenance (TBM),
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preventive maintenance (PM) and condition-based mainte-
nance (CBM), which highly depend on the external expert
are becoming less effective so that they gradually become
obsolete [1]. Based on real-time monitoring of vibration,
temperature, pressure and other parameters of a machine,
fault diagnosis allows for detection and isolation of early
developing faults, and thus predictive maintenance (PdM)
has been proposed to serve as a countermeasure, which
allows the maintenance to be performed only when it is
required [2], [3]. PdM is expected to undertake the follow-
ing five basic tasks, including predicting incipient faults,
assessing the health status of the machine, identifying the
failure mode of the machine, forecasting the remaining useful
life or operation trend and formulatingmaintenance strategies
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and optimizing maintenance tasks. In diverse engineering
applications, the demand for predictive maintenance is grow-
ing vigorously. However, achieving the abovementioned five
basic tasks is still an enormous challenge.

Predictive maintenance is defined as the application of
artificial intelligence technology to achieve the automatic
fault diagnosis and identification of machines, rather than
relying on a manual analysis through smarter external
experts. Machine learning (ML) and data mining [4], [5]
are two important branches of artificial intelligence tech-
nology. Using the machine learning model based on the
‘‘black box’’ principle, it can design the pattern recognition
model indirectly by training the mapping relationship of the
input and output data [6]. Global k-means clustering is the
widely used partitional method, mainly adapted to machine
learning and pattern recognition problems [7]. It is generally
accepted that supervised, semi-supervised and unsupervised
learning belong to the branch of the machine learning [8], [9].
Moreover, there are three methods for implementing predic-
tive maintenance. These methods are called the mechanism
model, data-driven model and hybrid model. Among them,
the data-driven method does not need to know the failure
mechanism of themachine in advance and does not rely on the
experience and knowledge of external experts. Accordingly,
the data-driven method has become one of the supporting
technologies for predictive maintenance.

In recent years, many data-driven and deep learning meth-
ods have been effectively used for fault detection and pattern
recognition, e.g. deep transfer learning method based convo-
lutional neural network (DTLCNN) for bearing fault diagno-
sis under different working conditions [10], rolling bearing
fault diagnosis model based on convolutional neural network
(CNN) and long-short term memory (LSTM) neural network
[11], Graph Convolution Broad Network (GCB-net) model
by adding regular CNN and preserve more information for
searching features in broad space through layer concatenation
[12], SEAEN fault diagnosis approach featuring a sparse
autoencoder (SAE) combined with an echo state network
(ESN) [13], Broad Learning Adaptive Neural Control using
for motor learning and generalization [14], adaptive Bayesian
Algorithm using the failure dynamic under varying operating
conditions [15], evolving Echo State Networks (ESNs) for
dealing with fault diagnosis tasks [16], clustering algorithm
using wavelet based probability density functions for identi-
fying patterns [17] and clustering method based on density
peak with symmetric neighborhood relationship [18].

It should be indicated that the supervised approaches of
fault detection and pattern recognition such as the artificial
neural networks (ANN) [19], [20], CNN [21], deep learning
(DL) [22], [23], clustering [24] and support vector machine
(SVM) [25] require a large amount of labeled normal and
failure status data of the machine. In addition, it is generally
assumed that these labelled failure status data include various
failure types of machines [26]. However, obtaining the truth
data of various failure types in industrial environments is
a very challenging, expensive and time-consuming process

[10], [27], [28]. Accordingly, it is a common method to sim-
ulate the component fault damage in the laboratory to obtain
data of various fault types [29]. However, the failure damage
type of the simulated machine parts is quite different from
that in the real operating environment. Therefore, there are
limitations in using the simulated failure type data for training
the machine learning model. For tasks with little similarities,
higher dimensions and few labeled data available, an effective
algorithm called hierarchical lifelong learning algorithm to
improve the lifelong machine learning system with shared
representations [30] was proposed, but the algorithm only
verified by Land Mine and Animals data set, the time series
data set related to the equipment health status has not been
verified.

K-means algorithm is an unsupervised machine learning
algorithm, which does not require any previous knowledge to
determine a set of clusters [31]. In this algorithm, distance is
used as an index for measuring the similarity between data
objects. In other words, the smaller the distance between data
objects, the higher the similarity, and the more likely they
are to be in the same class cluster [32]. Cluster centers and
the objects assigned to them represent a cluster. For each
sample assigned, the cluster center is recalculated based on
the existing objects in the cluster. It is worth noting that an
important feature of the k-means algorithm is that it tends
to minimize the inter-class variance and increases the extra
class distance [33]. The application of the k-means algorithm
has successfully identified four operating states of machine
tools to guide predictive maintenance [34]. The k-medoids
clustering is employed to build the assessment model and
achieve the degradation indicator for bearings [35]. Wavelet
packet transform and K-means algorithm are employed to
decompose, reconstruct, normalize and cluster the time series
(off- line data) of multistate parameters under normal opera-
tion of wind turbine, to improve the generalization capability
of long short-term memory (LSTM) prediction model [36].
Based on the collected exhaust fan vibration data, hierarchical
clustering, k-means clustering, fuzzy c-means clustering and
other clustering methods have been applied to compare the
fault identification results, and investigations show that fault
identifications obtained from different methods are almost
consistent [24].

K-means algorithm has superior characteristics, including
simple implementation, reasonable clustering effect and wide
application in diverse problems. However, its model training
has some technical challenges. Firstly, it is difficult to infer
the number of clusters (K). Secondly, the selection of k
initial cluster centers is difficult. Moreover, the inappropriate
selection easily falls into a local minimum. Thirdly, off-
group points and outliers affect the final results. Finally, the
algorithm is only applicable to spherical clusters. It is worth
noting that a spherical cluster data set means that each pair
of points in the set and each point on a straight line segment
connecting the two points are also in the set.

Considerable investigations have been performed in the
past few years about the incipient fault detection and
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diagnosis for machines [37], [38]. Due to the lack of sufficient
label data and non-label data in the industrial environment,
many fault diagnosis and prediction research results are based
on experimental testing and simulation research. Studies have
shown that data-driven methods often require run-to-failure
data for complex systems and feedback data is not available
[39]. Fortunately, the present study obtained raw time-series
vibration monitoring data, which includes normal operation
and fault status data of a centrifugal compressor of a company
from PetroChina, and the raw vibration data generally has
the characteristics of non-static, nonlinear and environmen-
tal interference. The labeled failure data collected include
surge, misalignment, and rubbing, which are all typical fail-
ure modes of centrifugal compressors. Due to the lack of
previous knowledge to distinguish fault data clustering, fault
cluster analysis of centrifugal compressors can be regarded
as an unsupervised learning process [40]. The contributions
of this paper can be summarized as follows.

1) The construction, training and verificationmethods of k-
means clustering fault recognitionmodel for rotatingmachin-
ery has been investigated and proposed.

2) An online k-means clustering fault recognition model
by using time series raw vibration data of in-service rotating
machinery is formulated.

3) Using time-series raw vibration data without noise
reduction and dimension reduction signal processing as the
input of the k-means clustering fault recognition model,
the fault identification conclusion can be automatically given
without depending the prior knowledge of external experts.

4) To the best of authors’ knowledge, this is the first time
that k-means cluster-based fault identification model is being
applied for the fault diagnosis (e.g. surge, rubbing, misalign-
ment) of in-service centrifugal compressor.

The present study reviews various methodologies and
techniques in fault detection and identification research in
industrial plants for predictive maintenance. Moreover, the
k-means algorithm, which faces challenges for the engi-
neering application has been described. The remaining sec-
tions of this study are organized as follows: In section 2,
the k-means clustering algorithm is presented. Section 3
introduces construction, training and verification methods
of k-means clustering fault recognition model for rotating
machinery.Moreover, in section 4, the process of applying the
typical fault vibration data of centrifugal compressors such as
surge, rubbing, andmisalignment and the vibration data under
normal conditions to train and verify the k-means clustering
model is comprehensively discussed. Finally, the article is
summarized and the conclusion is presented in section 5.

II. K-MEANS CLUSTERING ALGORITHM
K-means algorithm is a clustering algorithm, which is estab-
lished based on the partition. According to the principle of
similarity, it divides data objects with respect to the similarity.
More specifically, objects with a high degree of similarity are
classified into the same clusters, while data objects with a
high degree of heterogeneity are classified into different kinds

FIGURE 1. Initial cluster center.

of clusters [41]. The k-means clustering algorithm is an itera-
tive clustering algorithm. Its steps are as the following: firstly,
the data is pre-divide into K groups. Secondly, K objects are
randomly selected as the initial clustering center (seed cluster
center). Finally, the distance between each object and each
seed cluster center is calculated, and each object is assigned
to the cluster center closest to it. The k-means algorithm is
a process of repeatedly moving the center point of a class,
called centroids, to the average position of its containing
members, and then re-dividing its internal members. This
process is repeated until a certain termination condition is
achieved, i.e. no or minimum number of objects is reassigned
to different clusters, no or minimum number of cluster centers
change, and the squared error reaches the local minimum.

As shown in Table 1, taking two-dimensional clustering as
an example, the cluster analysis steps are as follows:

1) There are 20 samples (−→x1 ,
−→x2 , . . . ,

−→x20) and each of them
has 2 features. Moreover, the k-means clustering method is
used for the sample classification.

TABLE 1. Sample value.

2) Suppose K = 2. Fig.1 shows that
−→
Z1 (1) =

−→x1 =
(0, 0)T and are selected as the initial clustering center.

3) Calculate the distance from −→x1 to the two clus-

ter centers.
∥∥∥−→x1 −−→Z1 (1)∥∥∥ =

∥∥∥∥( 0
0

)
−

(
0
0

)∥∥∥∥ =

0,
∥∥∥−→x1 −−→Z2 (1)∥∥∥ =

∥∥∥∥( 0
0

)
−

(
1
0

)∥∥∥∥ = 1. Since
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FIGURE 2. The establishment of a new cluster center.∥∥∥−→x1 −−→Z1 (1)∥∥∥ <

∥∥∥−→x1 −−→Z2 (1)∥∥∥, then−→x1 ∈ −→Z1 (1). Cal-
culate the distance from−→x2 to the two cluster centers.∥∥∥−→x2 −−→Z1 (1)∥∥∥ = ∥∥∥∥( 1

0

)
−

(
0
0

)∥∥∥∥ = 1,
∥∥∥−→x2 −−→Z2 (1)∥∥∥ =∥∥∥∥( 1

0

)
−

(
1
0

)∥∥∥∥ = 0. Since
∥∥∥−→x2 −−→Z1 (1)∥∥∥ > ∥∥∥−→x2 −−→Z2 (1)∥∥∥,

then−→x2 ∈
−→
Z2 (1). By using the same method to calculate the

distance of all samples, these samples can be divided into two
new clusters G1(1) and G2(1) as follows:

G1(1) = (−→x1 ,
−→x3 ) (1)

G2(1 = (−→x2 ,
−→x4 ,
−→x5 . . . ,

−→x20) (2)

4) The clustering center is recalculated based on the existing
objects in the clusters G1(1) and G2(1). The new clustering
center of the cluster can be calculated as follows:
−→
Z1 (2) =

1
N1

∑
−→xi ∈G1(1)

−→xi =
1
2
(−→x1 +

−→x3 ) = (0, 0.5)T (3)

−→
Z2 (2) =

1
N2

∑
−→xi ∈G2(1)

−→xi =
1
18

(−→x2 +
−→x4 +

−→x5 + . . .+
−→x20)

= (5.67, 5.33)T (4)

Fig.2 shows that the new clustering centers Z1(2) and Z2(2)
can be marked separately in the clusters G1(1) and G2(1).
5) If the new and old cluster centers are not the same, go to

step 3) and recalculate the sample distance. Then, update the
cluster center. This process is repeated until no (or minimum
number) cluster centers change again, and the squared error
reaches local minimum. Fig.3 shows the final cluster and
cluster centers.

III. CONSTRUCTION OF K-MEANS CLUSTER BASED
FAULT IDENTIFICATION MODEL
The main purpose of this paper is proposing an online
k-means clustering fault recognition model by using time
series raw vibration data of in-service rotating machinery.

Fig.4 shows that the constructed k-means clustering fault
recognition model is designed with three working mode:

FIGURE 3. Final clusters and cluster centers.

offline or online training, online fault recognition, and online
fault mode-fault cluster centroid knowledge base enrichment.

The detailed principle of k-means cluster-based fault iden-
tification model is introduced in Part A to C of section III.

A. K-MEANS CLUSTER ANALYSIS METHOD
1) FAULT FEATURE EXTRACTION
The vibration signal contains information about the state of
the machine and is often used for machine health evaluation.
In order to characterize the performance degradation process
of rotating machinery, root mean square (RMS), kurtosis fac-
tor, margin factor, crest factor and skew factor are extracted
from the monitoring signals in the time domain.

The RMS value describes the strength and energy param-
eters of the vibration signal, and it can be mathematically
expressed as follows:

Xrms =

√√√√ 1
N

N∑
i=1

x2i (5)

where x2i , N and Xrms represent the magnitude of the i-th
point, the number of data points and the RMS value, respec-
tively.

The kurtosis factor reflects the degree of deviation of the
vibration signal from the normal distribution. More specifi-
cally, it is suitable for the diagnosis of surface damage faults
and especially early faults. Moreover, it can reflect the shock
characteristics of the vibration signal. The value of the kurto-
sis factor can be described as follows:

Kf =
1
N

∑N
i=1 (xi − x)

4

X4
rms

(6)

where X = 1
N

N∑
i=1

xi.

The margin factor can effectively reflect the wear of the
parts. The value of the margin factor can be represented as
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FIGURE 4. Framework schematic of k-means cluster-based fault
identification model. The orange area in the solid red frame is the
k-means cluster analysis module, which can be used for offline or online
model training; the input data of this module is vibration monitoring
normal state data and various labeled fault data, and the output is fault
cluster centroid. The yellow area in the dashed frame represents the
online fault mode – fault cluster centroid knowledge base enrichment
working mode. The dashed frame is the fault identification module,
which is used for online real-time fault mode recognition; the input data
of the fault identification module is the raw data of real-time vibration
monitoring, and the output is the fault mode recognition conclusion. The
dashed frame is also called fault identification ‘‘black box’’.

follows:

Lf =
max {xi}

1
N

∑N
i=1
√
|xi − x|

(7)

The crest factor reflects the extension of the peak change,
and excessive crest factors usually indicate local defects. The
value of the crest factor can be calculated as follows:

Cf =
max {xi}
xrms

(8)

The skew factor reflects the asymmetry of the vibration signal
and is more sensitive to wear faults. The value of the skew

factor can be mathematically expressed as follows:

Cw =

1
N

N∑
i=1
(xi − x)3

Xrms
(9)

2) FAULT EIGENVECTORS SCREENING RULES
When the machine operates in the performance degradation
state, the damage point of the component repeatedly hits the
surface of other components in contact with it during its
operation. Meanwhile, the vibration shock is generated, and
the vibration time-domain signal can be directly collected.
In this study, the time-domain fault characteristic parameters
are directly selected as the mechanical fault characteristic
parameters, and the fault identification method is investigated
based on the cluster analysis. The time-domain character-
istic parameters have different value ranges under different
fault conditions. Moreover, it should be indicated that the
sensitivity of time-domain characteristic parameters such as
RMS value, kurtosis factor, margin factor, and peak factor to
different faults is different.

The present study uses excellent, good, medium and poor
values tomeasure the sensitivity of each characteristic param-
eter to different fault conditions. Moreover, it makes a semi-
qualitative analysis of the difference between normal data
and fault data characteristic parameters. When most of the
fault data feature parameters and normal data feature ranges
overlap, and the coincidence rate is greater than 80%, the sen-
sitivity of this feature parameter is defined to be poor. on the
other hand, when the characteristic parameters of the fault
data and the characteristic parameters of the normal data
overlap in a small part and the coincidence rate is less than
20%, the sensitivity of the characteristic parameter is defined
as the medium. Furthermore, when the fault data feature
parameter ranges do not coincide with the normal data feature
parameter ranges, but most of the fault feature parameter
value ranges overlap, and the coincidence rate is greater than
80%, the sensitivity of this feature parameter is defined as
good. when the fault data feature parameter range does not
overlap with the normal data feature parameter range, but the
sensitivity value range between different fault feature values
overlaps with a small part, and the coincidence rate is less
than 20%, the sensitivity of this feature parameter is defined
as excellent. Based on the life cycle ‘‘run to failure’’ data of
the machinery, the above-mentioned characteristic parameter
sensitivity discrimination rule is obtained by the statistical
learning method, which can be used for the k-means cluster
analysis.

3) FAULT EIGENVECTORS VALUE CALCULATION
For visualization point of view, the clustering of different
failure modes in the 3-dimensional feature space will be
shown obvious inter-class separation and intra-class aggrega-
tion without obvious aliasing. So, three fault-sensitive feature
parameters are selected to form a three-dimensional fault
eigenvector in this paper. The normal vibration data and N
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labeled fault data of the machine are selected as training
samples. Then, the fault eigenvector value of each vibration
data is calculated.

4) NORMALIZATION OF THE FAULT EIGENVECTORS VALUE
In a multi-index evaluation system, due to the different nature
of evaluation indices, they usually have different dimensions
and orders of magnitude. When the level of each index differs
greatly and the original index value is directly applied for the
analysis, it will highlight the role of the index with higher
value in the comprehensive analysis. Meanwhile, it relatively
weakens the role of the index with lower value level. There-
fore, in order to ensure the reliability of the results, it is
necessary to standardize the original index data with the
range from zero to one. From an empirical point of view,
normalization is performed to make the features between dif-
ferent dimensions numerically comparable, which can greatly
improve the accuracy of the classifier.

The input data are obtained from the eigenvector value
of normal and N labeled failure training data. In order to
prevent the phenomenon that the large characteristic index
is prominent and the small characteristic index is excluded
in the cluster analysis, the dimensionless processing of the
fault eigenvectors valuemust be performed. The present study
utilizes the extreme value normalization method to compress
the data between [0,1] and form a normalized eigenvector
matrix. The specific method is mathematically expressed as
follows:

e′ =
e− emin

emax − emin
(10)

where e′and e represent the normalized value and the
current fault eigenvectors value, respectively. Moreover,
emaxandemindenote the maximum and minimum values of
fault eigenvectors value, respectively.

5) SINGULAR VALUE DETECTION AND ELIMINATION
When performing the cluster analysis based on fault eigen-
vector values, the singular value has a great impact on the
cluster analysis results. In this study, amethod of self-learning
early warning control limit based on Beta distribution to
detect and eliminate singular value has been proposed.

A Beta distribution is a type of multi-parameter statistical
distribution. It is the most basic bounded distribution and can
be approximated to any form of distribution by adjusting its
parameters. Its density function is defined as:

f (e;α, β) =
1

B (α, β)
eα−1 (1− e)β−1 (11)

The random variableeobeys the Beta distribution with param-
eters αandβ. eis usually described as:

e ∼ Be (α, β) (12)

The shape parameters α and β are important parameters
that determine the nature of the Beta distribution. The self-
learning control limit is established by defining the four

types of model training data sets and estimating the shape
parameters based on prior knowledge or expertise and then
calculating the control limit. During actual condition moni-
toring activities, different control limits can be automatically
learned based on the model training data such as normal data,
rubbing data, surge data and misalignment data, which makes
the singular value detection more flexible. The process of
self-learning can be summarized as follows:
• Normalize the model training data sets;
• Use the maximum likelihood estimation to calculate the
beta distribution shape parameters of the statistical data
under the four types of model training situation;

• Determine the normalized control limit by determining
the two-sided quantile corresponding threshold value;

• Obtain the self-learning control limit;
• Singular value detection and elimination by anti-
normalization.

6) K-MEANS CLUSTERING PROCESS
After the data sample extracts the fault feature, fault eigen-
vectors should be screened out and fault eigenvectors value
should be calculated. Moreover, the fault eigenvectors value
should be normalized and fault eigenvectors singular value
should be eliminated. This algorithm requires a specified
number of clusters to separate the data.
• Determine the Number of Clusters
K-means randomly selects the cluster centroids and then

assigns the sample fault feature vectors to the closest cluster.
Through multiple iterations, the cluster centroids are moved
to the average position of all feature vectors. Since the exact
number of clusters is not known in advance, the optimal
number of clusters and clustering effect is required to deter-
mine the k value in k-means. In the present study, the below
method or silhouette coefficient is applied to estimate the
number of clusters [34].
• Determine the fault cluster centroid
The main purpose of the k-means clustering is to assign

each fault eigenvector to a specific cluster [42]. To this end,
centroids of k initial fault eigenvector points are randomly
determined. Secondly, each fault eigenvector point in the data
set is assigned to a cluster, while the nearest centroid for
each point is searched to assign it to the cluster correspond-
ing to the centroid. Finally, the centroid of each cluster is
updated to the average of all fault eigenvector points in the
cluster.

B. FAULT MODE-FAULT CLUSTER CENTROID KNOWLEDGE
BASE CONSTRUCTION
If there is 1 set of labeled normal sample data and N sets of
labeled fault sample data, k-means cluster analysis is carried
out according to the abovementioned steps. Then, the corre-
sponding N + 1cluster centroids are obtained accordingly.
The N-type fault cluster centroids correspond to N kinds of
machine faults, and the normal cluster centroids correspond
to the normal operating state of the machine. Moreover, the N
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+ 1 cluster centroids correspond to the N + 1 machine
operating state. A knowledge base about the fault mode corre-
sponding to cluster centroids is constructed based on k-means
clustering analysis.

C. FAULT IDENTIFICATION PROCESS BASED ON K-MEANS
CLUSTERING FAULT IDENTIFICATION MODEL
Rotating machinery can be considered as a complex system
composed of multiple parts, and its performance degrada-
tion process is often determined by the damage of key and
vulnerable parts. Due to the vibration coupling mechanism
and mutual influence of multiple parts, the failure mode
recognition of the rotating machinery has certain difficulty
and uncertainty. Based on the historical condition monitoring
data of the rotating machinery, the fault data that has occurred
is labeled, the fault eigenvectors are extracted, and the cen-
troids of the fault eigenvector clusters of different faults on
the same space are calculated. If the fault eigenvector cluster
centroid of the real-time condition monitoring data is calcu-
lated on the same space, the distance between all the centroids
of the historically labeled fault eigenvector clusters and the
current data fault eigenvector cluster centroid can be used to
determine the fault type [43].

Fig.4 shows that based on the incoming real-time mon-
itoring data sets, the steps of the k-means cluster anal-
ysis to identify the fault mode can be described as
follows:

1) Calculate the fault eigenvectors value of each data point
of each monitoring data set to form the fault eigenvectors data
sets;

2) Normalize the fault eigenvectors values of the monitor-
ing data and the training data together;

3) Perform singular value detection on the fault eigenvec-
tors value, and remove the singular value;

4) The normalized fault eigenvectors value corresponds to
the fault eigenvectors point in the three-dimensional space
coordinate system;

5) According to the nearest neighbor matching rule,
the fault eigenvectors coordinates match the nearest cluster
centroid points in the cluster knowledge base:

• If 80% of the fault eigenvectors coordinates of the fault
eigenvectors data sets can match the same cluster cen-
troid in the cluster knowledge base, the current fault
mode or normal health state of the machine can be
determined.

• If 80% of the fault eigenvectors coordinates of the fault
eigenvectors data sets cannotmatchwith any cluster cen-
troid in the cluster knowledge base, then the monitoring
data set corresponding to the feature vector set should
analyze the fault mechanism to determine whether the
machine belongs to a new fault mode or not. If it
belongs to a new fault mode, it is necessary to add
a new fault cluster centroid through the cluster anal-
ysis algorithm and update the fault cluster knowledge
base.

FIGURE 5. RMS curves of surge, rubbing, misalignment and normal status.

IV. K-MEANS CLUSTERING FAULT RECOGNITION MODEL
TRAINING AND ENGINEERING APPLICATION
VERIFICATION
Obtaining high-quality condition monitoring data of the
entire performance degradation process of the rotating
machinery from normal operation to the fault shutdown is of
significant importance to establish a valuable k-means cluster
fault recognition model. The present study obtained labeled
data in the normal state and failure status of centrifugal
compressors, and the failure mode of centrifugal compressor
includes surge, rotor rubbing and shaft misalignment.

TABLE 2. Illustration of centrifugal compressor health status labeled data
collected in industrial environment.

A. DATASET DESCRIPTION
As described in Table 2, labeled data from four types of cen-
trifugal has been gathered, the raw data belongs to vibration
data which comes from displacement sensors mounted on
the bearing block, each set of data contains 1024 points, and
the vibration data sampling frequency and sampling points
are 5120 and 1024 respectively. FS in the Table 2 stands for
sampling frequency.

1) TRAINING SAMPLE DATA DESCRIPTION
In cooperation with the condition monitoring data center
of a company in PetroChina, 100 sets of C-301 centrifugal
compressor surge failure data, 100 sets of 120-K-20012
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FIGURE 6. Kurtosis factor curves of surge, rubbing, misalignment and
normal status.

FIGURE 7. Peak factor curves of surge, rubbing, misalignment and normal
status.

FIGURE 8. Margin factor curves of surge, rubbing, misalignment and
normal status.

centrifugal compressor impact failure data, 100 sets of M-
1010 centrifugal compressor misalignment failure data and
25 sets M-1010 centrifugal compressor normal state data are
taken. Then, these data are mixed. The mixed data is used
as the training sample data of the k-means clustering fault
recognition model.

The characteristic parameter curves (including RMS,
kurtosis factor, crest factor, margin factor and skewness
factor) of training sample data (100 sets of three kinds
of fault data and 25 sets of normal data) can be seen
in Fig.5∼Fig.9.

2) THE MODEL VERIFICATION DATA DESCRIPTION
The characteristic parameter curves (including RMS, margin
factor and skewness factor) of 100 sets of 210-K-1650 cen-
trifugal compressor surge failure data can be seen in Fig.10.

FIGURE 9. Skewness factor curves of surge, rubbing, misalignment and
normal status.

FIGURE 10. The RMS, margin factor and skewness factor curves
of 100 sets of 210-K-1650 centrifugal compressor surge failure data.

FIGURE 11. The RMS, margin factor and skewness factor curves
of 100 sets of 120-K-20012 centrifugal compressor rubbing fault data.

The characteristic parameter curves (including RMS, mar-
gin factor and skewness factor) of 100 sets of 120-K-20012
centrifugal compressor rubbing failure data can be seen in
Fig.11.

The characteristic parameter curves (including RMS, mar-
gin factor and skewness factor) of 100 sets of M-101 cen-
trifugal compressor misalignment failure data can be seen
in Fig.12.

B. TRAINING OF K-MEANS CLUSTER FAULT RECOGNITION
MODEL FOR THE CENTRIFUGAL COMPRESSOR
Time-domain characteristic parameters that are more sensi-
tive to component damage and wear, such as RMS, kurtosis
factor, peak factor, skewness factor and margin factor are
selected as centrifugal compressor fault sensitive character-
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FIGURE 12. The RMS, margin factor and skewness factor curves
of 100 sets of M-101 centrifugal compressor misalignment fault data.

istic parameters. Based on the fault case and normal state
data gathered, the fault sensitive characteristic parameter val-
ues of the centrifugal compressor are calculated. Moreover,
Table 3 shows that the range of values of each sensitive char-
acteristic parameter is obtained by using statistical analysis
methods.

TABLE 3. Value range of different characteristic parameters under each
working condition.

According to the fault eigenvectors screening algo-
rithm, the fault sensitive feature parameters are screened.
Table 4 shows the screening results.

TABLE 4. Sensitivity of fault characteristic parameters to various types of
faults.

Table 4 shows that the RMS and the skewness factor have a
higher sensitivity to distinguish normal status and fault status.
Moreover, it is observed that the coincidence rate between
faults is very low. The kurtosis factor has poor sensitivity. The
peak factor coincidence rate of surge fault and axial misalign-
ment fault is 100%. Moreover, the margin factor coincidence
rate of surge fault and axial misalignment fault is 85%. There-

TABLE 5. Clustering analysis results of labeled training sample data using
the fault eigenvectors combination of RMS, skewness factor and margin
factor.

fore, the margin factor with a low coincidence rate is selected.
In the present study, root mean square, skewness factors and
margin factors are selected to form three-dimensional fault
eigenvectors points. Moreover, k-means clustering analysis
is carried out based on these points. In the present study,
root mean square, skewness factors and margin factors are
selected to form three-dimensional fault eigenvectors points.

As explained in section ‘‘TRAINING SAMPLE DATA
DESCRIPTION’’, there are 4 kinds of machine running states
in the training sample, and the k-means cluster analysis k
value is 4. According to the aforementioned k-means cluster
analysis method, the training sample data can be divided into
4 clusters, and the centroid coordinates of these 4 clusters can
be obtained.

FIGURE 13. Clustering analysis graph of training samples for normal,
surge, rubbing and misalignment.

Table 5 shows that 100 groups of surge fault signal sam-
ples are divided into cluster 1. 100 groups of rubbing fault
signal samples are divided into cluster 2, 100 groups of
misalignment fault signal samples are divided into cluster
3 and 25 groups of normal signals are divided into cluster
4. The dot ‘‘•’’ represents cluster 1, which is classified as a
surge fault, and the clustering centroid coordinate is A (0.23,
0.34, 0.28). ‘‘+’’ represents cluster 2, which is classified
as a rubbing fault, and the clustering centroid coordinate
is B (0.44, 0.03, 0.25). ‘‘©’’ represents cluster 3, which is
classified as the misalignment fault, the clustering centroid
coordinate is C (0.60, 0.28, 0.77). ‘‘∇’’ represents cluster 4,
which is classified as the normal signal, the clustering cen-
troid is D (0.002, 0.84, 0.05). Fig.13 illustrates that by using
the k-means clustering analysis fault recognition model, the
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normal, surge, rubbing and misalignment of the four types of
machine operating status can be completely distinguished.

If the RMS, skewness factor and margin factor are not
selected, the kurtosis factor, peak factor and margin factor are
selected as the input parameters of the k-means cluster fault
recognition model. Table 6 presents the results of the cluster
analysis. Among the 100 sets of surge failure sample data,
68 groups are divided into cluster 1, 32 groups are divided
into cluster 3, 100 groups of the misalignment failure sample
data have 41 groups divided into clusters in 3 and 59 groups
are divided into cluster 1.

TABLE 6. Clustering analysis results of labeled training sample data using
the fault eigenvectors combination of kurtosis factor, peak factor and
margin factor.

Fig.14 shows the results of the cluster analysis. When
the kurtosis factor, the peak factor and the margin factor
are selected as the input parameters of the k-means cluster
fault recognition model for the cluster analysis, surge faults
and misalignment faults cannot be distinguished. Meanwhile,
the fault identification effect is poor.

FIGURE 14. Clustering analysis graph of training samples for the kurtosis
factor, peak factor and margin factor.

C. ENGINEERING APPLICATION VERIFICATION OF
K-MEANS CLUSTER FAULT RECOGNITION MODEL FOR THE
CENTRIFUGAL COMPRESSOR
100 sets of 210-K-1650 centrifugal compressor surge failure
data are used as the model verification data and each set
of data has 1024 points. Moreover, the RMS, margin factor
and skewness factor are selected as the fault sensitive feature
parameters. According to the aforementioned fault recogni-
tion process based on the k-means clustering fault recognition
model, the fault recognition process can be described as
follows:

• Calculate the value of the fault eigenvectors for each
point of each group of data to form a fault eigenvector
sets;

• Normalize the fault eigenvectors value after the singular
value is eliminated;

• Perform the singular value detection on the fault eigen-
vectors value and remove the existing singular value;

• Plot the fault eigenvectors points, including RMS, mar-
gin factor and skewness factor in the three-dimensional
space coordinate system corresponding to the normal-
ized fault eigenvectors value;

• Calculate the centroid coordinates of the corresponding
fault eigenvectors point of each group of data;

• According to the principle of the nearest neighbor
matching, the clustering attribute closest to the four
cluster centroids in the clustering knowledge base is
used as the health status of the machine corresponding to
the fault eigenvectors array, thereby achieving the fault
recognition.

Table 7 shows the verification results. Among the 100 sets
of the verification data, 94 sets of centroids are close to the
cluster A centroid, 4 sets of centroids are close to the cluster
C centroid, and 2 sets of centroids are close to the cluster
D centroid. It is concluded that the machine health status
corresponding to the verification data can be judged as a surge
failure with an accuracy rate of 94%.

TABLE 7. The distance between the centroid corresponding to surge fault
datasets and the four-cluster centroid.

Another case of 120-K-20012 centrifugal compressor rub-
bing fault is selected for the engineering verification. Select
100 sets of data as the model verification data where each set
of data obtains 1024 points. Moreover, RMS, margin factor
and skewness factor are select as fault sensitive characteristic
parameters. According to the aforementioned fault recogni-
tion method based on the k-means cluster fault recognition
model, the distance between the centroid of the fault-sensitive
feature vector group corresponding to each group of data
and the four cluster centroids of the cluster knowledge base
is calculated. Table 8 shows that the centroid of the fault-
sensitive feature vector group corresponding to 100 sets of the
verification data is closest to the cluster centroid B. Therefore,
it is concluded that the machine health status corresponding
to the verification data can be judged as a rubbing failure with
an accuracy rate of 100%.

Another case of M-101 centrifugal compressor misalign-
ment fault is selected for the engineering verification. 100 sets
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TABLE 8. The distance between the centroid corresponding to rubbing
fault datasets and the four-cluster centroid.

of data are selected as the model verification data where
each set of data obtains 1024 points. Moreover, RMS, margin
factor and skewness factor are selected as fault sensitive
characteristic parameters. According to the aforementioned
fault recognition method based on the k-means cluster fault
recognition model, the distance between the centroid of the
fault-sensitive feature vector group corresponding to each
group of data and the four cluster centroids of the cluster
knowledge base is calculated. Table 9 shows that among
100 sets of the verification data, 80 sets of centroids are close
to the cluster C centroid and 20 sets of centroids are close
to the cluster A centroid. Therefore, it is concluded that the
machine health status corresponding to the verification data
can be judged as a misalignment failure with an accuracy rate
of 80%.

TABLE 9. The distance between the centroid corresponding to
misalignment fault datasets and the four-cluster centroid.

D. FAULT RECOGNITION ACCURACY RATE COMPARISION
OF K-MEANS CLUSTERING MODEL AND SUPPORT
VECTOR MACHINE MODEL
Taking the RMS, margin factor and skewness factor as
the characteristic parameters of the support vector machine
(SVM) fault recognition model, raw vibration data serve as
the input of SVM fault recognition model. The SVM fault
recognition model uses the same training sample data as k-
means clustering model, composition of training sample data
has been explained in section ‘‘training sample data descrip-
tion’’. As shown in Fig.15, labeled failure data are divided
into four fault modes, surge is the first category, rubbing is
the second category, misalignment is the third category, and
normal state are the fourth category.

Using the 100 sets surge data collected from 210-K-
1650 centrifugal compressor as the SVM model verification
data, and the verification result shows that 57 sets of data

FIGURE 15. SVM fault training sample classification.

have been partitioned as surge fault, 27 sets of data have
been partitioned as rubbing fault, and 16 sets of data have
been partitioned as misalignment fault (Fig.16). It can be
calculated that recognition accuracy rate of the surge fault of
SVM model is 57%.

FIGURE 16. SVM surge fault sample classification.

Using the second 100 sets rubbing fault data collected from
120-K-20012 centrifugal compressor as the SVMmodel veri-
fication data, and the verification result shows that all 100 sets
of data have been partitioned as rubbing fault (Fig.17). It can
be calculated that recognition accuracy rate of the rubbing
fault of SVM model is 100%.

Using the second 100 sets misalignment fault data col-
lected fromM-101 centrifugal compressor as the SVMmodel
verification data, and the verification result shows that 3 sets
of data have been partitioned as surge fault, 15 sets of data
have been partitioned as rubbing fault, and 72 of data have
been partitioned as misalignment fault (Fig.18). It can be
calculated that recognition accuracy rate of the misalignment
fault of SVM model is 72%.
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FIGURE 17. SVM rubbing fault sample classification.

FIGURE 18. SVM misalignment fault sample classification.

TABLE 10. The accuracy rate comparison of fault recognition between
K-means model and SVM model.

Support vector machine as a supervised learning method,
fault recognition needs to be combined with training samples
to obtain the optimal model for classification, while unsu-
pervised learning k-means cluster analysis can be trained to
obtain cluster centers, according to the distance criterion can
automatically identify the failure mode, it is more suitable
for engineering applications. As shown in Table 10, for surge
andmisalignment faults identification, the comparison results
between k-means model and SVM model shows the former
has higher fault recognition accuracy rate than the latter.

V. CONCLUSION
The main purpose of this paper is proposing an online
k-means clustering fault recognition model by using time
series raw vibration data of in-service rotating machinery.

The k-means clustering fault recognition model has been
constructed based on the ‘‘black box’’ principle, which is
designed with three working modes such as offline or online
model training, online fault recognition, online fault mode-
fault cluster centroid knowledge base enrichment and so on.
Using time-series raw vibration data as the input of the k-
means clustering fault recognition model, the fault identifica-
tion conclusion can be automatically given without depend-
ing on the prior knowledge of external experts.

The raw vibration data of surge, rubbing, misalignment
and normal status of the in-service centrifugal compressor
are used to train and verify the effectiveness of the k-means
cluster fault recognition model. The result shows that surge
fault, rubbing fault and misalignment fault recognition accu-
racy rate reach 94%, 100% and 80%, respectively. In addition
to surge, rubbing, and misalignment fault modes, centrifugal
compressors also have fault modes such as rotor unbalance,
oil film oscillation and so on, the effectiveness of the k-means
cluster analysis of vibration data for five or more operating
states needs to be further studied, and the generalization of the
constructed model needs to be further verified and perfected
too.
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