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ABSTRACT Cyber-attacks on a cyber-physical power system could lead to significant data failure, false data
injection and cascading failure of physical power system components. This paper proposes an advanced
approach based on a ternary Markovian model of cyber-physical components interactions to capture the
subsystem layers’ interactions of the cyber-physical power system and to quantify the interdependency
impacts on physical power system security. The approach models cyber-physical interactive operation based
on interactions and characteristics of three subsystem layers of the system with the presence of random
and unforeseen contingencies, load demand variations and then quantify the impacts with Monte Carlo
simulation. The viability of the approach is investigated by simulating a set of scenarios, representing
realistic physical power system operating conditions with the cyber network interactions. Findings justify
the presence of cyber-attacks in a cyber-physical power system components operation could lead to severe
insecurities. However, the impacts on physical power system security does not always correlate with the
severity of cyber-attacks.

INDEX TERMS Cyber-physical power system, cyber-physical power system reliability assessment Inter-
dependency, Markov model, Monte Carlo simulation, power system security, reliability assessment, smart
grid, subsystem layers’ interactions, ternary Markovian model.

I. INTRODUCTION
Growing reliance on information and communication tech-
nology (ICT) and advanced automation systems in power
systems has created cyber physical power (CPP) system
paradigm. A CPP system is a series of components connected
by power infrastructure, information and communication
infrastructure and decision-making infrastructure. CPP sys-
tem is a sophisticated intelligent power system architecture
that integrates advanced control and modern communication
technologies applicable to a power system. It is a modern-day
smart power system with various systems and component
interactions. In a CPP system, the normal operation of one
subsystem depends on the interactive functions of other com-
ponents or subsystems within the CPP system.

The information, communication and decision-making
infrastructures execute the monitoring, control and decision-
making processes. The communication and decision-making
infrastructures are to ensure that a better reliability of CPP
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system is achieved [1]. Authors in [2], [3] state that com-
munication and decision-making infrastructures support the
transfer of power from generation to end-users in a reliable
and secure manner. Also, authors in [4], [5] argue that use
of real-time communications support dynamic flow of power
and information data to ensure a reliable power supply.

However, growing reliance on cyber systems makes CPP
systemmore susceptible to component failure, cyber network
failure, software failure and human errors. These failures
could cause failure propagation that could affect interde-
pendencies within the CPP system, adversely, impacting
power system security. References [6], [7] state that extensive
reliance of the power system on cyber systems may leads to
new threats and makes the CPP system more vulnerable to
malicious attacks, information and data failure.

Authors in [8] state that any failure can transmit or spread
more rapidly and extensively, and as a result the system
reliability could be reduced.

Reference [5] argues that loss of monitoring and control
of power system components may influence the real-time
operation of the whole power system. Reference [2] argues
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that communication system failures may cause lack of con-
trollability and observability of a power system which may
result in succession of failures in the system. For instance,
accidental shutdown of a power station in Italy (2003 black-
out) led to failures of the communication network nodes
and the supervisory control and data acquisition (SCADA)
system of the power grid. This incident led to more failures
in the power grid and subsequently led to a sequence of
tragic cascading failure in the system [9]. The combination
of power components failures, lack of real-time information
and diagnostic support, local decision-making without regard
to interconnectivity, computer and human errors that resulted
in cascading failures eventually led to the huge blackout in
the Northeast of United States in 2003 [10]. The Northeast
blackout affected almost 50 million customers in seven US
states and Ontario, Canada. The blackout caused a sudden
shutdown of over 100 power plants at a localized generating
plant [4], [11].

Considering the likelihood of failure propagations and
interdependency failure due to uncertainties and unpre-
dictability in a CPP system, interdependency assessment
and system modelling are important in order to assess true
impacts. Relevant studies on interdependencies in a CPP
system has been proposed in [12]–[15] for reliability assess-
ment of the system. Reference [16] develops a mathematical
model to evaluate the impacts of interdependencies in a cyber-
physical system quantitatively. It concludes that the intelli-
gent devices of the cyber-physical network could experience
failures in two ways: direct and indirect interdependencies
that might have effects on the reliability of a power system.
An interdependency Markov-chain framework is proposed in
[4] to investigate and forecast resilience to cascading fail-
ures and to study interdependency impacts on system reli-
ability. It concludes that interdependencies among systems
with reliable systems may lead to an unreliable system. A
mathematical model to assess interdependency in power and
communication systems of smart grid components is pro-
posed in [17] for system vulnerability analysis. The model
reveals interdependency between components and system
vulnerabilities induced by system dynamics. Reference [18]
proposes an analytical reliability model to capture effects
of cyber-physical interdependencies and effects of failures
from both physical and cyber components in a smart grid
system. The results argue that cyber infrastructure can have
less reliability than a conventional power grid. An analyti-
cal reliability assessment considering both power and cyber
component failures is proposed in [19] to investigate impact
of direct cyber network failures on a power network. The
results show that is very important to consider cyber negative
impacts on power grid for reliability assessment. Though
impacts of interdependency in a CPP system reliability have
been explored, a unified framework that reflect characteristics
of three subsystem functional layers’ interactions of the CPP
system is missing.

Other frameworks have been established in CPP sys-
tem modelling to analysis CPP system operation [20]–[25].

Authors in [26] analyze electrical cyber-physical systems
operation by modelling communication network associated
in a power transmission grid using a mesh topology to char-
acterize the networks interdependency based on various types
of information channels. The model investigates vulnerabil-
ity of electrical cyber-physical systems under various cyber-
attacks. Reference [27] proposes a CPP system equivalent
model to quantitatively evaluate effect of improper control
commands due to cyber contingencies on the power system
of a CPP systems. Hierarchical control systems of cyber net-
works were designed as directed branches and directed graph
with data nodes. The model effectively evaluates the impact
of cyber contingencies without entire system simulations.
An hierarchical CPP model based on flocking theory con-
sidering transient stability associated problems is proposed
in [28] to maintain a transient stability during severe dis-
turbances. The model facilitates identification of distributed
control approaches that improve resiliency in power grid
operation. An hybrid simulation model of CPP system con-
sidering time delay in predictive control model with low
frequency oscillation damping controller is proposed in [29]
to simulate CPP system operation. The model demonstrates
good performance with improved cyber control systems.
Lastly, a dynamic transmission model and a static connection
model are proposed in [30] to evaluate effect of cyber compo-
nents failure and quality of information transmission on CPP
distribution system. These twomodels are developed to create
CPP model based on service restoration, fault location and
isolation of the CPP distribution system operation. The results
show a significant failure rates of the cyber components
causing considerable impact on the CPP distribution system
reliability.

Most CPP system modelling focuses on a single dynamic
characteristic of the CPP system operation. The CPP system
model proposed in [21] is based on delay, dynamic routing
and communication error. The approach in [27] is an hierar-
chical control system of a cyber network based on directed
branches and directed graph with data nodes. Reference [31]
models a unified electrical cyber physical system framework
considering information flows and routers. These studies
implement dynamic of the communication network in the
CPP system modelling, the dynamic characteristics of the
decision-making layer and power network are missing.

Some approaches explore the CPP system modelling as
separate models. CPP system operation in [30] is modelled
as two separate models: the static connection model and the
dynamic transmission model based on service restoration,
fault location isolation and of the CPP distribution system
operation. This study does not reflect a single unified frame-
work modelling.

The framework proposed in [26] models cyber physical
electrical power systems with integration of both power grids
and communication networks, based on power transmission
grid characteristics: high-voltage levels, long transmission
distances and node importance in transmission grids. This
approach models the communication network as a meshed
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topological network with each node linked to a physical
node within the power transmission grid. The hierarchical
CPP model in [28] is based on flocking theory considering
transient stability associated problems. However, each of
these studies does not reflect the characteristics of the three
subsystem functional layers’ interactions of the CPP system.
As stated by authors in [1], it is very important in CPP system
modelling to establish single unified model that combine
series of consequences of events from the decision-making
subsystem layer, the communication and coupling subsystem
layer to the power subsystem layer. Therefore, the aim of
this paper is to investigate the CPP system modelling as
a single unified model considering interactions and char-
acteristics of the three subsystem functional layers of the
CPP system and then to propose an advanced algorithm to
assess global impacts of the power system interacting with
the cyber network processes. The three subsystem layers are
decision-making layer, communication and coupling layer
and power layer.

Taking into account the gap from the state of the art of
the problem, this paper proposes a unified ternary Markovian
model based on interactions and characteristics of three sub-
system layers of the CPP system to capture dynamics of sub-
system layers’ interactions in the system for the assessment of
interdependency impacts on power system security under var-
ious cyber-attacks and foreseen contingencies. The approach
models impact of interdependency of CPP system operation
through state transitions using non-sequential Monte Carlo
simulation.

The key contributions of this paper are as follows: Firstly,
this paper establishes a single unified ternary Markovian
model of CPP system operation based on three subsystem
functional layers: decision-making layer, communication and
coupling layer and power layer. Secondly, the model reflects
dynamic operation of subsystem layers’ interactions of com-
munication and coupling layer, decision-making layer and
power layer. This is demonstrated as an embedded three
subsystem layers interactions that capture each operation of
subsystem layer in the CPP system. Each of the subsys-
tem layer is characterized as three states to capture time
varying behaviour under various cyber-attacks or unforeseen
contingencies. Lastly, the model with Monte Carlo simula-
tion is embedded into the security assessment algorithm and
quantitatively assess realistic impacts of subsystem layers’
interactions on power system security.

The rest of this paper is organized as follows: Section II
presents different CPP system layers; Section III presents
the proposed approach in detail; The implementation of the
approach, results and analysis are detailed in Section IV; and
conclusions are given in Section V.

II. CYBER PHYSICAL POWER SYSTEM
A CPP system integrates advanced control, intelligent elec-
tronic devices(IEDs) and ICT to advance the performance of
the composite system to achieve prime and other objectives.
CPP system is an interconnected and complex cyber-physical

FIGURE 1. Cyber-physical power system representation.

system which forms a multi-dimensional heterogeneous sys-
tem [18]. The complex interconnections and interactions in
CPP system is considered as a system with three subsystem
functional layers (FL) (see Fig.1): FLI is the decision-making
intelligent subsystem layer, FLII is the information, com-
munication and coupling subsystem layer and FLIII is the
physical power subsystem layer. Both the decision-making
intelligent layer and the information, communication and
coupling layer make up the cyber layer.

A. DECISION MAKING INTELLIGENT SUBSYSTEM LAYER
Generally, the decision-making intelligent layer determines
the smartness of a CPP system. The decision-making intelli-
gent subsystem layer (DISL) is made up of various programs
or functions; substation automation system, control centre,
control of renewable power generation, energy and demand
management system of computer programs for relays, IEDs
etc. These functions are for continuous operation of the power
system. They process information received from sensors or
disseminate information from the communication infrastruc-
ture to others. Control directives or business process decisions
exhibited in the physical layer is achieved in this layer [32].

Malfunctioning in the DISL such as DISL tools failure
(including servers), incorrect decision-making and malicious
intention might generate incorrect state estimation [33], [34].
Various malicious intention could introduce cyber-attacks
through sensor(s) hacking and measurement distortions [1],
[35]. This may lead to decision errors that could cause failures
or lead to a blackout.

B. COMMUNICATION AND COUPLING SUBSYSTEM LAYER
The communication and coupling subsystem layer (CCSL)
contain communication networks and interface devices
such as remote terminal units (RTU). The communication
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networks are generally categorized into three: wide-area net-
work, field area network and home area network. They con-
sist of various communication devices. The interface devices
convey control directives and decision programs from DISL
to the power layer and measurements from the power layer to
the DISL. The communication networks connect the interface
devices and the links between them. Any malfunction or
error in the communication networks or interface devices will
affect the accuracy of the DISL functions [1], [36]. However,
communication networks and links are susceptible to wrong
data injection attacks which may alter measurements during
data transmission [37]. Thismight also causewrong decisions
from DISL and invariably could cause system malfunctions
or lead to a blackout.

C. PHYSICAL POWER SUBSYSTEM LAYER
The physical power subsystem layer (PPSL) is simply the
physical power network consists of all physical devices gen-
erally, the power generation, power transmission and distri-
bution assets including protection systems, power electronic
interface devices, and storage technologies, and traditional
and smart grid loads. The power system is usually grouped
into three functional zones of generation, transmission and
distribution. Power devices are connected to the communi-
cation and coupling layers via state awareness sensors and
program execution devices.

III. THE APPROACH
A. INTERDEPENDENCY IN CYBER PHYSICAL POWER
SYSTEM
Interdependency in a CPP system is a mutual reliance of
components or subsystems within a system. The states of a
component or a subsystem in a system can potentially influ-
ence the performance of other subsystems. The successful
operation of a power system with a significant integration of
cyber infrastructure depends on the cyber network security.
Consideration of interdependency of cyber and power system
is extremely important [1]. Moreover, loss of interdepen-
dency due to uncertainty, unpredictability and failure in the
CPP system could affect effective operation of the power
system thus, the power system security could be jeopardized.

B. FAILURES IN CYBER PHYSICAL POWER SYSTEM
In a CPP system either the cyber system or the power system
could be the source of failure from failures of their com-
ponents, software failures, human errors, etc. All these fail-
ures may be categorized into three: component failure, cyber
unavailability, and cyber intrusion. Component Failure is the
loss of functionality in component(s) of the decision-making
and intelligent layer, information, communication and cou-
pling layer or power layer such as routers, servers, generators,
etc., may malfunction or fail. This might cause interruption
in communication networks or incorrect decision-making
which could affect the security of the whole system. Cyber
Unavailability is the loss of functionality in information &

communication networks as a result of interruption such
as link unavailability, packet loss, packet delay, etc., which
may affect the decision-making process thus, jeopardizing
the power system security. Cyber intrusion is the loss of
functionality due to malicious attacks, false data-injection
attacks, etc. which may affect the decision-making process.

C. MARKOV APPROACH
Markov process is defined as a stochastic process. Markov
chain is a form of Markov process with some finite states
(V1, V2, V3. . . . Vn) which make the process to occur at any
given time. Transition probability yij is the probability of the
process moving from state Vi to state Vj. Transition proba-
bility yii is the probability of the process remaining in the
same state.Markov processes is utilized in the analysis of sys-
tems’ reliability, maintainability and availability [38]–[41].
A typical system consists of n components with one or all
the components operating effectively or ineffectively at any
given time. The entire system successful operation depends
on the availability or unavailability of its components.

D. TERNARY MARKOVIAN MODEL
Markov modelling is a modelling method with common
application in reliability analysis of systems. Markov mod-
elling offers better insight into dynamic behavior of a system
or component [1], [4]–[44]. It is a type of stochastic process
where system behavior varies with time and space randomly
[42], [45].

The proposed approach is established using a ternary
Markovian model (TMM) to incorporate the influence and
interoperability of subsystems within the CPP system to cap-
ture the dynamics of subsystems’ interactions in the CPP
system. TMM is a single integrated probabilistic framework
modelled as an embedded three subsystem interactions. Each
subsystem layer(SL) is characterized with three states to
capture time varying behavior under various cyber-attacks
or unforeseen contingencies. The interactive operation and
sequence of events in each of DISL, CCSL and PPSL of the
CPP system is modelled as a subsystem which exist in three
states within a system (see Fig. 2).

The TMM is formed as an embedded three SL interactions:
the DISL, the CCSL and the PPSL. Each of the SL is formed
to interact with each other. The DISL is formed as a SL
with various procedures and functions including substation
automation system, control of renewable power generation,
operation of IEDs etc. for continuous operation of the phys-
ical power system. To capture time varying behavior under
various cyber-attacks and unforeseen contingencies the DISL
is further characterized to operate in three states: available
without error state indicated as ‘‘A’’, available with error state
indicated as ‘‘E’’ or unavailable state indicated as ‘‘F’’.

The CCSL is formed as an interface and coupling SL
with various interface devices (e.g. RTU) and communication
network to convey control directives and decision programs
from the DISL to the PPSL and measurements from the PPSL
to the DISL. To capture time varying behavior under various
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FIGURE 2. Ternary Markovian model of a cyber-physical power system.

cyber-attacks and unforeseen contingencies the CCSL is fur-
ther characterized to operate in three states: available without
error state indicated as ‘‘A’’, available with error state indi-
cated as ‘‘E’’ or unavailable state indicated as ‘‘F’’.

The PPSL is modelled as physical power systemwith of all
physical devices generally. To capture time varying behavior
under various cyber-attacks and unforeseen contingencies the
PPSL is further characterized to operate in three states: avail-
able state indicated as ‘‘A’’, partial operated state indicated as
‘‘P’’ or unavailable state indicated as ‘‘F’’.

Fig. 2 shows that the DISL and CCSL can either exist as
available without error state indicated as ‘‘A’’, available with
error state indicated as ‘‘E’’ or unavailable state indicated as
‘‘F’’. PPSL can either exist as available state indicated as
‘‘A’’, partial operated state indicated as ‘‘P’’ or unavailable
state indicated as ‘‘F’’. Available without error state ‘‘A’’ is
when each subsystem (DISL CCSL or PPSL) is working as
expected. Available with error state ‘‘E’’ is presence of error
or incorrect data as a result of cyber intrusion, malicious
attack, false data injection, etc., in the system that may affect
the functionality of each/both DISL and CCSL which might
impact the power system layer and whole system functional-
ity. Unavailable state ‘‘F’’ is a failed state of the subsystem
layer as a result of component failure, packet loss, packet
delay, etc. which might impact the system security. Partial
operated state ‘‘P’’ state is when the subsystem is operating
partially or operating at a reduced-capacity.

TMM is conceptualized as varying with respect to time
and space with state transition probabilities [44] as expressed
in (1):

pij∀i, j ∈ X = 1, 2, 3 . . . .n (1)

where: X is set of possible states, n and pij is state transition
probability from state i to state j. The state transition proba-
bilities represent all the transitions from one state to another.
Stochastic transitional probability matrix P consist of all the
transition probability values for the system states as expressed

FIGURE 3. TMM state space transition representation of the CPP system.

in (2):

Pk,k+1 =


p11 p12 · · · p1n
p21 p22 · · · p2n
...

...
...

...

pn1 pn2 · · · pnn

 (2)

where: Pk,k+1 is state transition probability matrix, k and
k + 1 is the current and next state respectively, n is number
of states and pij is the transition probability that depict the
probability of transiting from state i to state j during a given
time interval. Within the transition probability matrix, the
rows are the current state of the system while the columns are
the next state, the sum of each row in the transition probability
matrix must be 1, that is, from a given state, the transition
probabilities must equal to unity [42] as expressed in (3):∑

j∈X

pij = 1 (3)

The TMM state space diagram (see Fig. 3) collectively
represents the possible states of the CPP system due to opera-
tional consequences of events in the DISL, CCSL and PPSL.
There are three state variables in each of the subsystem layer.
‘‘A’’, ‘‘E’’ and ‘‘F’’ (see Fig. 2) state variables indicate that
each of the DISL and CCSL could either be in available-
without-error state, available-with-error state or failed state
respectively. ‘‘A’’, ‘‘P’’ and ‘‘F’’ state variables indicate that
the PPSL could either be in available state, partial operation
state or failed state respectively.

Each subsystem layer state is denoted by a ternary variable
xi = 2, 1, or0 such that, subsystem layer i is either available,
error/partial or failed, respectively.

Let consider Ci as set of states for subsystem, i with a
cardinality of Ni. For a system with n subsystems, the system
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state can be represented as a vector W:

W = (wi) , where wi ∈ Ci 1 ≤ i ≤ n (4)

Also, the states of all subsystems can be described by a
ternary vector:

x = (x1, x2, . . . .xn) (5)

With standard assumptions, state of a system depends on
combination of all components states [46], [47], the ternary
system state model is described by y and is subject to subsys-
tems state vector x:

y = y (x) (6)

The system can be in any different state since wi ∈ Ci
therefore N is:

N =
n∏

i=1

Ni (7)

And the system state space express as:

SS = {Wj|1 ≤ j ≤ N }

Likewise, let �i represent the state transition due to subsys-
tem i operation and from 6, the system state transition can be
expressed approximately as:

� =

n∏
i=1

�i (8)

Hence, as depicted in (2) the ternary Markovian CPP system
stochastic transitional probability matrix is modelled as:

Mk,k+1 =


m11 m12 · · · m1n
m21 m22 · · · m2n
...

...
...

...

mn1 mn2 · · · mnn

 (9)

where: Mk,k+1 is the state transition probability matrix, mij,
mji and mii are the transition probabilities.

Considering subsystem layers’ interactions and dynamics
of one subsystem layer influence the dynamics of the other
subsystem layer. The system may operate in either of any
of the N possible states. Generally, the most likely state
begins with the system fully-functional. This is when each
of the subsystem layers of the CPP system and the whole
CPP system is available and working as expected. However,
operational uncertainty and unpredictability may cause any of
the subsystem layers to transit from its fully functional state to
another state, which might impact the whole system. One or
multiple transitions of subsystem layer(s) can cause one step
transition of the whole CPP system. In Fig. 3 state ‘‘AAA’’
of TMM can transit to state ‘‘AAP’’ as a result of the DISL
and CCSL remaining fully functional and the PPSL transits to
partial operation state, individual subsystem transitions cause
the TMM state transition as stated in (5) and (6).

To reduce design complexity and to ensure effective imple-
mentation, the state space representation in Fig. 3 is truncated

FIGURE 4. Truncated TMM state space transition representation of the
CPP system.

to smaller number of states by excluding states with very
low probability of occurrences. Hence, the reduced number
of state space transition representation of the CPP system is
shown below (see Fig. 4).

Fig. 4 shows the TMM truncated state space transition
reflecting subsystems interactions and their dynamics within
a whole CPP system as result of one or more transitions
of subsystem layer(s). All the possible N states of the
TMM is categorized as fully functional, functional, fully
blackout, blackout, conventional, conventional partial oper-
ation, conventional error partial operation and conventional
error.

Table 1 shows the reduced states considering design com-
plexity and implementation. The fully functional state refers
when each subsystem (DISL, CCSL and PPSL) of the system
is fully available and in working state, functional state refers
to when both subsystems DISL and CCSL of the system is
fully available and in working state with subsystem PPSL in
partial operation state. The fully blackout state is when each
subsystem DISL, CCSL and PPSL of the system failed, not
in working condition, and not available. The blackout state
is when subsystem PPSL failed and either DISL or CCSL is
available, error or failed state. The conventional state refers
to when the PPSL is fully available and in working state
with either subsystem DISL or CCSL in error state or failed
state. The conventional partial state refers to when the PPSL
is not fully available but in partial operational state with
either subsystem DISL or CCSL in the error state or failed
state. The conventional error state is when the PPSL is fully
available and is in working state with either subsystem DISL
in failed state or available state with CCSL in error state. The
conventional error partial operational state refers to when the
PPSL is in partial operated state with either subsystem DISL
in failed or available state with CCSL in error state.
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TABLE 1. CPP system truncated TMM states.

E. TERNARY MARKOVIAN MODEL IN MONTE CARLO
SIMULATION
Fig. 5 illustrates the basic steps of the approach proposed
in this paper. Monte Carlo simulation (MCS) examines and
predicts various system states in simulated time to obtain
energy not supplied (ENS) and to estimate expected value of
the ENS. With different states of the TMM as stated above,
MCS steps were coded in MATLAB to model the states of
the CPP system applying state sampling technique. In this
technique, system states are determined based on probability
distributions of system states and generated random numbers
(RN). RN comprises of a uniform distribution over a specified
range of values [47]–[49]. This study assumes a uniform dis-
tribution of RN within [0,1]. The states for different samples
of state probability of the TMM system are sampled and a
non-sequential system states achieved for the system.

At each MCS sample trial, if the system is considered
to be in fully functional state or functional state, then that
complete the MCS sample trial. If the system is considered
failed either as a result of DISL failure(or error) or CCSL
failure(or error) or PPSL failure, the corresponding energy
lost due to the failure is considered and logged. If PPSL fails,
corresponding total ENS, and value of lost load (VoLL) are
noted and logged against the sample trial of MCS. If DISL
and/or CCSL fails, component randomization is performed

FIGURE 5. Basic flow chart of Ternary Markovian Model with Monte Carlo
Simulation.

to determine which physical power component is affected
with DISL and/or CCSL failure. Then a Newton-Raphson
A/C power flow is simulated to check the network operat-
ing condition. If power flow convergence is established and
constraint violations are rectified, then MCS sample trial
is completed. However, if any constraint is violated, then
it is rectified through corrective actions to prevent network
collapse or to alleviate sustained violations. The incorpo-
rated and developed corrective actions in this study are reac-
tive power compensation, on-load-tap changing, generation
re-dispatch and shedding of loads.

Cyber failure and power layer failure and their correspond-
ing ENS and VoLL [50]–[52] are logged and recorded against
the individual sample trial ofMCS considering themagnitude
of load shedding, restoration time of the loads that were being
shed, and sector customer damage functions. At the end of
each sample trial of MCS, mean value of the curtailed load
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and corresponding of cost of lost load of all the processed
samples are estimated, with maximum number of samples
trials, the expected energy not supplied(EENS) is calculated
as:

EENS =
1
y

y∑
i

KixTi (10)

where, y is the processed samples, Ki is the magnitude of
curtailed or shed load at the sample i and Ti is the restoring
time of Ki. The VoLL is calculated as:

VoLL =
1
y

y∑
i

ENSixCi (Ti) (11)

where, Ci is sector customer damage function (SCDF) [52]
for Residential, Commercial, Industrial and large user in
£/MWh for the interruption duration Ti and ENSi is energy
not supplied for the sample i.

F. FAILURE FREQUENCE INDEX
It is important to understand effects of individual subsystem
on the whole system for operational system security, hence,
[1], [53]–[55] identified some measures that quantify the
effect of subsystem activities on CPP system operation. Thus,
power layer failure, cyber failure and error frequency index
and their corresponding ENS and VoLL are considered as an
indication of unreliability that could jeopardize power system
security. Specific definitions of those indices are as follow:

Average Power Layer Failure Frequency Index: This is
measure of interruption or disturbance on the CPP system due
to failure of the power layer as a fraction of the total processed
samples:

APFFI =
Total power layer failure
Total processed samples

Power layer failure include all uncertainties and failure in the
physical power layer.

Average Cyber Failure Frequency Index: This is measure
of lost decisions on the CPP system due to failure of cyber
layer (CCSL and DISL) as a fraction of the total processed
samples:

ACFFI =
Total Cyber Failure

Total processed samples

Cyber failure is any uncertainties that affect the functionality
of cyber layer such as, malicious intention, cyber tool failure,
etc.

Average Cyber Error Frequency Index: This is measure of
lost decisions on the CPP system due to error in the cyber
layer as a fraction of the total processed samples:

ACEFI =
Total Cyber Error

Total processed samples

Cyber error is any error that affect the functionality of cyber
layer such as incorrect decision-making, wrong data injec-
tion, etc.

TABLE 2. ICT components’ reliability data.

IV. CASE STUDIES
A. NETWORKS
The IEEE 24-Bus Reliability Test System (RTS) [56] is
used for the viability assessment of the proposed approach.
MATLAB codes were developed to stimulate the network
characteristics and other eventualities. The transmission sys-
tem consists of 24 buses, 33 lines and 5 transformers. There
are 10 generator buses of connecting 32 generating units
and 17 load buses in the system. The transmission lines are
at two voltages, 230 kV and 138 kV. The 138 kV system
is in the lower part of the power system. The buses 11, 12,
and 24 represent the 230/138 kV tie-stations. Bus 14 and
bus 6 have a synchronous condenser and a reactor connected
respectively as voltage corrective devices. The data of the
system components are given in [56] with annual peak active
power load of 2850MWand reactive power load is 580MVAr.
The hourly load variationsmodel is created from the technical
data given in Table 4 and Table 5 of [56].

Authors in [57] developed a benchmark CPP reliability test
system to establish a reliability test system that incorporates
ICT components into 24-Bus RTS. The study suggests that
portion(s) of the 24-Bus RTS may be extended with ICT
configurations. Therefore, in this study all generator buses
of the 24-Bus RTS are incorporated with ICT components to
achieve a comprehensive cyber-physical test system [57]. The
24-Bus RTS power network with selected buses (substations)
of cyber part of the system (ICT configurations) is shown in
Fig. 6. Each of these selected buses is integrated with ICT fea-
tures, such as Merging Units (MUs), Ethernet Switches (ESs)
and line protection panel (LPP) with their connections, are
shown in Fig. 7 below. Mean time to failure (MTTF) and
mean time to repair (MTTR) values of ICT components used
in this study for reliability assessments are from [57]–[59]
and are shown in Table 2.

It is also to be noted that although the reliability is a
combined reflection of adequacy and the security of the
system, the paper investigates the security part of the sys-
tem and impacts on the physical power system from the
cyber-physical interactive operation.

B. SCENARIOS
Various failure rates of cyber-attacks are considered in this
study in order to explore any abnormal transitions within the
CPP system. Having such leverage can ensure extra plan-
ning in the events of unforeseen contingencies in the CPP
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FIGURE 6. IEEE RTS physical network with selected buses indicating cyber
system [56].

FIGURE 7. Cyber configurations extension on bus 1 [57].

system. However, such data may not be available in reality,
but it is important to be aware of such transitions to mitigate
unexpected contingencies. Hence, the study is performed to
investigate the TMM performance and to assess the inter-
dependency in a CPP system operation in the presence of
the power system failure or cyber system failure (compo-
nents failure, cyber-attacks, malicious attacks and false data-
injection attacks). Thus, for every CPP system failure caused
by cyber-attacks some scenarios were considered.

First scenario set A contains five clusters scenarios: A1,
A3, A5, A7 and A9. Each of the scenario in scenario Set
A is designed by incorporating the base case (BC) operating
condition given in section IV A and then applying different
failure rates of cyber-attacks on all generator substations
and associated transmission lines for each failure due to
cyber-attacks on the system. The probabilities of failure due

to cyber-attacks on all the generators were increased in the
scale 20% and simultaneously applying the failures rates of
cyber-attacks at 10%, 30%, 50%, 70% and 90% on gen-
erator associated transmission lines for each failure due to
cyber-attacks on the CPP system. The scenario cluster A1 is
formed by simulating 10%, 30%, 50%, 70% and 90% failure
rates (FR) of cyber-attack on all effective generator substa-
tions with FR of cyber-attack on all the generator associated
transmission lines maintained at 10% each. The scenario
cluster A3 is formed by simulating 10%, 30%, 50%, 70% and
90% FR of cyber-attack on all effective generator substations
with FR of cyber-attack on all the generator associated trans-
mission lines maintained at 30% each. Scenario cluster A5,
A7 and A9 maintain the same procedure as A1 and A3.

The objectives of these scenarios are to investigate any
significant transitions of impacts and sensitivities in the even-
tualities of significant increase in the failure rates due to
cyber-attacks because it is vital to know the extreme situations
and plan remedial actions accordingly.

Second scenario set B contains five clusters scenarios: B1,
B3, B5, B7 and B9. Scenario set B is designed by incorporat-
ing the base case operating condition given in section IV A
and then applying different levels of failure on all transformer
substations and associated transmission lines for each failure
is due to cyber-attacks on system. The probabilities of failure
due to cyber-attacks on all the transformer substations were
increased in the scale of 20% and simultaneously applying
the failures rates of cyber-attacks at 10%,30%, 50%, 70%
and 90% on transformer associated transmission lines for
each failure due to cyber-attacks on the CPP system. The
scenario cluster B1 is formed by simulating 10%, 30%, 50%,
70% and 90% FR of cyber-attack on all effective transformer
substations with FR of cyber-attack on all the transformer
associated transmission lines maintained at 10% each. The
scenario cluster B3 is formed by 10%, 30%, 50%, 70% and
90% FR of cyber-attack on all effective transformer substa-
tionswith FR of cyber-attack on all the transformer associated
transmission lines maintained at 30% each. Scenario cluster
B5, B7 and B9 are designed following the same procedure as
in B1 and B3.

The objectives of scenario set B are the same as in scenario
set A but considering the transformer substations and lines
instead of power generators.

Scenario set C contains ten scenarios: CA1 to CA9 and
CB1 to CB9. Scenario set C collectively group largest EENS
value from each of the cluster scenario. CA1 is the largest
EENS of cluster scenario A1, CA3 is the largest EENS of
cluster scenario A3, CA5 is the largest EENS of cluster
scenario A5, CA7 is the largest EENS of cluster scenario A7
and CA9 is the largest EENS of cluster scenario A9. CB1 to
CB9 have been designed following the same procedure as in
CA1 to CA9.

The objectives of scenarios in set ‘C’ are to investigate
any significant transitions of impacts and sensitivities in the
eventualities of significant increase in the failure rates of
cyber-attacks with various power system components.
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FIGURE 8. System violations for scenario set A.

FIGURE 9. Annual load shed for scenario set A.

FIGURE 10. Annual EENS for scenario set A.

Scenario D is a power system security assessment in
the presence of component failure without considering
cyber-attacks and subsystem layers’ interactions of CPP
system.

C. RESULTS AND ANALYSES
Fig. 8, Fig. 9 and Fig. 10 show annual estimated results of
system violations, load shed and EENS respectively for the
scenario set A. In Fig. 8, the levels of CPP system viola-
tions (undervoltage, overvoltage and line-overload) increased
simultaneously with increase in failure rates of cyber-attacks
on all generator substations and associated transmission lines

FIGURE 11. Annual system violations for scenario set B.

FIGURE 12. Annual Load Shed for scenario set B.

with respect to the base case. Fig. 8 indicates that the increase
in failure rates of cyber-attacks on all generator substations
and associated transmission lines imposed same increased
rate of system disturbance and stress thus, making the sys-
tem to be more unbalanced which subsequently affects the
CPP system performance which is demonstrated in different
increased levels of system violations.

Fig. 9 shows different increased levels of load shed with
respect to the base case. The increased load shed experienced
at each of the scenario set A with respect to the base case
indicates that the increase in failure rates of cyber-attack on
all generator substations and associated transmission lines
cause various degrees of load shed in order to maintain the
sustained constraint violations and the power balance of the
CPP system to avoid system breakdown. Also, with respect
to the increased failure rates of cyber-attack on all generator
substations and associated transmission lines both Fig. 9 and
Fig. 10 show a consistent increase in the load shed amount
and EENS respectively from cluster scenario A1 through
cluster scenario A5 but cluster scenario A7 and cluster sce-
nario A9 show a decrease in the load shed and EENS. Cluster
Scenario A9 in Fig. 9 experiences a less total blackout thus,
the level of load shed is reduced compare to scenario cluster
A5 which experiences a more total blackout. This depicts
nonlinearity behaviour of some power system components
in response to system violations in order to maintain power
balance of the system.

Fig. 12 and Fig. 13, shows different increased levels of load
shed and EENS respectively with respect to the base case.
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FIGURE 13. Annual EENS for scenario set B.

FIGURE 14. Annual Load Shed for scenario set C.

FIGURE 15. Annual EENS for scenario set C.

This increased load shed and EENS experienced at each of the
scenario set B with respect to the base case indicates that the
increase in failure rates of cyber-attacks on all the transformer
substations and associated transmission lines cause various
increase levels of load shed and EENS in order to maintain
the sustained constraint violations and the power balance of
the CPP system to avoid system breakdown. However, rate of
increase of the load shed and EENS is not consistent with the
rate of increase of the cyber-attacks on all the transformer
substations and associated transmission lines. This depicts
nonlinearity behaviour of some power system components in
response to system violations to maintain the power balance
of the CPP system.

Fig. 14 and Fig. 15 show the scenario set C load shed and
EENS respectively with respect to the base case. In Fig. 14
there is a considerably increase in the load shed. Increased

FIGURE 16. Annual Load Shed for base case and scenario D.

FIGURE 17. Annual EENS for base case and scenario D.

FIGURE 18. Failure Frequency Index for scenario A.

effect level of 50% failure rates of cyber-attacks on all gener-
ator substations and associated transmission lines is 250% in
scenario CA5. The increased effect level of 50% failure rates
of cyber-attacks on all transformer buses and associated trans-
mission lines is 117% in scenario CB5. The rate of increase of
the load shed in scenario CA and scenario CB with respect to
base case depicts that load shed increases regardless, of part
or section of the network affected with cyber-attacks but rate
of increase in different part of the network varies. Increased
failure rate of a cyber-attack on the CPP system impacts the
CPP system considerably however, value of impact varies
with various power system components.

Fig. 16 and Fig. 17 show the base case and scenario D
load shed and EENS respectively. In Fig. 16, the base case
results show a significant increased level of load shed than
the scenario D load shed. The results depict that there is a
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FIGURE 19. Failure Frequency Index for scenario B.

considerable increase in load shed due to interdependency
operation in a CPP system caused by subsystem layers’
interactions and dynamics of one subsystem layer influence
the dynamics of the other subsystem layer. This makes CPP
system more unreliable than the traditional power system.

Fig. 18 and Fig. 19 show failure frequency index result for
base case, scenario A and scenario B respectively.

V. CONCLUSION
The paper proposes a unified ternary Markovian model
(TMM) based on interactions and characteristics of three
subsystem layers of the CPP system to capture the dynamics
of subsystem layers’ interactions in a CPP system.

The results suggest that the TMM effectively captures the
dynamics of subsystem layers’ interactions in a CPP sys-
tem. The extended investigations suggest that the presence
of cyber-attacks in a CPP system can considerably impacts
the security of the physical power system. The severity of the
attacks that lead to component outages does not necessarily
correlate with the level of security impacts on the physi-
cal power system. Non-linearity of power system operating
characteristics could make barriers for attackers in targeting
power system stations that could lead to severe disturbances
in the physical power system.

The proposed approach provides holistic assessment of
interactions in the decision-making layer, information, com-
munication and coupling layer and power system layer in a
CPP system and offers innovative pathway to quantify the
security impacts of interdependency of components in a CPP
system effectively.
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