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ABSTRACT Today, the rapid dissemination of information on digital platforms has seen the emergence of
information pollution such as misinformation, disinformation, fake news, and different types of propaganda.
Information pollution has become a serious threat to the online digital world and has posed several challenges
to social media platforms and governments around the world. In this article, we proposePropaganda Spotting
in Online Urdu Language (ProSOUL) - a framework to identify content and sources of propaganda spread
in the Urdu language. First, we develop a labelled dataset of 11,574 Urdu news to train the machine
learning classifiers. Next, we develop the Linguistic Inquiry and Word Count (LIWC) dictionary to extract
psycho-linguistic features of Urdu text. We evaluate the performance of different classifiers by varying n-
gram, News Landscape (NELA), Word2Vec, and Bidirectional Encoder Representations from Transform-
ers (BERT) features. Our results show that the combination of NELA, word n-gram, and character n-gram
features outperform with 0.91 accuracy for Urdu text classification. In addition, Word2Vec embedding
outperforms BERT features in classification of the Urdu text with 0.87 accuracy. Moreover, we develop
and classify large scale Urdu content repositories to identify web sources spreading propaganda. Our results
show that ProSOUL framework performs best for propaganda detection in the online Urdu news content
compared to the general web content. To the best of our knowledge, this is the first study on the detection of
propaganda content in the Urdu language.

INDEX TERMS Information bias, information pollution, low resource language, propaganda detection.

I. INTRODUCTION
Recent developments in artificial intelligence, big data,
and natural language generation are a double-edged sword.
On one hand, applications like text summarization [1], chat-
bots [2], and automated journalism [3] are assisting humans.
On the other hand, these technologies have become effective
tools for the generation and dissemination of misinforma-
tion. The growth of misinformation in online content and its
amplification by social media platforms are posing several
critical challenges to society. For instance, fake news and
various propaganda techniques are serious threats to democ-
racy [4], journalism [5], health [6], economy [7], and cli-
mate change [8]. In general, the propaganda is an expression
of opinion or action by individuals or groups deliberately
designed to influence the opinions or actions of other indi-
viduals or groups concerning predetermined ends [9]. The
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term propaganda is frequently confused with lies, distortion,
and deceit [10] but any content with biased messages either
intentional or unintentional is propaganda [11]. In literature,
the techniques used to spread propaganda are categorized
into seven classes [12]. For example, name calling labels
the individuals or group with bad names and card stacking
method falsifies the facts to overemphasize the agenda. The
detailed description of different propaganda techniques is
provided in Table 1.

The ramifications of propaganda in the United States of
America (USA) elections is a prime example of its impact on
societies [13], [14]. The propaganda disseminated by Cam-
bridge Analytica (CA) [15] and Internet Research Agency
(IRA) [16] through Facebook shaped the political attitude
of citizens to manipulate election results. Similarly, online
propaganda has affected the foreign policies of European
countries [17]. The conspiracy theories linking 5G technol-
ogy to coronavirus (COVID-19) pandemic have led to vio-
lent riots [18], [19]. This phenomenon is not confined by
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TABLE 1. Types of propaganda techniques.

any specific language. Accordingly, propaganda in regional
languages is disseminated by extremist groups to sway the
local population towards violent crimes [20], [21]. Anti-state
Propaganda by these extremist groups has also threatened
national security [22] of some countries. The propaganda
news against polio vaccine was published in 100 local Urdu
newspapers, resulting in an increased number of polio cases
in the propaganda affected areas [23].

The research community has recently started using
artificial intelligence tools for the automatic detection of
propaganda content. Different systems are developed for
automatic propaganda detection by using state-of-the-art
classification algorithms. The neural architectures with
Bidirectional Encoder Representations from Transform-
ers (BERT) embeddings [24] are used for the detection of
propaganda news [25]. The fine-grained analysis of news text
is done to identify sentences from content used for propa-
ganda. In another effort, Proppy [26] uses representations
of text style, i.e., readability and comprehension, etc., along
with textual features for the identification of propaganda
news. However, the current development of systems focuses
mainly on English language content. In addition, the datasets
used in these studies are developed by fetching content from
labelled propaganda news sources. The online service of
Media Bias/Fact Check (MBFC) [27] manually labels the
propaganda news sources according to the biasness of the
published content. However, this service labels those sources
that are publishing content in the English language only.
The adaptation of these methodologies for the content based
on the regional languages is strenuous due to the require-
ment of large scale datasets and essential linguistic resources.
Therefore, there is an imperative need to develop systems for
low resource languages using transfer learning to avoid the
resource scarcity problem.

There are 170 million people in the world who speak
Urdu language [28]. As such, no automatic system is devel-
oped so far to identify and mitigate the effect of propa-
ganda disseminated in the Urdu language. In this article,
we present Propaganda Spotting in Online Urdu Language
(ProSOUL) framework to identify propaganda content in the
Urdu language. First, we develop a labelled dataset of Urdu
propaganda news containing 11,574 news articles. Next,

we develop the Linguistic Inquiry and Word Count (LIWC)
for Urdu by translating the English [29] dictionary for
psycho-linguistic features. We train and evaluate the per-
formance of state-of-the-art classifiers with n-gram, NEws
LAndscape (NELA) [30], Word2Vec [31], and BERT [24]
features. Our results describe the best performance of the
classifier for Urdu text classification with character n-gram,
word n-gram, and NELA features with 0.91 accuracy. How-
ever, these features perform poorly for English text with
0.65 accuracy. In addition, Word2Vec performs better for
Urdu text compared to BERT features with 0.87 accuracy.
We also evaluate the performance of classifiers for classifica-
tion of test data acquired from sources unseen in training data
to penalize the models learning only training data as opposed
to actual learning of propaganda features. Our evaluation
shows the failure of n-gram features in the classification of
data from unseen sources compared to NELA, BERT, and
Word2Vec features. Moreover, we identify and assign pro-
paganda scores to web sources disseminating propaganda in
Urdu by classifying two large scale repositories of Humkinar-
Web [32] andHumkinar-News [33].We build Humkinar-Web
by crawling Urdu content from theWorldWideWeb (WWW)
and Humkinar-News by scraping the news content fromman-
ually selected Urdu news websites. The analysis shows that
ProSOUL performs best for the propaganda content present
in the online news content compared to general web content.
Furthermore, our results highlight the need for a dataset
from earmarked domains for propaganda detection. Our main
contributions in this article are as follows:

1) We develop a labelled dataset of Urdu propaganda
news consists of 11,574 news articles. Also, we develop
Linguistic Inquiry and Word Count (LIWC) dictionary
for Urdu to extract linguistic features of Urdu text.

2) We experiment thoroughly with different variations of
classifiers with n-gram, NELA, Word2Vec, and BERT
features for English and Urdu text. Our results show
that classifier performance can be boosted for the trans-
lated text due to simplification of semantic relations by
translating algorithms.

3) Our experiment of Urdu text classification on data
from unseen sources shows that NELA features can
generalize better than currently used n-gram approach.
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4) The comparison of BERT and Word2Vec embeddings
for English and Urdu text classification describes that
performance of these embeddings depends on their
training vocabulary. Word2Vec outperforms BERT for
the Urdu text classification due to richer vocabulary.

5) We classify the real-world data with ProSOUL to eval-
uate the performance of our propaganda identifica-
tion classifier. For testing, we develop two large scale
repositories of Humkinar-Web and Humkinar-News
by crawling the world wide web. Humkinar-Web and
Humkinar-News contain 6.4 and 0.62 million Urdu
documents, respectively.

6) We introduce propaganda scoring method for the iden-
tification and scoring of online Urdu websites dis-
seminating propaganda. The evaluation of our method
on Humkinar-Web and Humkinar-News describes that
ProSOUL performs better for online news compared to
the general web content. Hence, emphasizing the need
for labelled datasets from target domains for propa-
ganda detection.

The rest of the paper is organized as follows: Section II
presents related work and Section III describes the dataset.
In section IV, we present ProSOUL framework developed
for the classification of propaganda content. Classification
performance of ProSOUL is reported in Section V. Next,
we describe the process of developing Urdu content repos-
itories and propaganda scoring of websites in Section VI.
Finally, we conclude our paper in Section VII.

II. RELATED WORK
Over the years, researchers have studied the general aspects
of fake and deceptive information in online content. This
includes studying the impact of misinformation on pol-
itics [4], [15], [16], society [5], [8], economy [7], and
health [18]. Different machine learning algorithms have been
developed to automatically detect false news [34]–[37], pro-
paganda [26], [38], [39], toxicity [40], and fact checking [41]
from the online web content.

In general, there have been efforts on the automatic detec-
tion of misinformation by using simple and advanced linguis-
tic features. The simplistic approach of performing proba-
bilistic matching using Naive Bayes classifier was applied on
social media content for the fake news detection with 74%
accuracy [37]. Linguistic features such as pronouns, cogni-
tive, emotion, and function words were used for the automatic
identification of fake news with 76% accuracy [34]. Another
similar study identifies true news from the set of propa-
ganda, satire, and hoax using n-gram features [38]. In this
study, the authors performed four-way classification on their
Trusted, Satire, Hoax, and Propaganda (TSHP) corpus using
maximum entropy classifier. Their results reveal that word
n-gram being the topic-dependent feature did not perform
well on out-of-domain articles.

Appropriate feature selection for misinformation clas-
sification is a challenging task. To address this issue,

complex models have been developed by using various com-
binations of linguistic and user behavioral features. For
instance, Proppy identified propaganda content from online
English news by using a combination of n-gram and NELA
linguistic features [26]. In Proppy, the evaluation of maxi-
mum entropy classifier with labelled dataset showed that the
classifier performed better by including stylistic features of
NELA for the propaganda detection. In another approach,
the hybrid model of Capture, Score, and Integrate (CSI) [35]
used a combination of multiple features such as article text,
user response, and source users to detect the fake news.
Here, two independent models were developed using text
and user features for the classification purpose. Long [36]
used a similar approach by integrating two independent Long
Short Term Memory (LSTM) models for the user and textual
features. In general, hybrid models improved the accuracy of
fake news detection by 14.5%.

In literature, pre-trained word embeddings have been used
as an effective tool for the detection of propaganda con-
tent. Gupta et al. [25] used Part of Speech (POS) tags,
readability measure, sentiment, topic, emotion, and word
embeddings as features for the identification of propaganda
content. These features provided the accuracy of 66.9% and
16.4% for sentences and fragments classification, respec-
tively. In addition, a combination of title and document text
was used to make context-dependent input pairs to fine-tune
BERT embedding to perform fine-grained propaganda detec-
tion [39]. Beside automatic feature extraction, the combi-
nation of handcrafted text complexity and word embedding
features was used to identify sentences containing various
kind of propaganda [42].

While the most developed systems focused on the English
language content, little progress is made for low resource
languages. Baly et al. [41] predicted the factuality of claims in
Arabic text by determining the stance of multiple documents
concerning the claim. In this study, hand-crafted features
reflecting polarity, refute, similarity, and overlap between
the documents were used to achieve the accuracy of 80%.
A major obstacle in low resource text document processing
is the scarcity of standard and public datasets. To evade
the problem, English language resources and datasets were
translated to low resource languages. For instance, news
toxicity detector was developed by translating English news
text to Bulgarian language [40]. The toxicity detector showed
the accuracy of 59% with stylometric, NELA, and word
embedding features. For Urdu language, Amjad et al. [43]
used a similar approach to develop fake news dataset by
translating the labelled English text. However, translation
error highly impacted the classification accuracy of classifiers
for the Urdu text. Beside datasets, LIWC dictionary was
also translated using Google translate to extract linguistic
features of Dutch language [44]. In this study, stem words
were converted to fix words with an English dictionary and
the quality of the translated text was measured by comparing
the automatic and manually translated dictionary. Similarly,
the LIWCdictionarywas translated into the Filipino language
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TABLE 2. Dataset statistics.

to perform sentiment analysis of Filipino text [45]. In another
research effort, the manual analysis of English to Arabic text
was performed to check the quality of translated content [46].
Their analysis on 100 randomly selected pages for semantic,
grammatical, and syntactic errors showed that the text con-
tains 20.3% inaccurately translated words.

From the above discussion, we conclude that systems
are developed for identification of propaganda from English
news content. Moreover, English language resources and
datasets are translated to build systems for low resource
languages. Leveraging previous research efforts, we propose
to detect propaganda content in theUrdu language. Compared
to the similar work of Proppy [26], we also use n-gram and
NELA features for the classification of Urdu text. Further-
more, we analyze the contribution of each individual and
combination of NELA features for the Urdu content. We also
evaluate and compare the performance of state-of-the-art
Word2Vec and BERT embeddings for English and Urdu text
classification.

III. DATASET
ProSOUL trains machine learning classifiers with different
linguistic patterns from text to identify propaganda content.
To learn different patterns, a reference point of annotated
propaganda articles is required. However, any labelled dataset
of propaganda content in the Urdu language is not available.
Therefore, we develop our labelled dataset1 by translating
the English dataset of QCRI’s propaganda (Qprop) [26] to
the Urdu language. We translate this gold standard dataset
because the process of labelling a dataset is technically
challenging, labour intensive, and a time-consuming task
that often suffers from data sparseness. Qprop was devel-
oped by collecting news from various propaganda news
sources that were manually labelled by the Media Bias/Fact
Check (MBFC) service [27]. MBFC relies on volunteers to
score news sources based on their biasness. News sources
with propaganda content are flagged separately by volun-
teers. 94 news sources labelled as trustworthy were used to
collect non-propaganda and 10 news sources labelled as pro-
paganda were used to collect news related to the propaganda
class.

After identifying propaganda and non-propaganda news
sources, news published by these sources were fetched from
the open-source electronic news content repository of Global
Database of Events, Language, and Tone (GDELT) [47].

1https://github.com/Bilaltahir098/ProSOUL

Qprop contains 45,557 non-propaganda and 5,737 propa-
ganda news. Qprop contains highly imbalanced dataset with
11.2% data of propaganda and 88.8% from non-propaganda
class. However, for the dataset in the Urdu language, we cre-
ate a dataset by translating randomly selected 5,322 propa-
ganda and 6,252 non-propaganda news to the Urdu language.
We use the online service of Google Translate [48] to trans-
late dataset. The developed dataset contains 184,221 unique
tokens. For English news classification, we use the English
content of translated pages with the same distribution
of 6,252 non-propaganda and 5,322 propaganda news. The
details of the datasets are given in Table 2.

In general, machine translation can be used to develop
labelled dataset without human assistance. However, machine
translation systems are inept to handle substitute words, com-
plex linguistic knowledge, syntactic, and semantic relations.
This fact is more eminent when languages with two orthogra-
phies like English and Urdu are translated [46]. To ensure
the quality of our dataset, we manually analyze 50 translated
articles from propaganda and non-propaganda class. We cal-
culate semantic, contextual, translation, and transliteration
errors to predict their impact on ProSOUL performance.
Semantic error identifies words with ambiguous or different
meaning when translated in the Urdu language. In addition,
unnecessary, unfamiliar, and incorrectly translated words of
English homonyms corrupting the meaning of sentences are
also considered as semantic error. Next contextual error is
calculated by finding the sentences with altered sense due to
misplacement of translated words. Similarly, translation error
is calculated by identifying non-translated words. Finally,
the words transliterated by Google but not commonly used
in Urdu vocabulary are considered as transliteration error.
We calculate the percentage of tokens with error for semantic,
translation, and transliteration error. The contextual error
alters the sentences, hence, we calculate the percentage of
sentences with the contextual error. Table 3 shows the per-
centage of these errors in our translated dataset. The analysis
describes the presence of less than one percent of tokens with
errors. Moreover, 95.46% of sentences are translated with
precise contextual structure.

IV. ProSOUL FRAMEWORK
In this section, first, we describe the process for develop-
ing the LIWC dictionary for Urdu. Next, we explain tech-
niques applied for data pre-processing and feature extraction.
Finally, we briefly introduce the machine learning classifiers
trained to identify propaganda content.
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TABLE 3. Percentage errors in the translated dataset.

TABLE 4. LIWC dictionary statistics.

A. LINGUISTIC INQUIRY AND WORD COUNT (LIWC)
This is hardly a novel observation that individuals differ in
writing patterns. Even for the content with the same message,
people express themselves in distinctive ways [49]. In psy-
chology, the language used is influenced by the underly-
ing emotional or cognitive states. This ultimately results in
different word choices. From a theoretical perspective, for
propaganda detection, there is a need for a tool to under-
stand the deeper meaning present in the communication by
analyzing these word choices. The Linguistic Inquiry and
Word Count (LIWC) [29] is a system proposed for the
psycho-linguistic analysis of the text. LIWC uses an internal
lexicon to classify words into one or more linguistic, psycho-
logical, and social processes categories. The sample words
from four main categories of standard linguistic dimensions,
psychological processes, personal concern, and spoken cate-
gories are shown in Table 4. LIWC counts words based on
dictionary files. These files contain words in a hierarchical
structure with categories and sub-categories. For example,
in the standard LIWC dictionary there is a category named
‘affect’, which has posemo and negemo as sub-categories,
with the latter including the ‘sad’, ‘anxiety’, and ‘anger’ sub-
categories. This structure and the words to be included in
each category are created from psychological concepts with
the help of judges. LIWC is used to classify narcissism [50],
emotion [51], fake news [52], and propaganda [26] from the
textual content. As LIWC can be usedwith customized dictio-
naries, the translated version of dictionaries are developed for
linguistic analysis in French [53], Spanish [54], Chinese [55],
and Portuguese [56] languages.

Due to the unavailability of LIWC for the Urdu lan-
guage, we develop a dictionary by translating the origi-
nal English LIWC dictionary [29]. The English dictionary
contains 2,149 fixed and 2,338 stem words belonging to
64 sub-categories like pronoun, number, swear, social, pos-
itive words (posemo), and negative words (negemo). First,
we expand the stem words to fixed words by extract-
ing the matching terms from the English dictionary [57]
with a rich vocabulary of 466,551 words. The expansion
of 2,338 English stem words results in 28,580 fixed words.

The list of total 30,729 fixed words is translated using online
Google Translate [48] service. The translation of English
keywords generates 27,020 Urdu and 3,709 non-translated
English words. We remove non-translated words from the
dictionary. Besides, multiple English keywords are translated
into one Urdu keyword. The keywords of abandoned and
abandonedly are translated to one Urdu word of
(Trk Krna). In order to remove duplicates from the dictio-
nary, we assign different sub-categories of English words to
one translated Urdu word. Also, we discard any multi-word
expressions returned by the online translation service in a
similar vein [44]. Our final dictionary of Urdu LIWC con-
tains 7,490 unique words belonging to 62 sub-categories.
The example words from Urdu LIWC dictionary are given
in Table 5.

We manually analyze the quality of translated LIWC by
examining randomly selected translated words. In this arti-
cle, we utilize the vocabulary of three categories Emotion,
Cognitive words, and Topic specificity. Therefore, we ana-
lyze 300 words from each category. We ensure the unbi-
ased selection of words by selecting a word from each
sub-category according to their word frequency. For example,
sub-categories of emotion named posemo and negemo con-
tain 633 and 684 words, respectively. According to their word
frequency, we select 144 posemo and 156 negemo words.
In addition, we distribute words into effective and ineffective
vocabulary. The effective vocabulary contains translated and
transliterated words that are commonly used in Urdu doc-
uments while ineffective vocabulary contains non-existing
transliterated words. The translated words in effective vocab-
ulary are correctly translated and labelled words. Similarly,
the words transliterated to commonly used Urdu vocabulary
are labelled as transliterated words. The mis-labelled class
contains translated words with a different meaning in Urdu
and cannot be assigned the same label. The result of the anal-
ysis is presented in Table 6. Our analysis of LIWC translation
shows the presence of 29-40% words from the ineffective
vocabulary. However, such words cannot introduce errors in
the classification because these words are never used in Urdu
documents. Moreover, the effective vocabulary consists of
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TABLE 5. Urdu LIWC dictionary examples.

TABLE 6. Translated LIWC dictionary error analysis.

FIGURE 1. ProSOUL framework – Architecture.

only 10-12% Urdu words that cannot be assigned the same
label after translation. Among emotion, cognitive words, and
topic specificity features, we found that cognitive words are
least sensitive to errors due to translation.

B. PRE-PROCESSING AND FEATURE EXTRACTION
The architecture of ProSOUL framework is shown
in Figure 1. First, we pre-process the content by removing
URLs, non-Urdu words, and stopwords from news text.
For this purpose, a pre-defined list of 496 Urdu stop-
words is used for text cleaning [58]. This list consists of
very frequent words that do not carry any meaning of
their own. After pre-processing, we convert the text to
machine-understandable vector by extracting character and
word level Term Frequency-Inverse Document Frequency
(TF-IDF) [59] features. We extract uni-gram, bi-gram, and
tri-gram representation of words and characters. TF-IDF
features normalize the occurrence and importance of n-gram
features. These features are selected because ngram features

bring structural information about the sentence sequence,
whereas the TF-IDF features bring more refinement for
the rare and meaningful terms. We also extract the content
based NEws LAndscape (NELA) [30] features to measure
stylistic and psycho-linguistic aspects of a news article.
NELA contains 130 features categorized into six groups:
(i) writing style and complexity, (ii) sentiment and emotion,
(iii) LIWC psychology, (iv) topic specific, (v) bias, and
(vi) morality. Table 7 provides a description of these groups.
We note that for the implementation of NELA features
various linguistic resources are required. For example, for
readability [60] calculation, the list of syllables is required.
However, we could not extract all NELA features due to
the unavailability of such linguistic resources in the Urdu
language. In particular, we extract the average word length
(AvgLen), word count (WordCount), emotion bias (Emotion),
number of cognitive process words (Cognitive), topic speci-
ficity (TopicSp), and Type-Token Ratio (TTR) from the text
using LIWC dictionary. First two features, i.e., AvgLen and
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TABLE 7. Description of NELA features.

WordCount represent the complexity of text whereas emotion
and cognitive features extract the bias introduced in the text.
Next feature, TopicSp finds the topic of discussion in the
text by counting the presence of labelled words using LIWC
dictionary. LIWC contains words from a variety of topic
including religious, money, time, space, health, and work
words etc. Finally, Type-Token Ratio (TTR) [61] is used to
measure the vocabulary richness and lexical diversity of the
text.

We experiment with word embedding features of
pre-learned Word2Vec [62] model. As such, word embed-
ding models embed words into a high-dimensional space,
representing them as dense vectors of real numbers. Vectors
close to each other according to a distance function represent
semantically related words. Also, word embeddings have
an edge of context-aware learning as compared to n-gram
representation. We use a continuous bag of words (CBOW)
Word2Vec model with rich vocabulary of 132,246,587 Urdu
tokens. In addition, we extract the word embeddings gen-
erated using Bidirectional Encoder Representations from
Transformers (BERT) [24] which is a bidirectional attention
model. BERT captures the context of a word by considering
its position and order of words in a sentence. There are
several configurations in BERT model to implement vari-
ous architectures. However, we extract word embeddings of
the pre-trained model of BERT-Base. This model contains
12 layers of transformer blockwith 12 attention layers of each
block. Each block contains 768-dimensional hidden layers
resulting in 110M total parameters of the model.

C. MACHINE LEARNING CLASSIFIERS
We train and evaluate the performance of state-of-the-art
Logistic Regression (LogReg) classifier [63] with n-gram,
NELA, andWord2Vec features. Logistic regression is a statis-
tical and linear classifier which aims to maximize the quality
of its predictions using the logistic function to construct a
‘map’ between textual features and text class. We use liblin-
ear as logistic regression solver and L2 for regularization.
Also, convolutional neural network (CNN) [64] is trained
for the classification of content with BERT embeddings.
CNN consists of interconnected layers of artificial neurons
that learn the training data by adjusting the weights. Adam
optimizer with a dropout rate of 0.2 and Rectified Linear
Unit (ReLU) as the activation function are used to train CNN
model.

Next, we briefly discuss standard metrics of accuracy,
macro precision, macro recall, and macro F-measure used to
evaluate the trained classifiers performance.
• Accuracy: It calculates the percentage of correctly clas-
sified samples out of the total data samples.

Accuracy =
TP+ TN

TP+ TN + FP+ FN
(1)

• Macro precision: It calculates the per-class average
of the correctly classified true positive instances across
both the true positive and false positive data samples.

PrecisionM =
1
n
(
n∑
i=1

TPi
TPi + FPi

) (2)

• Macro recall: It computes the per-class average of the
truly classified instances across both true positive and
true negative samples.

RecallM =
1
n
(
n∑
i=1

TPi
TPi + FNi

) (3)

• Macro F-measure: F-measure also called F1-score is a
harmonic mean between precision and recall.

FM =
2 ∗ PrecisionM ∗ RecallM
PrecisionM + RecallM

(4)

The interpretation of terms used in evaluation metrics is as
follows:

n = Number of classes in dataset
True Positive (TP) = Actual propaganda sample pre-
dicted as propaganda class
False Positive (FP) = Actual non-propaganda sample
predicted as propaganda class
True Negative (TN) = Actual non-propaganda sample
predicted as non-propaganda class
False Negative (FN) = Actual propaganda sample pre-
dicted as non-propaganda class

D. IMPLEMENTATION
The implementation of pre-processing, feature extraction,
and classification modules is done in Python [65] program-
ming language. The library of Natural Language ToolKit
(NLTK) [66] is used for stopword removal. Similarly,
the implementation of classification models is done using
Python language library - Sklearn [67]. Word2Vec features
are extracted using gensim [68] library. The implementation
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TABLE 8. Classifier performance for n-gram and NELA features.

for BERT feature extraction and CNN classifier is done
using Python language deep learning framework of Tensor-
flow [69]. The split ratio of 70:30 is used for training and
evaluation of models.

V. RESULTS
In this section, first, we present results of the propaganda
classification by using n-gram and NELA features. Next,
we examine the performance of BERT andWord2Vec embed-
ding features for Urdu and English text classification.We also
take a deeper look at features that are actually learning the
propaganda content. Finally, we conclude with the compar-
ison of different textual features of ProSOUL with another
propaganda detection system.

A. N-GRAM AND NELA FEATURES
In section IV, we describe in detail n-gram and NELA
features. The goal of our first experiment is to observe
how the textual feature of n-gram and stylistic features
of NELA performs for the classification of propaganda
and non-propaganda class. In particular, we evaluate the
performance of six combinations of NELA, word n-gram
(W-ngram), and character n-gram (C-ngram). For the evalua-
tion, we also try 3 to 10,000 C-ngram and W-ngram features.
Table 8 illustrates the values of accuracy, precision, recall,
and F-measure metrics for English and Urdu content.

We report results of six combinations of n-gram and
NELA for different number of top features. These combina-
tions of features are: i) C-ngram, ii) W-ngram, iii) NELA,
iv) C-ngram + NELA, v) W-ngram + NELA, and vi)
C-ngram + W-ngram + NELA (All). For brevity, in the
case of English text classification, only the classification
performance of ‘‘All’’ features is provided. We observe
that in case of Urdu text classification, the performance of
W-ngram feature is significantly better than different combi-
nations of C-ngram and NELA features with accuracy, preci-
sion, recall, and F-measure in the range of 0.90-0.91. Also,
C-ngram shows comparable performance with 0.88 accu-
racy. However, we note that when considering ‘‘All’’ features
classification performance improves slightly. These perfor-
mance results highlight that W-ngram feature represents bet-
ter phrase contextual information of the propaganda class.
On the other hand, C-ngram feature does not represent well
the complex morphology of the Urdu language. Furthermore,
we analyze the most informative features considered by the
classifier to distinguish propaganda and non-propaganda arti-
cles. We extract the highest weighted features along with
assigned weights from the best performing classifier trained
with ‘‘All’’ features. Table 9 shows the most important fea-
tures of Urdu text from propaganda and non-propaganda
classes. We observe that the classifier assigns higher weights
to W-ngram features as only one C-ngram appears among the
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TABLE 9. Top 10 features of training dataset.

top ten features in row 9 of the propaganda class. We note
that in the propaganda class Barack (the former president of
USA) is assigned the highest weight, however, we point out
that a prudent approach should be used while using W-ngram
feature as it may learn information that is less relevant at that
point of time.

Next, we examine classification results for the English
text to understand the impact of automatic translation on the
classification. We use the same documents from English and
Urdu dataset for the comparison with a different combination
of W-ngram, C-ngram, and NELA features. In contrast to
the Urdu text, the classifier shows poor performance for the
English text with 0.65 accuracy using top 10,000 n-grams.
Intuitively, one may expect that classifiers for the Urdu text
would perform lesser due to translation errors compared to
the English text. However, in general, machine translation
simplifies language variations by creating semantic links
across languages while translating the text. This simplifica-
tion of text transforms text data from a sparse semantic space
into a dense semantic space resulting in a boosted perfor-
mance of a text classifier. A similar observation was reported
in [70]–[72] for the translated text. In addition, we com-
pare the vocabulary distribution of English and Urdu dataset
to analyze the simplification of variations in the translated
text. The English dataset contains 352,510 unique tokens
compared to 184,221 Urdu tokens extracted from the doc-
uments with the same content in the respective languages.
This reduction of Urdu vocabulary by a factor of 1.9 after
translation results in feature simplification of the translated
text. However, this simplification of text can overfit classi-
fiers on the training data and can have an adverse impact on
the performance of classifiers when applied on the general
world wide web content. In Section VI, we present a detailed
analysis of the efficacy of classifiers on real-world content.

Furthermore, we focus on NELA features of the Urdu
text by evaluating the performance of classifiers with all
32 possible combinations of six NELA features as described
in Section IV. Table 10 shows the results of accuracy,
precision, recall, and F-measure metrics for the best and
worst-performing combinations of features. Our first obser-
vation is that the individual feature of TTR performs sig-
nificantly better with 0.70 accuracy compared to the other
features. This result indicates that lexical diversity is a con-
tributing feature to distinguish the propaganda content in the
Urdu language. The performance of TTR is further improved
to 0.74 accuracy when used in combination with Cogni-
tive and WordCount features. Interestingly, TopicSp feature
shows the least performance with 0.51 accuracy. This poor
performance of TopicSp feature highlights that the propa-
ganda content in Urdu cannot be limited to any single topic.
To examine this performance issue further, we analyze the
distribution of TTR, WordCount, and Cognitive NELA fea-
tures in our labelled dataset. Figure 2 shows a boxplot to
compare 1st, median, and 3rd quartiles of propaganda and
non-propaganda classes for three most informative NELA
features. In Figure 2(a), the comparison of TTR feature for
the two classes reveals the presence of lexical diversity in the
non-propaganda labelled dataset as indicated by their median
values of 38 and 47 for the propaganda and non-propaganda
classes, respectively. In addition, we found that propaganda
articles have 1.88 times more WordCount compared to
non-propaganda articles as shown in Figure 2(b). Similarly,
propaganda articles contain median 92 cognitive words per
article compared to 40 cognitive words in non-propaganda
articles, see Figure 2(c). The more presence of these cogni-
tive words providing information like prediction, inferring,
labelling, discrepancy, and certainty etc., indicates the pres-
ence of propaganda in the text.

B. WORD EMBEDDING FEATURES
We now examine the classification performance of state-
of-the-art Word2Vec and BERT embeddings for Urdu and
English text. Recently, word embedding features like BERT
and Word2Vec have demonstrated the unprecedented per-
formance for Natural Language Processing (NLP) related
tasks. These word embeddings leverage the context-aware
learning to capture dependencies in textual sequences. The
detailed description of implemented word embedding fea-
tures for this article is discussed in Section IV. We pro-
vide values of accuracy, precision, recall, and F-measure
in Table 11, for LogReg and CNN classifier trained with
Word2Vec and BERT embeddings, respectively. We find that
Word2Vec performs better for the classification of Urdu con-
tent with 0.87 accuracy. On the other hand, for English text
classification, BERT embeddings outperformed Word2Vec
with 0.95 accuracy. The sub-par performance of BERT in
case of Urdu text classification is mainly due to the lim-
ited vocabulary of Urdu language available in the multilin-
gual BERT [73]. Only 110k wordpiece vocabulary across
104 languages including Urdu is used for the training of
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TABLE 10. Classifier performance for different combinations of NELA features.

FIGURE 2. Comparison of features for propaganda (Prop) and non-propaganda (Non-Prop) classes.

BERT model. On the contrary, Word2Vec model contains
word embeddings of 132, 246, 587 unique Urdu tokens. Our
findings emphasize on building monolingual BERT for the
accurate Urdu text classification with a large scale dataset.
In addition, the efficacy of multilingual BERT for the Urdu
text can be investigated by performing topic-specific fine-
tuning.

C. PROPAGANDA LEARNING–CONTENT VS SOURCE
In order to examine the potential of ProSOUL to identify
propaganda content from unseen sources, i.e., not learned
during training, we evaluate the performance of classifiers by
varying the number of sources in the training data as done
in Barrón-Cedeno et al. [26]. In particular, our framework

TABLE 11. Classification results of BERT and Word2Vec features.

needs to learn the features of propaganda content inde-
pendent of the source to avoid overfitting to the train-
ing data. With respect to the training data, we randomly
select 5 and 47 sources of propaganda and non-propaganda
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FIGURE 3. Average F-measure of propaganda class for propaganda learning – content vs source.

TABLE 12. Dataset for propaganda vs source learning.

articles, respectively. The content from the remaining sources
is used for testing of classifiers. Table 12 shows the number
of sources and articles for training and testing classifiers
for both classes. For the training of classifiers, let s1, s2
. . . s5 be the propaganda content sources for the training
data. In addition, we select k ≤ 5 sources and use only
documents belonging to selected sources for the training of
classifiers. While we vary the number of propaganda sources
in the training phase, the distribution of propaganda sources
in testing did not change. Similarly, for the non-propaganda
class sources in the training/testing phases did not change.
Here, for the evaluation, the harmonically balanced metric
of F-measure is used for all 16 possible combinations of
sources. As such, we are only interested in the classification
of propaganda articles, therefore, we calculate the F-measure
value of the propaganda class only. Figure 3 shows the mean
and standard deviation of the F-measure value for all possible
combinations of C-ngram, W-ngram, and NELA features
along with Word2Vec embeddings against the different num-
ber of sources. Note that no value of standard deviation is
available with 5 number of sources as only one combina-
tion is possible. Interestingly, our results show the failure
of C-ngram and W-ngram features for the identification of
propaganda content from unseen sources. As we increase
training sources from 1 to 5, F-measure values for C-ngram,
W-ngram, and NELA features vary from 0 to 0.68. Moreover,
compared to individual features, the combination of C-ngram,
W-ngram, and NELA features showmuch better performance
as indicated by the F-measure value of 0.84 with 5 sources.

Thus, we find that individual features are not much effective
in identifying propaganda content for the Urdu language.
Finally, Word2Vec also shows competitive performance with
F-measure values in the range of 0.4 to 0.83.

D. ProSOUL AND PROPPY–COMPARISON
Next, we compare our ProSOUL framework with a simi-
lar propaganda detection system Proppy (see Section II for
details). Table 13 shows a comparison of dataset, features,
classifiers, and results of both systems. Note that the compar-
ison of only Qprop dataset is presented due to its common use
in both systems. First, we find that compared to 11,574 sam-
ples of ProSOUL, Proppy uses a large dataset of 51,294 sam-
ples of English news text with the highly imbalanced
distribution of propaganda and non-propaganda class with
11.2% and 88.8% articles, respectively. Interestingly, on the
contrary, ProSOUL utilizes dataset with 46% propaganda
and 54% non-propaganda articles of Urdu language. Sec-
ond, feature comparison of both system reveals that Proppy
extracts n-gram, NELA, lexicon, and readability features,
whereas ProSOUL leverages only n-gram, six NELA, and
word embedding features due to linguistic resource scarcity
for the Urdu language. Finally, with respect to classifica-
tion results, Proppy achieves maximum F-measure value
of 0.82 with an individual feature of C-ngram compared
to ProSOUL with 0.91 F-measure with the combination of
‘‘All’’ features. When comparing the performance of stylistic
and vocabulary features, both Proppy and ProSOUL show
better performance for stylistic features in the identification
of the propaganda content from unseen sources, also reported
in Section V. In particular, this indicates that stylistic features
exhibit better propaganda detection capabilities irrespective
of the language of the text.

VI. PROPAGANDA SOURCES IDENTIFICATION
In this section, we describe the process of crawling world
wide web (WWW) to develop two large scale Urdu content
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TABLE 13. ProSOUL and Proppy comparison.

TABLE 14. Humkinar web and news repository statistics.

repositories. We also present our methodology to identify and
assign propaganda scores to webpages. Finally, we discuss
the results of our propaganda scoringmethod onUrdu content
repositories.

A. URDU CONTENT REPOSITORIES
Just like English language content, online Urdu content is
generated and published by a large number of websites
on daily basis. The discovery of websites spreading pro-
paganda content on the WWW is a computationally chal-
lenging task. In particular, it requires a large scale dataset
representative of the Urdu content on the WWW. Due
to the absence of such dataset, we crawl the WWW for
three years (2016-2019) to develop Urdu content reposi-
tory ‘‘Humkinar-Web’’. The implementation details of our
crawling system are provided in [74]. In addition to crawl-
ing, high-quality of the corpus is ensured by selecting only
those webpages containing at least 256 bytes of Urdu con-
tent. For this purpose, we enhance an open-source library
Boilerpipe [75] to extract the main content of crawled
webpages.

In general, Boilerpipe uses ‘‘ArticleExtractor’’ to extract
the main content of a webpage. However, we observe that
it also selects other noise content such as headings, side-
bars, etc., along with the main content. To remove such
noise, we modify the Boilerpipe algorithm by introducing a
rule-based algorithm Web-AM [76]. The Web-AM exploits
tree structure of Boilerpipe selected HTML. It removes
the noise by using the observation that the webpage has
the main content of large length with simple format-
ting and noise contains short text with rich formatting.

Following this observation, Web-AM extracts the content
from the node with the maximum number of characters and
its neighbouring nodes present at the same tree level. Next,
the extracted main content of a webpage is parsed using
open-source language detection library Compact Language
Detector 2 (CLD2) [77] to identify the text of different lan-
guages. We provide ‘UTF-8’ encoded text to CLD2 and get
three levels of information, i.e., content-language, content
bytes, and percentage. Additionally, for multi-lingual text,
CLD2 provides top 3 languages in the webpage after rank-
ing them according to each language content bytes. This
information of content bytes and percentage for each lan-
guage is used to filter out webpages with less than 256 bytes
of Urdu content. After filtering, the Humkinar-Web reposi-
tory contains 6.4 million Urdu webpages from 7,922 web-
sites. We note that, during the crawling process, we did not
confine the crawler to pre-determined Urdu websites. The
crawled 7,922 websites meeting the threshold of 256 bytes
of Urdu are explored during the crawling process. As such,
Humkinar-Web contains content from a variety of domains
including news, sports, health, religion, entertainment, and
books etc. In addition, in order to test the efficacy of
ProSOUL, we build another repository ‘‘Humkinar-News’’
containing 0.62 million news webpages from 35 manually
selected propaganda-free websites. These propaganda-free
websites are selected because the assignment of propaganda
label by ProSOUL to these websites will prompt the failure of
the framework on the general world wide web data. Similar
to Humkinar-Web, we apply Web-AM algorithm and thresh-
old of 256 bytes on Humkinar-News to ensure high-quality
content. Moreover, we remove websites from Humkinar-Web
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TABLE 15. Propaganda score bins.

and Humkinar-News containing less than 100 documents.
Table 14 shows statistics of complete and filtered dataset.

B. PROPAGANDA SCORE–RESULTS
As a next step, we need to calculate propaganda scores of
websites. For this, we define PropagandaScore of a website
by taking mean propaganda score assigned by ProSOUL to
all webpages of that website. First, all documents of a website
present in a given repository are classified using ProSOUL.
The classifier calculates the similarity of textual features of
the webpage with labelled data and provides the probabil-
ity score of being propaganda and non-propaganda class.
By using this probability score, we assign BinScore to each
document according to different levels of propaganda severity
as described in Table 15. The propaganda score is divided
into five levels: i) No, ii) Low, iii) Medium, iv) High, v) and
Critical. After assigning a score to an individual document,
the average of all documents of a website is calculated. This
mean value is assigned as the final propaganda score of a
website. Our equation of calculating the propaganda score
is derived from the standard weighted averaging equation as
described in Equation 5. The standard equation is mapped to
Equation 6 for propaganda score calculation.

WeightedAverage =

∑n
i=1(Weighti ∗ Termi)

n
(5)

where
n = Number of terms

Weighti =Weight of ith term

Termi = ith term

PropagandaScore =

∑5
i=1(NDocsi ∗ BinScorei)

TotalArticles
(6)

where
i = Bin Number

NDocsi = Number of documents in i

BinScorei = Bin Score of i

TotalArticles = Total Number of Articles
The goal of our work is to find the distribution of pro-

paganda and non-propaganda content in Humkinar-Web and
Humkinar-News repositories by using ProSOUL. The web-
pages in both repositories are classified using best performing

TABLE 16. Distribution of propaganda in Humkinar.

classifier with the combination of ‘‘All’’ features. For assign-
ing propaganda and non-propaganda labels to a webpage,
classifier probability output of 0.5 is used as a binary thresh-
old. Table 16 depicts the distribution of propaganda and
non-propaganda webpages in Humkinar-Web and Humkinar-
News. Our results show that Humkinar-News contains only
5.86% propaganda webpages compared to 9.86% propa-
ganda webpages in Humkinar-Web. To explore this issue
in-depth, the propaganda score for each website is calcu-
lated and the propaganda level is assigned according to bins
in Table 15. Figure 4 shows the frequency of websites from
Humkinar-Web and Humkinar-News associated to each pro-
paganda level. Interestingly, all websites in Humkinar-News
are assigned the label of ‘‘No’’ propaganda. This result high-
lights the accurate classification of news websites from the
WWW by ProSOUL. However, for Humkinar-Web, 1194
(65.7%) websites are labelled as ‘‘No’’ propaganda and
624 (34.3%) websites are assigned a score in the range of
0.2-0.8. As such, Humkinar-Web contains websites from a
variety of domains, these results are further investigated to
analyze the domain dependency of ProSOUL. For this pur-
pose, we analyze Humkinar-Web by manually classifying
randomly selected 270 websites (News:87, Blog:58, Reli-
gious:94, Others:31) having different propaganda levels as
shown in Table 17. Our manual classification reveals that
Humkinar-Web contains the majority of websites (88.5%)
from news, blogs, and religious domains. Therefore, web-
sites from remaining domains are grouped into ‘‘Others’’
class. Table 17 also shows the propaganda levels of websites
belonging to News, Blogs, Religious, and Others domains.
These results show that 16 (19.5%) news websites and 27
(46.5%) blogs are assigned propaganda scores. During the
manual investigation of these websites, we note the presence
of political propaganda content which indicates the efficacy
of ProSOUL on general news and blogs websites. On the
other hand, the manual analysis of 56 (59.6%) religious
websites – classified as propaganda websites by ProSOUL
– reveals that there was no propaganda content present on
those websites. The misclassification of these religious web-
sites by ProSOUL is likely due to the difference in text
complexity and vocabulary in news and religious content.
Our analysis highlights that ProSOUL is capable of success-
fully identifying propaganda content from news websites and
blogs with higher precision. In addition, we note that com-
pare to other propaganda methods, ProSOUL identifies web-
sites using name calling [10] propaganda method with more
accuracy.
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FIGURE 4. Distribution of score for Humkinar-Web and Humkinar-News websites.

TABLE 17. Domain vs propaganda level of Humkinar-Web.

VII. CONCLUSION
In this article, we present ProSOUL (Propaganda Spotting
in Online Urdu Language) framework to identify propa-
ganda content in the Urdu language. First, a labelled dataset
of Urdu propaganda content containing 5,322 propaganda
and 6,252 non-propaganda news articles is developed by
translating open-source English language dataset of Qprop.
Our manual analysis of translated dataset reveals that 95.4%
of sentences from articles are translated with the correct
context. In addition, we build a linguistic dictionary of
LIWC to extract psycho-linguistic features of Urdu text.
Next, a detailed analysis of classifiers with n-gram, NELA,
Word2Vec, and BERT features shows the best performance
with 0.91 accuracy for the combination of word n-gram, char-
acter n-gram, and NELA features. For Urdu text classifica-
tion, word embedding features of Word2Vec performs better
than BERT features due to small amount of useful vocab-
ulary of Urdu in BERT embeddings. We also evaluate the
performance of different classifiers on test data acquired from
unseen sources to study how different propaganda features
are learned by classifiers. Our evaluation shows the failure of
n-gram features in the classification of propaganda content in
case of unseen sources. Further exploration of classification
results for Urdu and English text highlights the better per-
formance of the classifier for Urdu text due to simplification
of semantic relation in the translated data. Moreover, we test
ProSOUL on two large scale repositories of Humkinar-Web

and Humkinar-News containing 6.4 and 0.62 million Urdu
webpages, respectively. Overall, we find that 9.7% webpages
of Humkinar-Web and 5.8% webpages of Humkinar-News
have different levels of propaganda content. Further manual
analysis reveals that ProSOUL shows superior performance
in detecting propaganda content in case of web content from
news and blog websites. Finally, we find that vocabulary
difference present in different domains can adversely impact
the classification of propaganda content.

In future, we plan to investigate different aspects of pro-
paganda in detail to develop a generic propaganda detection
system. Specifically, we want to extend the scope of our work
to detect political propaganda, radicalization/hate speech,
rumors, and disinformation. With respect to the platform,
we intend to study and compare propaganda spread through
different social media websites. We also plan to fine-tune
the BERT model to enrich it with linguistic and topical
features of Urdu content. We believe that such fine-tuning
will help in better capturing of linguistic patterns to detect
phrases and vocabulary used to spread a different kind of
propaganda in Urdu text. Furthermore, we want to experi-
ment with other machine learning architectures like OpenAI
GPT2, Megatron-LM, and GPT-3 for better performance of
Urdu text classification. Finally, we plan to build an online
propaganda detection service using ProSOUL with the goal
to enhance digital literacy.
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