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ABSTRACT In dense small cell networks (DSCNs), small cells are heterogeneous due to the unplanned
deployment and various traffic loads, resulting in different energy efficiency (EE) preferences. In this paper,
taking into account the heterogeneity of small cells, energy saving (ES) and EE are jointly optimized through
subchannel allocation, subframe configuration and power allocation. In order to quantify the effects of small
cells’ heterogeneous information on EE, an EE preference function is first defined. Then, the joint ES and EE
optimization problem is formulated as a multi-objective optimization problem. Due to the coupling of ES and
EE, obtaining the solution is non-trivial. Therefore, we propose a heterogeneity-aware ES and EE (HESEE)
optimization algorithm, where subchannel allocation is optimized to ensure the fairness of active subframes
required by the users in the same small cell base stations (SBSs). Then subframe configuration is conducted
via group formation sleep mechanism. Particularly, address the non-concave sum-of-ratios optimization for
system EE, the concave-convex procedure (CCCP) method is adopted. Simulation results show that the
proposed HESEE algorithm can optimize the SBSs’ EEs according to their EE preferences. In addition,
the HESEE algorithm can achieve good performance in reducing energy consumption as well as improving
the system EE.

INDEX TERMS Dense small cell networks (DSCNs), energy efficiency (EE), energy saving (ES),
heterogeneity-aware, fairness.

I. INTRODUCTION
The rapid evolution of various mobile applications has led
to the explosive growth of mobile data traffic in wireless
networks. As a promising technology, dense small cell net-
works (DSCNs) composed of massive small cells can satisfy
the data requirements. However, the energy consumption is
non-negligible due to the increasingly deployed small cell
base stations (SBSs). In recent years, green communica-
tions have attracted a lot of attention [1]. Meanwhile, energy
saving (ES) and energy efficiency (EE) have become two
important goals for next generation of mobile communication
system [2]. Therefore, it is urgent to enhance EE with limited
valuable energy in the DSCNs.

The associate editor coordinating the review of this manuscript and

approving it for publication was Wei Wang .

Due to random deployment of small cells and various
service requirements of users, small cells are heterogeneous
in the DSCNs, resulting in different EE preferences. For
instance, when users’ data rate demands are large, i.e., the
traffic load of a SBS is high, the SBS should strive to meet
its users’ data rate requirements and pay more attention to its
throughput, resulting in low EE preference. Otherwise, the
SBS’s EE preference is high if its users’ data rate demands
are easily met [3]. Therefore, it is necessary to consider the
heterogeneity of small cells when optimize the system EE in
the DSCNs.

A. RELATED WORK
In order to meet the demand of green communications, many
researchers have proposed many different methods to reduce
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energy consumption or improve the network EE. In [4], the
authors provide the most overview of 5G technologies and
discuss resource allocation technologies for green communi-
cations in the DSCNs.

Since BSs are typically deployed to guarantee the require-
ments of peak traffic volume, most of time they are under-
utilized. Therefore, the underutilized BSs are allowed to
sleep to effectively reduce energy consumption. In [5], the
authors compare random, distance based, and load based
distributed sleep modes for delay-tolerant network traffic.
However, sleeping for long time would lead to coverage holes
and users served by sleeping SBSs should be transferred
to neighbor SBSs [6]. On the other hand, the sleep mode
also reduces the EE. Therefore, a system throughput based
sleep scheme is proposed to reduce power consumption and
enhance EE in [7]. In order to avoid the handover problem
in the conventional sleep mode, SBSs can serve users in
active subframes and sleep in some inactive subframes to save
energy. Therefore, the system EE can be improved via sub-
frame configuration and sleeping mode. In [8], the optimal
number of active subframes for one macrocell BS (MBS) is
deduced. However, the result is not suitable for the DSCNs
due to the severe co-tier interference. In fact, since each SBS
usually serves several users, the number of active subframes
required by a SBS depends on the needs of its users, which is
coupled with the subchannel allocation. However, to the best
of our knowledge, there is no work concerning the fairness
of the required activate subframes between users in the same
SBS for energy saving.

Large numbers of researches focus on resource alloca-
tion to maximize the network EE, which is defined as
the ratio between the total achievable data rate and the
total network power consumption. From the type of avail-
able resource in wireless communication network, EE-based
resource allocation algorithms can be classified into power
domain, frequency domain, time domain, spatial domain and
multi-domain combination based methods. In power domain,
considering users’ quality of service (QoS) requirements,
the network EE is improved through transmission power
spreading in [9]. Frequency domain approaches are always
combined with the power domain to enhance the network EE
by joint frequency allocation and power allocation [10]–[14].
In time domain, user association and subframe configuration
are jointly considered, where the optimal ratio of almost
blank subframes (ABSs) is derived in [15]. In spatial domain,
reference [16] optimizes beamforming design at both SBSs
and MBS. Combining power domain, frequency domain and
spatial domain, a weighted network EE maximization prob-
lem is optimized while considering the limited backhaul
capacity and users’ fairness in [17]. In the aforementioned
studies, since the network EE is optimized from the per-
spective of the whole network, it ignores the heterogeneity
between the individual EE preferences.

A few studies on heterogeneity-based EE optimization
includes weighted EE modeling [3] and cell load coupling
model [18]. In [3], the effect of traffic load on EE preference

is modeled by weighted EE optimization, but the weights
are only random selected constants without any physical
meaning. In [18], the authors propose a load-coupled signal
to interference plus noise ratio (SINR) model, in which the
BS’s traffic load is equivalent to the probability of interfer-
ence to adjacent cells using the same frequency spectrum.
Based on this SINRmodel, references [19] and [20] minimize
the network energy consumption. In [21], both the network
EE and weighted sum of the individual EEs are analyzed
through resource block (RB) and power allocation. However,
the EE weights of the individuals are constant, which can not
be adjusted adaptively. In our previous work [22], we only
consider the the influence of SBSs’ load on EE optimization
and energy saving scheme is not concerned.

There are also other methods enhancing network EE or
saving energy, such as network planning, energy harvest-
ing (EH) and transfer, and hardware improvement [23]. In
[24], the SBS density, transmission power, number of users
and attached antennas are jointly optimized to maximize EE.
In order to reduce on-grid power consumption, a renewable
SBS serves users only if it has harvested enough energy in a
time slot [25]. However, renewable resources depend heavily
on the environment and cannot guarantee a stable energy
supply. In wireless environment, simultaneous wireless infor-
mation and power transfer (SWIPT) technology can provide
energy supply to wireless network by using radio frequency
signals. In [26], the EE optimization problem for OFDM-
based 5Gwireless networks with SWIPT is studied. However,
accurate information decoding must be carried out while the
energy acquisition, which is challenging because of the differ-
ent sensitivities of wireless information receivers and energy
receivers. In [27], high EE power amplifier is designed by
reducing peak-to-average power ratio through direct current
circuit design, signal processing and coding design. In [28],
the authors optimize the locations and utilization of the virtual
machine (VM) servers to minimize power consumption. In
[29], virtual network functions (VNFs) placement and traffic
routing are jointly optimized to improve system EE.

As two main aspects of green communications, EE opti-
mization is carried out by considering the throughput as
well as the energy consumption while ES aims to minimize
energy consumption only. Although these two goals might
seemingly different, they are coupled due to the fact that
both of them consider the energy consumption. In particular,
minimizing the transmission power can save the energy, but it
may degrade the EE. On the other hand, resource allocation
for maximizing EE usually cannot guarantee the minimum
energy consumption under the QoS constraints. Therefore,
how to efficiently utilize the limited wireless resources to
obtain optimal EE and ES needs to be further explored [30].
However, the existing studies usually focus on EE optimiza-
tion and ES separately. In the existing researches on EE
optimization, considering the heterogeneity of individuals,
the sum of individual EEs is usually optimized by setting
the EE weights to be constant in [3] and [21]. However, the
correlation between constant EE weights and heterogeneous
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information is not clearly quantified. In the existing studies
on ES, traditional sleep mode would decrease EE signifi-
cantly because some SBSs with higher throughput might be
switched into sleep mode. In [7], a SBS can sleep only when
the system throughput is enhanced when its users hand over
to a new SBS. However, the sleep technique is two complex
in the DSCN with lots of SBSs and SUEs. Motivated by [8],
SBSs sleep in subframes can attain the tradeoff of energy
saving and throughput loss. However, since each SBS serves
several SUEs with various target data requirements, the num-
ber of active subframes for each SBS should be optimized.

B. CONTRIBUTIONS AND ORGANIZATION
To the best of our knowledge, quite few work conducts the
researches on the joint ES and EE optimization while consid-
ering heterogeneity of small cells. In this paper, considering
small cells’ heterogeneity and cooperation opportunities, our
goal is to consume as little energy as possible to improve the
sum of SBSs’ EEs through subchannel allocation, subframe
configuration and power allocation. Our initial conference
paper [31] does not consider the influences of subchannel
allocation on subframe configuration and users’ various tar-
get data rates. Moreover, the group formation process is com-
plicated. In this manuscript, considering different users’ rate
requirements, we propose fairness-based subchannel alloca-
tion and group-based subframe configuration algorithms with
low complexity in a more practical scenario, and provide
more numerical simulations and analyses. The contributions
of this paper are summarized as follows:

1) Existing studies mainly focus on ES or EE optimiza-
tion. In this paper, we optimize ES and EE simultaneously
via subchannel allocation, subframe configuration and power
allocation, which is formulated as a multi-objective opti-
mization problem. Then, a heterogeneity-aware optimization
algorithm is designed to solve the thorny problem.

2) Considering the heterogeneity of small cells in the
DSCN, we analyze the impacts of small cells’ heterogeneous
information on EE optimization and quantify the effects by
an EE preference function. Therefore, the EE preferences
of small cells can be adjusted adaptively according to their
information.

3) Due to the limited subchannels and the coupling of
subchannel allocation and subframe configuration, the ES
optimization via subchannel allocation and subframe config-
uration is difficult to solve. Thus, a fairness-based subchannel
allocation algorithm and a group-based subframe configura-
tion algorithm are proposed to deal with the problem.

4) Since the heterogeneity-aware EE maximization prob-
lem is a non-concave sum-of-ratios optimization, obtaining
the optimal power allocation for EE optimization directly is
arduous. However, the Dinkelbachmethod [32] used in [17] is
no longer available. Therefore, we adopt the concave-convex
procedure (CCCP) method to address EEmaximization prob-
lem by transforming it into a difference-of-convex formation
in this paper.

FIGURE 1. System model of the downlink DSCN Scenario.

The rest of this paper is organized as follows. Section II
describes the network layout, derives the EE preference
function and formulates the joint EE and ES optimization
problem. The heterogeneity-aware optimization algorithm is
proposed and described in detail in section III. In section IV,
the performance of the proposed algorithm is evaluated and
numerical results are demonstrated to verify its effectiveness.
Finally, Section V concludes the paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION
A. SYSTEM MODEL
In this section, we consider a DSCN consisting of S co-
channel deployed SBSs, as shown in Fig. 1. A local gateway
(L-GW) provides a tunnel between small cells and the internet
backhaul [33].

In the DSCN, the SBS set is denoted by S = {1, 2, . . . , S}.
The system has K subchannels, each one with bandwidth
B0 [Hz]. Maximum reference signal received power (RSRP)
criterion is adopted for user association. The small cell
user (SUE) set in the DSCN is denoted by M and Ms
represents the SUE set in small cell s. We suppose that SUE
m is allocated Km subchannels and the corresponding set is
Km. In time domain, each frame includes N subframes and
the subframe set in a frame is denoted by N . The status of
subframes is indicated by a subframe configuration matrix
A = [asn]S×N , where asn = 1 indicates the subframe n of
SBS s is active and asn = 0 otherwise. Similar to reference
[34], perfect channel state information (CSI) is assumed.

In SBS s, assuming that SUEm ∈Ms occupies subchannel
k ∈ Km, its SINR in subframe n can be expressed as

γskm [n] =
asnpsk [n] gskm

S∑
j=1,j 6=s

ajnpjk [n] gjkm+σ 2

, (1)

where psk [n] denotes the transmission power of SBS s on
subchannel k in subframe n. The channel gain gskm between
SBS s and SUE m on subchannel k includes pathloss and
shadowing. Since the time scale of user association is much
larger than the time scale of fast fading, we do not consider
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the fast fading. Imk [n] =
S∑

j=1,j 6=s
ajnpjk [n] gjkm represents the

co-tier interference, and σ 2 is the power of additive white
Gaussian noise. Then, the transmission data rate of SUE m
on subchannel k in subframe n can be calculated as

Rskm [n] = Tsf B0log2 (1+γskm [n]) , (2)

where Tsf is the duration of each subframe. Therefore, the
average data rate of SUE m in a frame is

Rm =
1
N

N∑
n=1

∑
k∈Km

Rskm [n]. (3)

To evaluate the power consumption in the DSCN, we adopt
the power model in [35], which is given by:

Ptotalsk [n] =

{
1Ppsk [n]+Pc, if 0 < psk [n] ≤ Pmax

sk [n]
Ps, sleep mode ,

(4)

where1P is the inversion of power amplifier efficiency, Pc is
the static dissipated power of SBS s on each subchannel, Ps is
the power consumption of SBS s in sleep mode, and Pmax

sk [n]
is the maximum available power of SBS s on subchannel k in
subframe n.
Therefore, according to the EE definition in [36], the EE

of SBS s on subchannel k in subframe n can be calculated by
the following formulation:

ηEEsk [n] =
Rskm [n]

Ptotalsk [n]
=

Tsf B0log2 (1+γmk [n])
asn (1Ppsk [n]+Pc)+(1−asn)Ps

.

(5)

B. ENERGY EFFICIENCY PREFERENCE FUNCTION
In the DSCN, SBSs may have different EE preferences due
to the heterogeneous information, such as traffic loads and
number of neighbors. A SBS’s traffic load is proportional to
the maximum number of SUEs it serves [37]. The maximum
traffic load threshold 0 is handled by SBSs and the neigh-
bor distance threshold Dth is recorded by L-GW. When the
Euclidean geometrical distance between two SBSs is less than
Dth, they are considered to be neighbors. Each SBS reports its
traffic loads and number of neighbors to L-GW, then the L-
GW calculates their traffic load factors (TLFs) and neighbor
densities (NDs), which are defined in [31].

When the traffic load of a SBS is low, then the users served
by this SBS are easily satisfied and it will pay more attention
to its EE optimization, resulting in high EE preference. When
a SBS has many neighbors, it has more cooperation opportu-
nities with its neighbors to sleep and reduce co-tier interfer-
ence, leading to high EE preference. In order to quantify the
effects of TLF ρ and ND ζ on EE, we define EE preference
function as ω (ρ, ζ ). Since ρ and ζ are independent of each
other, we define their impacts on EE optimization as ω1 (ρ)

and ω2 (ζ ), respectively, which should have the following
properties:

1) With the increase of TLF, the EE preference decreases.
Therefore, ω1 (ρ) decreases with the increase on ρ, i.e.,
ω′1 (ρ) < 0. Herein, ω′i (·) < 0 is the first-order derivative
of ωi (·) < 0.

2) With the increase of ND, the EE preference increases.
Hence,ω2 (ζ ) increases with the growth of ζ , i.e.,ω′2 (ζ ) > 0.

3) The EE preference becomes less sensitive to high TLF,
which is that ω′1 (ρ) decreases with the increase on ρ. There-
fore, ω′′1 (ρ) < 0. Herein, ω′′i (·) < 0 is the second-order
derivative of ωi (·) < 0.
4) The more SBS neighbors are, the more sensitive the EE

preference is. Thus, ω′2 (ζ ) increase with the growth of ζ , i.e.,
ω′′2 (ζ ) > 0.

5) ω1 (ρ) and ω2 (ζ ) have the value between 0 and 1, i.e.,
ω1 (0) = 1, ω2 (0) = 0, ω1 (1) = 0, and ω2 (1) = 1.

Based on the above properties, similar to [38], ω1 (ρ) and
ω2 (ζ ) can be defined as follows:

ω1 (ρ) =
e−bρ−e−b

1−e−b
, (6)

ω2 (ζ ) =
edζ−1
ed−1

, (7)

where b and d are constants which are used to adjust the
slope of the curve. Accordingly, through introducing a weight
factor α (0 ≤ α ≤ 1), the EE preference function, ω (ρ, ζ ),
can be expressed as

ω (ρ, ζ ) = αω1 (ρ)+ (1 - α)ω2 (ζ ) (8)

C. PROBLEM FORMULATION
In this paper, we aim to improve the sum of EEs with limited
energy while considering the heterogeneity of SBSs through
subchannel allocation, subframe configuration and power
allocation. Since subchannel allocation and subframe config-
uration havemore significant impacts on energy consumption
than power allocation, and they all affect the network EE
heavily, based on the EE preference functionω (ρ, ζ ) defined
in Section II. B, the optimization problem can be formulated
as:

min
A,K

N∑
n=1

S∑
s=1

∑
m∈Ms

∑
k∈Km

asn (1Ppsk [n]+Pc)+(1−asn)Ps,

max
A,K,P

N∑
n=1

S∑
s=1

∑
m∈Ms

∑
k∈Km

ωs (ρ, ζ )Tsf B0log2 (1+γmk [n])
asn (1Ppsk [n]+Pc)+(1−asn)Ps

,

s.t. C1 : Rm ≥ Rmin
m , ∀m ∈M,

C2 :
|Ms|∑
m=1

Km = K , ∀s ∈ S,

C3 : 0 ≤ psk [n] ≤ Pmax
sk [n] , ∀s ∈ S, k ∈ K,

C4 :
K∑
k=1

psk [n] ≤ Pmax
s , ∀s ∈ S,

C5 : asn ∈ {0, 1} ,∀s ∈ S, n ∈ N , (9)

where P = [P1,P2, . . . ,PS ] and K = [K1,K2, . . . ,KM ],
C1 indicates that all SUEs’ QoS should be guaranteed and
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Rmin
m is the rate requirements of SUE m, C2 is the constraint

of subchannel allocation in each small cell and |Ms| is the
cardinality of set Ms, i.e., the number of SUEs served by
SBS s, C3 is the constraint of power on each subchannel, C4
is the total power constraint of SBS and Pmax

s is the maximum
power of SBS s, C5 represents that the subframe status is a
binary variable. Problem (9) is a multi-objective optimization
problem. SinceP is continuous,K is integer variable, andA is
binary variable, the second objective function in problem (9)
is mixed integer non-convex programming problem. Also,
the coupling of A, K, and P makes problem (9) even more
complicated and obtaining its global optimal solution directly
is very difficult.

III. HETEROGENEITY-AWARE ENERGY SAVING AND
ENERGY EFFICIENCY OPTIMIZATION
Since the computational complexity of problem (9) is
NP-Hard, in this section, we propose a suboptimal
heterogeneity-aware ES and EE (HESEE) algorithm by
dividing it into two subproblems to get a tractable solution.
First, a joint subchannel allocation and subframe configura-
tion scheme is proposed to solve the energy minimization
problem. Then, CCCP method is applied to maximize the
network EE.

A. JOINT SUBCHANNEL ALLOCATION AND SUBFRAME
CONFIGURATION FOR ENERGY SAVING
In the DSCN, SBSs cooperate to sleep can reduce the net-
work energy consumption. However, the number of active
subframes required to serve users and subframe configura-
tion should be optimized. In order to consume little energy
while guaranteeing different SUEs’ QoS, we propose a joint
subchannel allocation and subframe configuration scheme,
which can be divided into the following three steps.

1) CALCULATION OF THE NUMBER OF ACTIVATED
SUBFRAMES IN NON-COOPERATIVE CASE
In the non-cooperative case, we first suppose that SBSs are
selfish and use maximum transmission power on all sub-
channels, then the energy-saving problem is formulated as
follows:

min
A,K

N∑
n=1

S∑
s=1

∑
m∈Ms

∑
k∈Km

asn (1Ppsk [n]+Pc)+(1−asn)Ps,

s.t. C1,C2,C5. (10)

In order to calculate the number of active subframes for
each SBS, problem (10) can be transformed into the following
problem:

min
Nact,K

S∑
s=1

∑
m∈Ms∑

k∈Km

Tsf

[
Ns,act

(
1P

K∑
k=1

psk+Pc

)
+
(
N−Ns,act

)
P

]
,

s.t. C1,C2,

C5′ : Ns,act =
N∑
n=1

asn,Ns,act ∈ {0, 1, . . . ,N } ,

∀s ∈ S (11)

where Nact =
{
N1,act,N2,act, . . . ,NS,act

}
and Ns,act is the

number of active subframes in a frame for SBS s.
In the DSCN, a SUE’s data rate depends on the number

of active subframes of its serving SBS, i.e., Nsm,act, and
the number of subchannels assigned to it, i.e., Km. Due to
the coupling between these two variables, we first calculate
Nsm,act for given Km.
Suppose that SUE m needs Nsm,act active subframes for

data transmission, then the achievable data rate per active
subframe should be NRmin

m
/
Nsm,act. Since SUEm is allocated

Km subchannels, according to (1) and (2), the transmission
power of SBS s on subchannel k in active subframe n can be
expressed as

psk [n] =

(
Imk [n]+σ 2

)
gskm

(
2

NRmin
m

KmB0Tsf Nsm,act−1

)
, ∀k ∈ Km.

(12)

Since the transmission power of each SBS on all subchannels
is assumed to be equal, the total transmission power of SBS s
to serve SUE m can be calculated as Kmpsk [n]. For notational
brevity, we define ϕ

(
Nsm,act

) 1
= NRmin

m
/
KmB0Tsf Nsm,act.

Substituting (12) into (11) and relaxing Nsm,act to be 0 ≤
Nsm,act ≤ N , problem (11) can be reorganized as:

min
Nact

U (Nact) =

S∑
s=1

∑
m∈Ms

Tsf1PKm
(
Imk+σ 2

)
gskm

/
Nsm,act

(
2ϕ(Nsm,act)−1

)

+

S∑
s=1

Tsf
[
Nsm,act (Pc−Ps)+NPs

]
,

s.t. C5′′ : Nsm,act ∈ [0,N ], ∀s ∈ S,m ∈M. (13)

The second-order derivative of (13) with respect to Nsm,act
be calculated as follows:

∂2U (Nact)

∂N 2
sm,act

=
Tsf1PKm

[
(ln 2) ϕ

(
Nsm,act

)]2
gskmNsm,act

/(
Imk+σ 2

) 2ϕ(Nsm,act) ≥0.

(14)

Therefore, problem (13) is convex with respect to Nsm,act
and we can solve ∂U (Nact)

/
∂Nsm,act = 0 to obtain the the

optimal number of active subframes, which is given by

N opt
sm,act =

(ln 2)NRm,min

KmB0Tsf
[
1+lambertw

(
gskm(Pc−Ps)

e(Imk+σ 2)Km1p
−

1
e

)] .
(15)

where lambertw(·) is the lambert W-function, which is
defined as the inverse function of f (W ) = WeW . The
detailed derivation of (15) can be found in [39].

Due to various channel conditions and the number of sub-
channels, different SUEs in the same SBS may need different
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number of active subframes to meet their data rate require-
ments. Each SBS should use the maximum active subframes
to guarantee all users’ target data rates. Thus, the optimal
number of active subframes for SBS s is

N opt
s,act = min

{
max { N opt

s1,act,N
opt
s2,act, . . . ,N

opt
s|MS |,act

}, N
}
(16)

Due to the fact that N opt
s,act should be an integer, N opt

s,act
is

recalculated by ceil(N opt
s,act).

2) FAIRNESS-BASED SUBCHANNEL ALLOCATION
Formula (15) indicates that the number of active subframes
for SUE m is affected by the number of subchannels it is
allocated. In each SBS, due to SUEs’ random distribution and
different target data rates, the number of active subframes
required varies greatly. Since each SBS chooses the max-
imum active subframes to serve its SUEs, the subchannel
allocation should be optimized to reduce the maximum active
subframes its SUEs required. Therefore, the number of active
subframes for SUEs within the same SBS should be fair.
In this subsection, we propose a fairness-based subchannel
allocation scheme.

We rewrite (15) as the following equation for simplicity:

N opt
sm,act =

Xm
Km

[
1+lambertw

(
Ym
/
Km−Z

)] , (17)

where Xm = (ln 2)NRm,min
/
KmB0Tsf, Z = 1

/
e, and Ym =

gskm (Pc−Ps)
/
e
(
Imk+σ 2

)
1p. In order to make SUEs in the

same SBS have fair active subframes, N opt
s1,act = N opt

s2,act =

· · · = N opt
s|Ms|,act

should be satisfied. However, since (17)
is complex, it is difficult to obtain the optimal subchannel
allocation scheme K*.
Notice that the influence of Km on lambertw(·) is usually

smaller than Ym, we introduce a simple approximate propor-
tional form that is easy to handle, which is given by

Ñ opt
sm,act =

Xm
Km [lambertw (Ym−Z )]

. (18)

To guarantee fair active subframes among SUEs in the
same SBS, i.e., Ñ opt

s1,act = Ñ opt
s2,act = · · · = Ñ opt

s|Ms|,act
, we have

X1
/
K1

lambertw
(
Ȳ1
) = X2

/
K2

lambertw
(
Ȳ2
)

= · · · =
X|Ms|

/
K|Ms|

lambertw
(
Ȳ|Ms|

) , (19)

where Ȳm = Ym−Z . Accordingly, the fairness-based sub-
channel allocation scheme can be obtained as follows:

Km =
Xm
/
lambertw

(
Ȳm
)

|Ms|∑
m=1

[
Xm
/
lambertw

(
Ȳm
)] ,∀m ∈Ms, s ∈ S. (20)

Equation (20) suggests that SUEs with larger target data rates
and worse channel conditions would be assigned more sub-
channels. Therefore, the SUEswithin the same SBSs can have
fair number of active subframes and their data requirements

can be guaranteed. The fairness-based subchannel allocation
scheme is given by Algorithm 1.

In Algorithm 1, in order to obtain the number the active
subframes for each SBS, the transmission power on each
subchannel in each SBS is assumed to be the maximum
value, i.e., Pmax

sk ,∀s ∈ S, k ∈ K. As shown in step 2-5,
in the DSCN, users choose their serving SBSs based on the
maximum RSRP criterion. Therefore, we can obtain the SUE
set served by each SBS. In order to make each SBS activate as
few subframes as possible while ensuring all users’ target data
rates, the subchannel allocation for SUEs within the same
SBS should be optimized. Step 6-12 demonstrate the sub-
channel allocation process. In each SBS, SUEs calculate the
co-tier interference they suffered. Then the interference and
data rate requirements are reported to each SBS by its serving
SUEs. Thus, each SBS can calculate the values of Xm and
Ȳm. According to equation (20), the number of subchannels
required by each SUEs can be calculated. Then, each SBS can
allocate a corresponding number of continuous subchannels
to its service SUEs. For the sake of convenience, we use
u (s, k) to denote the SUE occupied subchannel k in SBS s.

3) GROUP-BASED SUBFRAME CONFIGURATION
Substituting (20) into (17), the optimal number of active
subframes can be calculated as

N opt
sm,act =

lambertw
(
Ȳm
) |Ms|∑
m=1

[
Xm
/
lambertw

(
Ȳm
)]

1+lambertw


|Ms|∑
m=1

[
Xm
/
lambertw(Ȳm)

]
Xm
/[
Ymlambertw(Ȳm)

] −Z

. (21)

For each SBS, the optimal number of active subframes can
be calculated by (21) and (16). Since the positions of active
subframes can affect the co-tier interference, the subframe
configuration should be optimized. In order to alleviate the
co-tier interference between SBSs, SBSs can cooperate to
form groups and conduct reasonable subframe configuration.
Therefore, in this subsection, a group-based subframe config-
uration algorithm is presented.

When a SBS has large EE preference weight, it should
form groups with its neighbors first in order to obtain more
sleep opportunities. Therefore, the EE preference should be
considered in the group formation process. Before forming
groups, the L-GW characterizes all SBSs’ heterogeneous
information, i.e., ρ and ζ , and calculates their EE preference
weights ω (ρ, ζ ) based on (6)-(8).

Algorithm 2 describes the proposed group-based subframe
configuration algorithm. The initial group structures are ini-
tialized, which includes S groups with only one SBS in each
group. Based on the EE preference weights, the initial groups
are arranged in a weight list in descending order. Then, each
SBS identifies the strongest interfering SBS from its neigh-
bor SBSs. Step 4-14 show the process of group formation.
Each group in the weight list tries to form new groups with
its strongest interfering SBS by sending group formation
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Algorithm 1 Fairness-Based Subchannel Allocation
Algorithm

Input: SUEs’ target data rate Rmin
m ,∀m ∈M.

Output: the optimal subchannel allocation K*.
1: Initialize the initial transmission power of each subchan-

nel as Pmax
sk ,∀s ∈ S, k ∈ K.

2: for m = 1 : M do
3: User m measures the RSRP value from all SBSs and

choose its serving SBS according to the maximum
RSRP criterion.

4: The SUE set served by SBS s is denoted by Ms.
5: end for
6: for s = 1 : S do
7: for m = 1 : |Ms| do
8: SUE m reports its target data rate and the interfer-

ence it suffered to SBS s.
9: end for
10: SBS s calculates Xm and parameter Ȳm, m ∈Ms.
11: According to (20), SBS s calculates the number of

subchannels required by SUE m, i.e., Km, and assigns
Km continuous subchannels to SUE m. In SBS s, if a
SUE is assigned to subchannel k , we denote it as
u (s, k).

12: end for

request. If the strongest interfering SBS receives the request
and does not form groups with others, it will accept the
request and form a new group with the SBS. Accordingly, the
group structure is updated. Noth that an interfering SBS may
receive several requests from more than one SBSs, it only
chooses the SBS with the highest EE preference weight to
cooperate by responding group formation acknowledge mes-
sage to the SBS. Meanwhile, it responses group formation
failure message to other SBSs sending requests. Otherwise,
if the interfering SBS has formed groups with others, it will
refuse the request and responses group formation failure
message. Step 15-25 demonstrate the subframe configura-
tion. Suppose that SBSs in the DSCN form the final group
structure G̃ =

{
G̃1, G̃2 . . . , ˜GGC

}
, where GC denotes the total

number of groups. Note that the groups in G̃ are not over-
lapped, i.e., G̃i 6= ∅, G̃j 6= ∅, G̃i∩G̃j = ∅,∀i 6= j. If there are
two SBSs in the same group, they will be assigned orthogonal
active subframes. Since the implementation of frame-level
synchronization is beyond the scope of this paper, the strict
synchronization among SBSs is assumed to be guaranteed.

Compared with non-cooperative scheme, SBSs can use
orthogonal active subframes with its strongest interfering
SBS to serve users. Therefore, the co-tier interference can
be mitigated and less transmission power is required to meet
users’ target data rates.

B. POWER ALLOCATION FOR HETEROGENEITY-AWARE
SYSTEM EE OPTIMIZATION
When the optimal subchannel allocation K* and subframe
configuration A* are obtained, we focus on the system EE

maximization problem in (9), which is equivalent to maxi-
mize the system EE in each subframe. Specifically, in sub-
frame n, the optimization problem is:

max
P[n]

S∑
s=1

K∑
k=1

ωs (ρ, ζ ) η
EE
sk [n],

s.t. C1′ : Rskm [n] ≥
asnNRmin

m

Nsm,actKm
, ∀m ∈M, k ∈ Km,

C3 : 0 ≤ psk [n] ≤ Pmax
sk , ∀s ∈ S, k ∈ K,

C4 :
K∑
k=1

psk [n] ≤ Pmax
s , ∀s ∈ S. (22)

Notice that problem (22) is non-convex due to the sum-of-
ratios in the objective function, which makes it arduous to be
addressed directly.

Similarly, according to [40], we introduce a new matrix
ψ [n] = {ψsk [n]}S×K . Then problem (22) can be converted
into the following problem:

max
P[n]

S∑
s=1

K∑
k=1

ψsk [n],

s.t. C1′,C3,C4,

C6 :
ωs (ρ, ζ )Rskm [n]

Ptotalsk [n]
≥ ψsk [n] . (23)

To solve problem (23), we introduce Theorem 1 [40] and
use ωs to replace ωs (ρ, ζ ) in the following.
Theorem 1: If

(
P* [n] ,ψ∗ [n]

)
is the optimal solution

to (23), then there exist χ∗sk [n] , s = 1, . . . , S, k =
1, . . . , K , such that P* [n] is a solution to the following
problem:

max
P[n]

S∑
s=1

K∑
k=1

χsk [n]
{
ωsRskm [n]−ψsk [n]Ptotalsk [n]

}
,

s.t. C1′,C3,C4,C6. (24)

Furthermore, P* [n] satisfies the following equations for
χ [n] = χ* [n] and ψ [n] = ψ* [n],:

χsk [n] =
1

Ptotalsk [n]
, ψsk [n] =

ωsRskm [n]

Ptotalsk [n]
, ∀s ∈ S, k ∈ K.

(25)

Proof: See Appendix A.
Theorem 1 implies that the optimal solution of (23) can

be obtained by solving problem (24). Furthermore, we can
rewrite the non-convex constraint C1′ into its equivalent con-
vex linear form as

C1′′ : psk [n] gskm+

(
1−2

NRmin
m

Nsm,actKmB0

)(
Imk [n]+σ 2

)
≥ 0.

(26)

Now, we rearrange the objective function in (24) as
U (P [n]) = Ucave1 (P [n])−Ucave2 (P [n]), then, prob-
lem (24) is equivalent to the following problem:

max
P[n]

U (P [n]) ,
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Algorithm 2 Group-Based Subframe Configuration Algo-
rithm
Input: SUEs’ target data rate Rmin

m ,∀m ∈ M, subchannel
allocation K*, SBSs’ EE preference weights ω (ρ, ζ ).

Output: the final group structure G̃ and the optimal sub-
frame configuration A*.

1: Initialize the initial group structure G =

{G1,G2 . . . ,Gs, . . . ,GS}, where the member of Gs
is SBS s. Initialize the final group structure G̃ = G.

2: All groups are stored in the weight list Gwei
={

Gwei
1 ,Gwei

2 , . . . ,Gwei
S

}
, where their EE preference

weights ω (ρ, ζ ) are from large to small.
3: Each SBS s, s ∈ S, identifies its strongest interfering

SBSs Ls,inf by resorting to a SUE.
4: for ele = 1 : |GS | do
5: Obtain SBS s = Gwei

ele , i.e., the element in the Gwei
ele .

6: if SBS s has not formed groups with others then
7: SBS s sends group formation request to its strongest

interfering SBS Ls,inf.
8: if SBS Ls,inf receives group formation request and

has not formed groups with others then
9: The new group G̃ is formed,i.e., G̃ = s∪Ls,inf and

SBS Ls,inf responses group formation acknowl-
edge message to the cooperative SBS.

10: else
11: The new group can not be formed and SBS Ls,inf

responses group formation failure message to the
SBSs sending requests.

12: end if
13: end if
14: end for
15: for g = 1 :

∣∣∣G̃∣∣∣ do
16: if There is only one SBS in G̃g then
17: Assign random active subframes for this SBS.
18: else
19: if There are two SBSs in G̃g, i.e., SBS i and j, and

the total number of active subframes for SBS i and
j is not larger than N then

20: Assign orthogonal active subframes for SBS i and
j.

21: else
22: Assign orthogonal active subframes for

these SBSs proportionately, i.e., assign⌊
N opt
si,actN

/(
N opt
si,act+N

opt
sj,act

)⌋
active for SBS i,

and N−
⌊
N opt
si,actN

/(
N opt
si,act+N

opt
sj,act

)⌋
subframes

to SBS j.
23: end if
24: end if
25: end for

s.t. C1′′,C3,C4,C6, (27)

where both Ucave1 (P [n]) and Ucave2 (P [n]) are concave, and

Ucave1 (P [n])=
S∑
s=1

K∑
k=1

χsk [n]ωsB0log2

(
S∑
t=1
ptk [n] gtkm+σ 2

)

and Ucave2 (P [n]) =
S∑
s=1

K∑
k=1

χsk [n]ωsB0log2
(
Imk [n]+σ 2

)
+

S∑
s=1

K∑
k=1

χsk [n]ψsk [n]Ptotalsk [n]. Thus,U (P [n]) is a difference-

of-convex function. Therefore, problem (27) can be addressed
by CCCP method and we introduce Theorem 2 [41].
Theorem 2: The solution to problem (27) can be obtained

by tackling the following sequence of convex programs:

P(l+1) [n]

= argmax
P[n]

{
Ucave1 (P [n])−PT [n]∗∇Ucave2

(
P(l) [n]

)}
,

(28)

where PT [n] denotes the transpose of P [n] and
∇Ucave2

(
P(l) [n]

)
=

[
∇
(l)
1 [n] ,∇(l)2 [n] , . . . ,∇(l)K [n]

]
denotes the gradient of Ucave2 (P [n]) at P(l) [n] where

∇
(l)
k [n] =

S∑
j=1,j6=s

B0χjk [n]ωjgsku(j,k)
/
ln 2

S∑
t=1,t 6=j

ptk [n] gtku(j,k)+σ 2

+1pχsk [n]ψsk [n]
1
= Lsk (χsk , ψsk) [n] .

Proof: See Appendix B.
According to Theorem 2, problem (27) has been trans-

formed into a standard convex optimization problem (28) and
we can obtain the optimal power as

psk* [n]

=

[
B0χsk [n]ωs

/
ln 2

Lsk (χsk , ψsk) [n]+λs−µsk
−
Imk [n]+σ 2

gskm

]Pmax
sk [n]

0

,

(29)

where µsk = νskgskm+
S∑

j=1,j 6=s
νjkgsku(j,k)

1−2
NRmin

u(j,k)
Ns,actKu(j,k)B0

,

ν and λ are Lagrange multiplier vectors. The heterogeneity-
aware energy efficient power allocation algorithm is sum-
marized in Algorithm 3. According to [41], the CCCP
algorithm can start at some random point in the feasible set,
P(0) [n] =

{
p(0)sk [n]

}
S×K

, where p(0)sk [n] should subject to

constraintsC1′′,C3,C4 and C6.We assume that the interfer-
ing SBSs usemaximum transmission power and set p(0)sk [n] = (2

NRmin
m

Nsm,actKmB0 −1)
(
Imk [n]+σ 2

)
gskm

,Pmax
sk

P
max
sk [n]

0

,∀s ∈ S, k ∈ K.

C. COMPLEXITY ANALYSIS
The proposed HESEE algorithm includes three algo-
rithms, which are fairness-based subchannel allocation in
Algorithm 1, group-based subframe configuration in Algo-
rithm 2, and heterogeneity-aware energy efficient power
allocation in Algorithm 3. The complexity of subchan-
nel allocation in Algorithm 1 is O (S |Ms|). In Algo-
rithm 2, EE preference weights of S SBSs are sorted
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Algorithm 3 Heterogeneity-Aware Energy Efficient Power
Allocation Algorithm

Input: SUEs’ target data rate Rmin
m ,∀m ∈M, EE preference

weights ωs (ρ, ζ ) ,∀s ∈ S, subchannel allocation K*,
subframe configuration A*, maximum number of itera-
tions Lmax, and the algorithm accuracy indicator ε > 0.

Output: the optimal power allocation P*.
1: for n = 1 : N do
2: Initialize l = 0 and P(0). Calculate χ

(0)

sk [n] and
ψ (0)
sk

[n], ∀s ∈ S, k ∈ K based on (25).
3: repeat
4: Solve problem (27) by CCCP method, obtain the

optimal power p*
sk
[n] according to (29).

5: Update χ
(l)

sk [n] and ψ
(l)
sk

[n].
6: Set l = l+1
7: until∣∣∣∣max

P[n]

{
S∑
s=1

χ
(l)

sk [n]
(
ωsR

(l)
skm [n]−ψ (l)

sk
[n]Ptotal,(l)sk [n]

)}∣∣∣∣
< ε or l = Lmax.

8: end for

by L-GW and the according complexity is O
(
Slog2S

)
.

Assuming that SBSs form GC groups, then the com-
plexity of group-based subframe configuration scheme is
O
(
GCNSlog2S

)
. In Algorithm 3, the complexity of CCCP

method is O
(
log2

(
1
/
ε
))
. Suppose that the required num-

ber of iterations for updating (χ [n] ,ψ [n]) and subgradient
method are L iter

χ ,ψ
and L iter

sg
, respectively, the complexity of

Algorithm 3 is O
(
SKNL iter

χ ,ψ
L iter
sg

log2
(
1
/
ε
))
. Therefore, the

total complexity of HESEE algorithm in the worst condi-
tion is O

(
S |Ms| +GCNSlog2S+SKNL

iter
χ ,ψ
L iter
sg

log2
(
1
/
ε
))
.

Since N , K , |Ms|, GC , L iterχ ,ψ
and L iter

sg
are usually small

values, the HESEE algorithm can be well implemented in
practice.

IV. NUMERICAL RESULTS
A. SIMULATION SETTINGS
In this section, the system level numerical simulation
is developed via Monte-Carlo methods to illustrate the
performance of the HESEE scheme. In the simula-
tion setup, S SBSs are randomly deployed in a 100∗
100m2 area. SUEs’ target data rates are chosen from the
set { Ri |Ri = (0.5i)Mbps, i = 1 : 10 } . The OFDM-based
downlink transmission is investigated. The simulation param-
eters referenced from [42]. In particular, main simulation
parameters are listed in Table 1. Unless otherwise specified,
we set α = 0.5 in the following simulations.

B. FAIRESS EVALUATION
In order to evaluate the fairness among SUEs in sub-
frame configuration for HESEE scheme, we introduce Jain’s

TABLE 1. Simulation parameters.

index [43], which is given by:

f
(
N opt
sm,act

)
=

(
|Ms|∑
m=1

N opt
sm,act

)2

|Ms|
|Ms|∑
m=1

(
N opt
sm,act

)2 , ∀s ∈ S. (30)

The fairness index value ranges from 0 to 1, and the larger
value means the more fair case.

C. SIMULATION RESULTS
In the following, we compare HESEE scheme with other
schemes, which are:

1) Round robin based subchannel allocation (RRSA)
scheme: All SUEs within a SBS are assigned subchannels
in round robin way. Group-based subframe configuration is
considered and transmission power is optimized to improve
system EE.

2) Base scheme: Fairness-based subchannel allocation
algorithm is adopted. All SBSs are active in all subframes
and transmit with maximum power.

3) ES scheme: Fairness-based subchannel allocation and
group-based subframe configuration are considered. Power
allocation is optimized to minimize energy consumption.

4) EE maximum (MaxEE) scheme: Fairness-based sub-
channel allocation and non-cooperative subframe config-
uration are considered. Power allocation is optimized to
maximize the system EE.

5) Equal weighted ES and EE optimization (EWESEE)
scheme: Fairness-based subchannel allocation and group-
based subframe configuration are considered. All SBSs have
equal EE preference weights and power allocation is opti-
mized to maximize the system EE.

In RRSA, Base, ES and MaxEE schemes, different EE
preference weights are considered.
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FIGURE 2. Convergence of the HESEE scheme on different subchannels.

FIGURE 3. Fairness values of SUEs and the number of active subframes
for SBSs.

In Fig. 2, the convergence of HESEE scheme is evaluated
when the number of SBSs is 16. It can be seen from Fig. 2 that
the average EEs on some random subchannels in a random
subframe all converge after 12 iterations.

Fig. 3 shows the fairness values of SUEs and the number
of active subframes for SBSs in the DSCN with 16 SBSs.
From Fig. 3(a), we can see that the fairness in all SBSs in
the HESEE scheme are above 0.93 while it is below 0.9 in
the RRSA scheme. Therefore, our proposed fairness-based
subchannel allocation algorithm is efficient in guaranteeing
fair number of active subframes between SUEs within the
same SBS. In addition, the SBSs need less active subframes
to meet users’ data rate requirements in the HESEE scheme,
as shown in Fig. 3(b).

Fig. 4 illustrates SUE satisfaction in the HESEE scheme.
The ratio of satisfied SUEs is defined as the the proportion of
SUEs whose target data rates are satisfied to the total number

FIGURE 4. SUE satisfaction versus network density.

of SUEs. It can be seen that the ratio of satisfied SUEs in
the HESEE scheme is more than 99.7% while the values are
less than 97.5% and 65.1% in the RRSA and Base schemes,
respectively. Therefore, our proposed HESEE scheme can
guarantee more SUEs’ data rate requirements via optimizing
transmission power and assigning more subchannels to SUEs
with larger rate requirements and worse channel conditions.

Fig. 5 shows the effects of heterogeneous information on
EE in the HESEE scheme. As a comparison, the performance
of EWESEE scheme is also given. Although all SBSs have
equal EE preference weights in the EWESEE scheme, they
obtain different EE due to various channel conditions. Table 2
presents the TLF, ND and EE preference weights of SBSs. In
order to evaluate the influences of TLF and ND on EE, we set
different weights in the following simulations.

1) Fig. 5 (a) presents the influence of TLF on EE through
setting α = 1.0. We can see that the EEs of SBS 3, 5, 6,
and 9 in HESEE scheme are larger than that in EWESEE
scheme. This is because these SBSs have lower traffic loads,
resulting in larger EE preference weights than others in the
HESEE scheme as shown in Table 2 while all SBSs have
equal weights in the EWESEE scheme. Instead, SBS 1 and
8 obtain much lower EE in the HESEE scheme due to lower
EE preference weights. Therefore, SBSs with lower traffic
load can attain higher EE in the HESEE scheme and the EEs
of SBSs can be adjusted based on their TLFs.

2) The impact of ND on EE is evaluated in Fig. 5 (b) where
α = 0. The EE preference weight ω (ρ, ζ ) = 1.00 in Table 2
means that the SBS has the maximum neighbors. It can be
observed that SBS 4, 7, and 10 obtain higher EE in theHESEE
scheme compared with the EWESEE scheme. Meanwhile,
SBS 1 and 5 attain less EE because of lower EE preference
weights. Therefore, SBSs with more neighbors can obtain
higher EE in the HESEE scheme and the EEs of SBSs can
be optimized based on their NDs.

3) In order to evaluate the co-effects of TLF and ND on
EE, we set α = 0.5 in Fig. 5 (c). Since the EE preference
weights of SBS 4, 6, 7, 9, and 10 are much larger than others
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FIGURE 5. EE of SBSs for different weights of heterogeneous information in one drop.

TABLE 2. Heterogeneous information and EE preference weights of SBSs in HESEE scheme.

FIGURE 6. Average network energy consumption versus network density.

in Table 2, the EEs of these SBSs can be largely improved
in the HESEE scheme. Thus, our proposed HESEE scheme
can optimize the SBSs’ EEs based on their TLFs and NDs
adaptively. In addition, the weights of TLF and ND can be
adjusted as desired.

In order to evaluate the performance of group-based sub-
frame configuration and power allocation in the HESEE
scheme, the average network energy consumption and system
EE with respect to network density are shown in Fig. 6 and
Fig. 7, respectively.

In Fig. 6, we can find that the energy consumption
increases with the increase of network density in all schemes.
Since SBSs do not sleep in the Base scheme, energy con-
sumption is the largest. Since SBSs cooperate with their

FIGURE 7. Average system EE versus network density.

neighbors to sleep in more subframes and power allocation
is optimized to further reduce energy consumption in the ES
scheme, its energy consumption is the smallest. Our proposed
HESEE scheme consumes almost the same energy as the ES
scheme. The reason is that the sleep strategies of these two
schemes are the same and the transmission power is only a
small part of the total energy consumption. Compared with
the Base andMaxEE schemes, theHESEE scheme can reduce
the network energy consumption by up to 48.2% and 6.5%,
respectively. Therefore, our proposed HESEE scheme can
save the network energy significantly.

As shown in Fig. 7, the system EE in all schemes increases
with the growth of the network density due to the spectrum
reuse. Comparedwith the ES scheme, theHESEE scheme can
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improve the system EE by up to 13.5%. This is because the
transmission power is optimized to improve the system EE in
the HESEE scheme. Compared with the MaxEE scheme, the
HESEE scheme decreases the system EE by 3.4% when the
number of SBSs is 16. when the number of SBSs is over 24,
the HESEE scheme can achieve larger EE than the MaxEE
scheme. The reason is that SBSs use less active subframes
to serve users by forming groups to sleep in the HESEE
scheme and the co-rier interference can be efficiently miti-
gated in the denser network. Therefore, our proposed HESEE
scheme can improve the system EE greatly through coop-
erating to sleep and energy-efficient power optimization in
the DSCN.

From Fig. 6 and Fig. 7, we can observe that the system
EE is seriously degraded in the ES scheme when SBSs
cooperate to sleep and the transmission power is optimized
to minimize the network consumption. However,our pro-
posed HESEE scheme can consume almost the same energy
with the ES scheme while improve the system EE by up
to 13.5% through optimizing the transmission power in the
active subframes to maximize the system EE. On the other
hand, compared with the MaxEE scheme, our proposed
HESEE scheme can improve system EE with less energy
when the number of SBSs is over 24. Therefore, the trans-
mission power of SBSs are utilized efficiently in the HESEE
scheme.

V. CONCLUSION
This paper has investigated joint subchannel allocation, sub-
frame configuration and power allocation to save energy
and optimize EE simultaneously while considering SBSs’
heterogeneity. Firstly, the impacts of heterogeneous infor-
mation on EE are characterized as the EE preference func-
tion. Then, the joint ES and EE optimization is formulated
as a multi-objective optimization problem, which is tackled
by the proposed HESEE algorithm. Fairness-based subchan-
nel allocation and group-based subframe configuration are
performed to reduce the network energy consumption, and
energy-efficient power allocation is optimizedwith the CCCP
method. Simulation results illustrate that SBSs’ EEs can be
optimized based on their EE preferences. In addition, the
HESEE scheme obtains better EE performance with less
energy consumption.

In the practical system, due to the pilot contamination and
high computational complexity, achieving accurate CSI is
difficult, we will study the effects of imperfect CSI on energy
efficient resource allocation in the future work. Caching con-
tent on SBSs can relief the pressure of backhaul and reduce
the transmission latency. Mobile edge computing (MEC) can
reduce the computing burden of SUEs. Therefore, caching
and MEC have been widely investigated. However, the seri-
ous interference in the DSCN would degrade the perfor-
mance. In [44] and [45], the authors study the interference
alignment in the DSCN with caching and computing. Since
the caching energy consumption and computing energy con-
sumption in the DSCN cannot ignored, we will focus on the

green communications in the DSCN with caching and com-
puting in the future. In addition, since the numbers of SBSs
and SUEs become huge, we will explore methods from the
domain of machine learning to realize green communications
for the next wireless communication networks.

APPENDIX A
PROOF OF THEOREM 1
The constraint C6 in problem (23) is equivalent to:

ωsRskm [n]−ψsk [n]Ptotalsk [n] ≥ 0. (31)

For the problem (22), we define the following function:

L (P [n] , α,β, θ ,χ [n])

=

S∑
s=1

K∑
k=1

βmk

[
psk [n] gskm+

(
1−2

NRmin
m

B0Nsm,act Km

)(
Imk+σ 2

)]

+α

S∑
s=1

K∑
k=1

ψsk [n]+
S∑
s=1

θm

(
Pmax
s −

K∑
k=1

psk [n]

)

+

S∑
s=1

K∑
k=1

χsk [n]
{
ωsRskm [n]−ψsk [n]Ptotalsk [n]

}
. (32)

According to theorem 4.2.8 in [46], i.e., Fritz-John optimiza-
tion conditions, we know that there exist α*, β*, θ* and χ* [n]
and the following equations can be met.

∂L
∂psk [n]

= 0, ∀s, k, (33)

∂L
∂ψmk [n]

= α∗−χ∗mk [n]P
total
sk [n] = 0, ∀s, k, (34)

β∗sk
∂L
∂β∗sk

= β∗sk

[
psk [n] gskm

+

(
1−2

NRmin
m

B0Nsm,act Km

)(
Imk+σ 2

)]
= 0,

∀s, k, (35)

θ∗s
∂L
∂θ∗s
= θ∗s

(
Pmax
s −

K∑
k=1

psk [n]

)
= 0, ∀s, (36)

χ∗mk [n]
∂L

∂χ∗mk [n]
= χ∗mk [n] [ωsRskm [n]

−ψsk [n]Ptotalsk [n]
]
= 0, ∀s, k, (37)

C1′,C3,C4,C6, (38)

α∗ ≥ 0,β∗, θ∗,χ∗ [n] ≥ 0. (39)

Suppose α∗ = 0, ∀psk [n] ∈ P [n]. Since Ptotalsk [n] > 0
in (34), we have χ∗mk [n] = 0. Therefore, from equations (33),
(35)-(37), we can obtain∑

s∈I(P∗[n])
β∗sk∇gsk

(
P∗ [n]

)
= 0, (40)

∑
s∈I(P∗[n])

β∗sk > 0, β∗sk ≥ 0, ∀s, k, (41)
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where

gsk
(
P∗ [n]

)
=

(
2

NRmin
m

B0Nsm,act Km−1

)(
Imk+σ 2

)
−p∗

sk
[n] gskm,

I
(
P∗ [n]

)
=

{
s|p∗sk [n] gskm+

(
1−2

NRmin
m

B0Nsm,act Km

)(
Isk+σ 2

)
= 0

}
.

According to the Slater condition, there existsP′, satisfying

gsk
(
P′ [n]

)
< 0, ∀s, k. (42)

Since gsk (P∗ [n]) is convex with respect to P∗ [n], ∀s ∈
I (P∗ [n]), we have

∇gsk
(
P∗ [n]

)T (P′ [n]−P∗ [n])
≤ gsk

(
P′ [n]

)
−gsk

(
P∗ [n]

)
< 0. (43)

Let d = P′ [n]−P∗ [n], from (41) and (43), we can obtain ∑
s∈I(P∗[n])

β∗sk∇gsk
(
P∗ [n]

)T

d < 0, (44)

which is in contradiction with (40). Thus α∗ > 0.
Replace χ∗sk [n] and β

∗
sk with

χ∗sk [n]
α∗

and
β∗sk
α∗

, respectively.
According (34) and (37), we can obtain (25). Given χsk [n] =
χ∗sk [n] and ψsk [n] = ψ

∗
sk [n], (33), (35) and (36) are Karush-

Kuhn-Tucker (KKT) conditions of problem (24). Therefore,
for χsk [n] = χ∗sk [n] and ψsk [n] = ψ∗sk [n], P

∗ [n] is a
solution of problem (24).

APPENDIX B
PROOF OF THEOREM 2
According to [41], we construct minorization function G in
P×P , satisfying

U (P [n]) ≥ G(P [n] ,Q [n]),∀P [n] ,Q [n] ∈ P,

U (P [n]) = G(P [n] ,P [n]),∀P [n] ∈ P.
(45)

Therefore, G (·) is the lower bound of U (·) and is equal to
U (·) at Q [n]. According to the minorization algorithm, the
iterations of P [n] are as follows:

P(l+1) [n] = argmax
P[n]∈P

{
G
(
P [n] ,P(l) [n]

)}
. (46)

If and only if P(l) [n] = argmax
P[n]∈P

{
G
(
P [n] ,P(l) [n]

)}
or∥∥P(l+1)−P(l)∥∥ < ε, the algorithm stops. It is easy to prove

that U (P [n]) increases monotonically in each iteration, i.e.,

U
(
P(l+1) [n]

) (a)
≥ G

(
P(l+1) [n] ,P(l) [n]

)
(b)
≥ G

(
P(l) [n] ,P(l) [n]

)
(c)
= U

(
P(l) [n]

)
,

(47)

where (a) and (c) are obtained through (45) and (b) through
(46). The main idea of CCCP algorithm is to change
the convex part of U (P [n]), i.e., −Ucave2 (P [n]), to be
linear through iteration. According to [41], use Taylor
approximation to build the minorization function G. Since
−Ucave2 (P [n]) is convex and differentiable, the following
inequality is true.

−Ucave2 (P [n])

≥ −Ucave2 (Q [n])−(P [n]−Q [n])T∗∇Ucave2 (Q [n]) ,

∀P [n] ,Q [n] ∈ P. (48)

Add Ucave1 (P [n]) to both sides of this equation, and we
obtain

U (P[n]) = Ucave1 (P[n])−Ucave2 (P[n])

≥ Ucave1 (P[n])−Ucave2 (Q[n])

−(P[n]−Q[n])T∗∇Ucave2 (Q[n]) ,

∀P[n],Q[n] ∈ P. (49)

Define the minorization function as

G(P [n] ,Q [n])
1
= Ucave1 (P [n])−Ucave2 (Q [n])

−(P [n]−Q [n])T∗∇Ucave2 (Q [n]) , ∀P [n] ,Q [n] ∈ P.
(50)

According to (46), the following convex programming can be
used to solve the problem (27):

P(l+1) [n]

= argmax
P[n]∈P

θ
{
Ucave1 (P [n])−Ucave2

(
P(l) [n]

)
−

(
P [n]−P(l) [n]

)T
∗∇Ucave2

(
P(l) [n]

)}
= argmax

P[n]∈P

{
Ucave1 (P [n])−P(T ) [n]∗∇Ucave2

(
P(l) [n]

)}
.

(51)

Therefore, the problem (27) can be solved through (28).
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