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ABSTRACT Massive machine-type communications (mMTC) is one of the key application scenarios of
fifth generation (5G) and beyond cellular networks. Bringing the unique technical challenge of supporting a
huge number of MTC devices (MTCD) in cellular networks, how to efficiently estimate the channel, detect
the active users and data in this scenario is an open research topic. In this regard, this paper aims to present
an overview of different techniques to address the problem of channel estimation, activity and data detection
specifically for the mMTC scenario. In order to highlight potential solutions and to propose new research
directions, we discuss the performance of the state-of-the-art techniques in the literature using a unified
evaluation framework.

INDEX TERMS 5G, channel estimation, detection, massive access, mMTC, random access.

I. INTRODUCTION
Massive machine-type communications (mMTC) has
become a key communication paradigm for various emerging
smart services. Industrial automation, public safety, the Inter-
net of Things (IoT), health-care, utilities, transportation,
smart metering, remote manufacturing, and numerous other
applications [1] are some examples that may coexist with the
mobile devices communication among humans.

Different from the conventional human-type communica-
tions (HTC), mMTC for IoT have unique service features,
as (i) uplink traffic dominated by very short packets: divided
in metadata (preamble) and data (payload), the aggregation
node should identify the active devices and estimate the chan-
nel with the metadata [2]; (ii) uncoordinated access: using
a grant-less or grant-free data transmission, active devices
transmit frames without preceding scheduling process to
eliminate the need for round-trip signaling. The absence of
large overheads avoids degradation of spectral and energy
efficiency [3]; (iii) sparse user activity: despite the expected
huge number of connected devices, each machine has a small
probability of being active at the same time instant [4]; (iv)
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high energy efficiency: requirement of very long battery life
where each device has to operate in an ultra-low power
mode [5]; (v) low data rates: contrary to critical IoT or
URLLC, (applications as tele-surgery, intelligent transporta-
tion, etc) massive IoT use cases may have some degree of
tolerance on data reliability and latency constraints [6], [7].

Although detection techniques have been investigated for
more than 50 years, at each new emerging application, novel
schemes are required. In a scenario where a massive num-
ber of devices access a BS without coordination, how to
deal with the sparsity pattern of transmissions, in order to
address device identification, accurate channel state infor-
mation (CSI) and to detect the data are challenging issues.
The main focus of this work is on detection techniques
for mMTC, their scenarios and possible supporting solu-
tions. Thus, we first present the state-of-the-art and then our
contributions.

A. RELEVANT PRIOR ART
We have carried out an extensive overview of techniques
for mMTC and we introduce them in this section. Initially,
activity and data detection techniques are presented, dividing
the solutions into regularized, greedy and message-passing
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algorithms. Then, techniques for channel estimation and
activity detection are introduced, focusing on message-
passing and machine learning techniques. Finally, a review of
the surveys published so far is carried out and a table gathers
the contributions of each work.

Given the expected sporadic device access at the base
station, multi-user detection (MUD) algorithms should be
reformulated to address the mMTC scenario [9]. Consid-
ering a perfect channel state information (CSI) at the BS,
Zhu and Giannakis [10] proposed the Sparse Maximum a
Posteriori Probability (S-MAP) detection which performs
MAP detection of the new sparse problem, considering a
zero-augmented finite alphabet. This scheme applies a sig-
nal processing approach adding a regularization parame-
ter into the cost function. Originally from the compressed
sensing (CS) field, the regularization exploits the sparsity
of the scenario. In a way to reduce the complexity of the
MAP detector, the authors relaxed the constraint so that
optimization tools could be applied directly to obtain the
solutions [11], [12].

Several techniques followed the pioneering work in [10],
using CS approaches. Employing the QR decomposition,
[13] incorporated a sparsity constraint in the successive
interference cancellation (SA-SIC) reaching the performance
of the S-MAP detector. The well-known K-Best detec-
tor was modified in [14], rewriting the signal model as
a sparse model suitable for CS approaches. [15] reports
a detection order method based on the activity probabil-
ity of devices and the sorted QR decomposition (SQRD),
in order to increase the efficiency of SA-SIC. The work in
[16] investigates the reliability of each soft-estimate obtained
by a regularized MMSE-SIC detector while [17] proposed
an algorithm based on the direction method of multipliers
(ADMM). The ones described in [18] and [19] are iterative
and belong to the class of Bayesian inference algorithms.
There are also solutions based on approximate message pass-
ing (AMP) [20]–[22], as [23] and [24], while theworks in [25]
and [26] developed a solution based on AMP and expectation
minimization (EM) [27].

As envisaged mMTC networks support a massive number
of devices, a common assumption is that the system is under-
determined. That is, the quantity of devices capable to access
the BS at the same time instant is much higher than the
number of resources at the BS. Owing the sporadic traffic
pattern, greedy algorithms emerged as CS-MUD techniques.
The well-known orthogonal matching pursuit (OMP) [28]
and orthogonal least squares (OLS) [29] were first applied
in the mMTC context in [30]. Seeking better performance,
there are in the literature modifications of OMP, such as com-
pressive sample matching pursuit (CoSaMP) algorithm [31],
detection-based orthogonal matching pursuit (DOMP) algo-
rithm [32], Weighted Group Orthogonal Matching Pursuit
(wGOMP) [33], [34] and detecting-based group orthogo-
nal matching pursuit (DGOMP) algorithm [35]. Rewriting
the signal model in a way to increase the sparsity of the
transmitted vector, the performance of the OLS is improved

in [36]. By exchanging extrinsic information between active
user detector and symbol detector, the schemes in [37]–[42]
propose adaptive and iterative detectors that also employ
channel coding.

Focusing the work on activity detection and channel esti-
mation, [43]–[49] use the AMP, verifying the missed device
detection and false alarm performance. Based on EP, [50] pro-
pose a solution with the factor graph approach. [50] and [51]
uses a Bayesian message passing algorithm while the mes-
sage passing of Ahn et al. [52] uses the EP and computes
iteratively the moment matching. Lehmann derived in [53]
an inference algorithm based on message-passing resulting in
an iterative code-aided receiver. The work in [54] compares
different approaches of the Hierarchical Hard Thresholding
Pursuit (HiHTP) algorithm. Machine learning approaches are
also suggested, as in [55]–[59].

Given the advancement of technology, several survey
papers have been published with different focus of MTC
and mMTC. Meanwhile, the existing literature lacks a
comprehensive survey of detection techniques for MTC
that discusses performance, complexity and future direc-
tions. Covering general aspects of MTC, [60]–[67] discusses
technologies, opportunities and objectives. Since the pro-
vision of massive access is one of the main issues for
mMTC, surveys that discuss physical and medium access
layers like [68]–[72] have been published. Focusing exclu-
sively on high-priority applications as remote surgery, indus-
trial automation and autonomous vehicles [73] highlights
diverse challenges and future aspects of mission critical
MTC (mcMTC) on 5G-enabling technologies. Salam et al.
present in [4] recent developments in data aggregation tech-
niques, including application scenarios, design and limita-
tions. [74] and [75] discuss security issues while the traffic
is the main topic of Soltanmohammadi et al., in [76]. In order
to present a review of machine learning-assisted solutions,
Sharma et al. categorized the different approaches in [77]
while [78] is focused on challenges.

The main goal of this paper is to provide a survey of detec-
tion techniques that have been proposed over the last years for
mMTC. We discuss the different schemes and compare their
performance under the same framework, identifying strengths
and weaknesses of each one of them, while drawing future
trends to steer the efforts along the same line.

B. CONTRIBUTION AND OUTLINE
Table 1 lists the existing surveys related to MTC networks.
The current published surveys either focus on particular
aspects ofMTC or do not cover the detection in a holistic way.
As seen in Table 1, the surveys have provided contributions
into the network architectures, data aggregation, application
scenarios, enabling technologies, standards, security issues,
traffic and limitations. Although the particularities of the
MTC scenario inspired a lot of researchers to propose dif-
ferent solutions for channel estimation and activity and data
detection problems. Nonetheless, to the best of our knowl-
edge, this is the first survey to categorize and provide a
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TABLE 1. Main related surveys on M2M communications in the literature.

comprehensive overview of the detection techniques specifi-
cally for mMTC. The main contributions of this paper are:

1) Extensive categorization of state-of-the-art for mMTC
detection: There are a variety of solutions proposed to
address many challenges of MUD in mMTC networks.
In this paper, we classify and briefly review the main
detection techniques for mMTC scenarios.

2) Performance evaluation of presented approaches in
the same evaluation framework: In terms of complex-
ity, frame error rate, false alarms and missed detec-
tion, we analyze the performance of main literature
solutions.

3) Summarize the overall mMTC challenges and open
issues specifically for detection techniques.
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This paper is organized as follows. Section II outlines the
main application scenarios, traffic aspects and general chal-
lenges. Section III describes the signal model adopted, while
Section IV provides the categorization of existing solutions,
detailing the different approaches. Finally, in Section V we
discuss the results and compare different solutions in terms
of their requirements and advantages, given future research
directions. Section VI concludes the paper.
Notations: For a vector a (a matrix A), a∗ (A∗) and

aT (AT ) denote the complex conjugate and the transpose of a
(A), respectively. For an invertible matrixA,A−1 denotes the
inverse of A. a [i] denotes the ith element of a vector a, and
[A]i,j is the element in the ith row and the jth column of A.
For a length-n vector a, p-norm (p ≤ 1) is defined as ‖a‖p =(∑n

i=1 |a [i] |
p
)1/p, while the 0-norm ‖a‖0 is the number of

nonzero elements in a. diag(a) denotes the n × n diagonal
matrix whose ith diagonal element is a [i]. For a set S, |S|
denotes the cardinality of S, and S1∩S2 is the intersection of
S1 and S2. S1\S2 denotes the relative complement of S2 with
respect to S1. For a scalar a, |a| is the absolute value of a. E [·]
stands for the expectation operator, and CN (µ, σ ) represents
the multivariate complex Gaussian distribution with mean µ
and covariance matrix σ .

II. M2M COMMUNICATIONS
This section is composed by an introduction to application
scenarios of mMTC followed by a brief description of the
various traffic features and challenges.

A. APPLICATION SCENARIOS OF M2M
COMMUNICATIONS
MTC devices can be applied to various scenarios, enabling
real-time monitoring and control of any physical environ-
ment. The major application scenarios are [66], [79]:

1) E-health: Applications as tracking or monitoring a
patient, identification and authentication of patients,
diagnosing patient conditions and providing real-time
information on patients’ health related data to the
remote monitoring center;

2) Smart-environment: This category encompasses all
forms of automation, whether in home/office, agricul-
ture, environmental monitoring, lighting;

3) Intelligent transportation: This field is related to ser-
vices as smart parking, smart car counting, M2M
assisted driving and e-ticketing;

4) Security and public safety: Remote surveillance,
personal tracking and public infrastructure alarm
protection from disasters such as fire, earthquakes,
hazardous spills or crimes. Collaboration among rele-
vant organizations, including medical support, police,
military and fire department;

5) Smart-grid: Mainly related to power monitoring, this
category also includes applications as meter read-
ing, electricity distribution and transmission tower
protection;

6) Industrial automation: Productivity enhancement pos-
sible by communications among machines and sup-
ply chain automation applications. Other example of
applications are production on demand, quality control,
optimization of packaging and inventory tracking.

There are other futuristic applications, as robotic
applications and ‘‘information-ambient society’’. The first
is an application related to the improvement of the qual-
ity of humans lifes, saving costs and resources. Danger-
ous tasks would be coordinated by robots, as fire-fighting,
disable explosive devices, perform surgery and driverless
vehicles [66]. ‘‘Information-ambient society’’ is related to
devices be capable to deal with humans information provided
by the BigData technology. The idea is to enhance our society
in terms of its intelligence and innovation level [80].

B. TRAFFIC FEATURES IN M2M COMMUNICATIONS
In general, MTC devices access the network sporadically to
transmit frames with a few bits. Despite that, mMTC traffic
comprises specific patterns due to diversity in the application
scenarios. For instance, an agriculture sensor network sends
few bits of data periodically while a smart-grid application
consumes high bandwidth and requires connection with a
higher frequency. In case of a catastrophe event, the network
must be prepared to receive simultaneous transmissions of
emergency data. UnlikeHTC communications, mMTC traffic
is mainly in the uplink and can be generated any time of the
day. While the human-type communication traffic follows a
certain data volume, session length, and interaction frequency
during daytime and evening, mMTC should have an infras-
tructure that handles different traffic patterns. A few works
as [76] and [81] investigate the difference between HTC
and mMTC and the competition for resources. The study
in [82] considers different traffic patterns and their impact
with detection algorithms.

Therefore, mMTC have challenging traffic aspects such as
scalability, periodic, low frame size and data rates, no mobil-
ity and deals mostly with the uplink, which requires special
attention to design the infrastructure and coexist with the
established cellular networks [66], [76].

C. CHALLENGES
3G and LTE networks can support a few MTC applications
but not all of them. Thus, it is expected that 5G handles the
massive number of MTCD and the services already available.
In the following, we mostly focus on the challenges on the
PHY and MAC layers but shortly discuss other issues.

One of the open problems is the limitation of available pilot
sequences. Due to the huge number of devices, the reuse of
pilots significantly increases the frame collision probability.
Furthermore, it may causes the need for retransmissions lead-
ing to network congestion. In addition, as each transmitted
frame has a few bits, very high signalling overhead per data
frame becomes another critical issue. Thus, an efficient sig-
nalling reduction technique is required.
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FIGURE 1. System model represented by a block diagram.

Many MTC devices can be coined ‘‘low-cost and will
have batteries as the main source of power. Therefore, energy
efficiency is a concern for mMTC. Since it is required that
MTCD operate autonomously for a few years, the communi-
cation design should be power efficient. Since long distance
communications to the BS is challenging the use of relays
could help. Another issue related to energy efficiency is the
geographic positions of MTCDs. As they can be located
anywhere in the cell, at edges or shadow areas, it would be
hard for the BS to serve all devices at any time.

In higher layers, there are also open challenges. For
instance, a new transport protocol is required for mMTC,
as the Transmission Control Protocol (TCP) is not efficient
for mMTC traffic features. The connection setup of TCP
is unnecessary and the congestion control would probably
degrade the performance as mMTC uses a wireless medium
and the amount of data is very small. As it was not designed
for it, real-time applications would not work properly with
TCP as it requires data to be stored in a memory buffer.
Furthermore, low-cost MTCDs have limited capabilities to
implement security algorithms. In this way, authentication
and data integrity may be a security concern in mMTC.

Some detection techniques take into consideration most of
those challenges and propose solutions to deal with them. The
next section details the main schemes in the literature.

III. SYSTEM MODEL
While the existing data aggregation technologies support
various applications, there are still open problems to be
investigated. How to deal with the massive access of hun-
dreds of billion devices with small-sized transmission pay-
loads and sporadic features is one of the main challenges of
this kind of network [4], [69]. Indeed, promising techniques
such as compressed sensing (CS), non-orthogonal multiple
access (NOMA) and massive multiple-input multiple-output
(mMIMO) based random access that can effectively address
the lack of spectrum resources and enhance spectrum usage
efficiency have been proposed. In this way, we present the
system model used to compare the performance of the detec-
tion techniques in the literature.

A. GENERAL ASSUMPTIONS
In order to reduce signalling overhead, grant-free random
access (GFRA) has been proposed [83]. In the uplink of such
systems, each device transmits metadata alongwith data. This
massive uplink connectivity scenario is illustrated in Fig. 1,

where N devices with a single antenna each access a single
base station (BS), equipped withM antennas.

In general, there are two types of metadata considered
in GFRA, namely orthogonal [84], [85] and non-orthogonal
metadata [9], [48]. Compared with the non-orthogonal coun-
terpart, orthogonal metadata detection is much simpler and
effective and channel estimation is more accurate thanks
to the orthogonality of metadata. Nevertheless, frame col-
lision restricts its performance due to the limited num-
ber of orthogonal-metadata sequences. On the other hand,
non-orthogonal metadata can alleviate metadata collisions
since it has a larger number of sequences, but its channel
estimation would be affected due to non-orthogonality of
metadata. Since it is expected to MTC handle a massive
number of connections, the insufficient number of resources
in a orthogonal metadata approach implies the usage of non-
orthogonal metadata in GFRA. In the literature, there are
works that address the GFRA in different ways. In [86],
sparse sequences were used instead of binary sequences for
data signal spreading in order to increase the number of
MTC devices and allow device identification. With the aim
to reduce the metadata collision and improve the GFRA
throughput, the work in [87] suggests the usage of multiple
resource blocks. In [88], another GFRA schemewas proposed
where each device’s channel impulse response is used as a
unique signature to differentiate signals that are simultane-
ously transmitted and the works in [89], [90] studies where
the wireless signal of each device is spread by a unique
sequence.

Using GFRA with non-orthogonal sequences, we have
established a common system model to compare the per-
formance of the detection algorithms. We define that when
a device has data to transmit, it splits the codeword in
multiple frames and transmit them in multiple transmission
slots. In each time slot, each active device selects randomly
a non-orthogonal metadata sequence from a predetermined
codebook and sends the rest of the codeword. Since in prac-
tice the BS would have a list of devices that are associated
with it, and their unique identifiers, we assume that the
metadata sequences are known at the BS. Since these unique
identifiers are known to the BS, the metadata sequence is also
known at the BS. Given the sporadic activity of devices, they
will communicate to the BS only when it is needed, so not all
of them will be active during the same coherence time.

As illustrated in Fig. 1, we consider that devices are
synchronized in time, i.e., devices are turned on or turned off
in the same transmission slot. This assumption is valid since
the frame size of mMTC is typically very small (between
10 and 100 bytes) [4]. We consider that the whole transmitted
frame experience the same channel in such a way that the
duration of a transmission slot (τ = τφ + τx) is smaller than
the coherence time and coherence bandwidth of the channel.
The time index t indicates each transmitted vector in the same
transmission slot. As we consider a grant-free random access
model, each frame has metadata and data. Thus, the time
index indicates how each frame is divided.
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In a given coherence time, at the t-th symbol interval,
the received signal y [t] is organized in a M × 1 vector that
contains the transmitted metadata (φ [t]) or the data (x [t]), as

y [t] =
{
H√τφ Bφ [t]+ v [t] , if 1 ≤ t ≤ τφ
H
√
τx B x [t]+ v [t] , if τφ < t ≤ τ

(1)

where H is the M × N channel matrix, B is the N × N
transmission power matrix, v is theM×1 noise vector, while
τφ and τx are the number of metadata and data symbols,
respectively. For each time instant t , the metadata and data
are represented by the N × 1 vectors

φ [t] = 1ϕ [t] = [δ1 ϕ1 [t] , . . . , δN ϕN [t]]T and (2)

x [t] = 1 s [t] = [δ1 s1 [t] , . . . , δN sN [t]]T , (3)

where ϕ [t] and s [t] are N × 1 vectors of symbols from
a regular modulation scheme denoted by A, as quadrature
phase-shift keying (QPSK). The N × N diagonal matrix 1
controls the activity of each device in the specific transmis-
sion slot with {

Pr (δn = 1) = ρn,
Pr (δn = 0) = 1− ρn.

(4)

Thus, each transmitted vector (φ [t] or x [t]) is composed
by the augmented alphabet A0, where A0 = A ∪ {0}. The
N × N diagonal B matrix gathers the transmission power
component b of each device, as in mMTC systems each
MTCD has a different power level [1], [4]. The noise vector v
is modelled as an independent zero-mean complex-Gaussian
M × 1 vector with variance σ 2

v .
In this work, we consider the block fading model, where

the values change independently from slot to slot, that is,
the channel is constant over a transmission slot duration.
The M × N channel matrix H corresponds to the channel
realizations between the BS and devices as modeled by

H = AN 1/2, (5)

where H gathers independent fast fading, geometric attenua-
tion and log-normal shadow fading.A is theM×N matrix of
fast fading coefficients circularly symmetric complex Gaus-
sian distributed, with zeromean and unit variance.We also the
consider the effects of path loss and shadowing experienced
by each MTCD, modelling them in the N × N diagonal
matrixN , where each component is given by 10 log10 (χ)+
ω, where χ is the signal-to-noise ratio (SNR) andω is a Gaus-
sian random variable with zero mean and variance σ 2

ω [91].
Thus, each vector hn can be written as

hn = an
√
βn, ∀n = 1, . . . ,N . (6)

The βn coefficients are assumed to be known at the BS and
changes very slowly, reaching a new value just in a new
transmission slot. Given the features of mMTC scenarios,
the number of devices N is larger than that of antennas M
at the base station, in a way that it consists of an underde-
termined system. All signal model parameters are described
in Table 2.

TABLE 2. Description of signal model parameters.

B. KEY PERFORMANCE INDICATORS
To evaluate the performance of detection techniques, we con-
sider three key performance indicators (KPI):

• The Frame Error Rate (FER) denotes the total number
of frames incorrectly detected by the BS;

• The Missed Detection Rate (MDR) denotes the total
number of symbols that have been transmitted in a spe-
cific time instant that the detector judged as zero, divided
by the number of active devices;

• The False Alarm Rate (FAR) is the number of symbols
detected as different from zero, divided by the difference
between the total number of devices and the number of
active devices at a time instant;

Considering Sx as the true support set, that is, the list of
active devices in x, a Venn diagram in Fig. 2 represents the
key performance indicators. For the techniques that perform
channel estimation, we evaluate the efficiency by the normal-
ized mean-squared error (NMSE).

C. GENERAL SIMULATION PARAMETERS
In order to evaluate the performance of the cited algo-
rithms, we consider N = 128 MTCDs connected to
a single base-station equipped with M = 64 anten-
nas. The evaluated solutions experience an independent
and identically-distributed (i.i.d.) random flat-fading channel
model and the values am,n of (6) are taken from complex
Gaussian distribution of CN (0, 1). When the device is active,
it radiates QPSK symbols with power values drawn uniformly
at random in 0.1 W to 0.3 W and the probability of being
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FIGURE 2. Venn Diagram of False Alarm and Missed Detection Errors.

active of each device ρn is drawn uniformly at random in
[0.1, 0.3]. Each frame has 128 symbols, split into 60metadata
and 68 data. This balance between pilots and data is suggested
in [9].

IV. DETECTION TECHNIQUES
In this section we present and compare relevant state-of-the-
art algorithms divided in four different classes of detectors:
regularized, greedy, message-passing and machine learning
based. First, we start with the algorithms that aim to perform
activity and data detection, discussing the results based on
the KPIs. For the activity detection and channel estimation
techniques, beyond themissed detection and false alarm rates,
we provide the NMSE performance. In order to increase the
readability, in the beginning of each subsection we present a
table (Tables 3 and 4) that concisely introduces the main ideas
of each algorithm reproduced.

A. ACTIVITY AND DATA DETECTION
1) REGULARIZED DETECTORS
In order to perform MAP detection of the mMTC sparse
problem, the Sparse Maximum a Posteriori Probability
(S-MAP) detection was proposed in [10]. This approach was
the first that applied a regularization parameter into the cost
function, inspiring the following works to propose subopti-
mal algorithms. The authors of [10] considered a simplified
version of (1), that ignores the number of symbols, transmis-
sion power and time instant, as given by

y = Hx+ v. (7)

Another assumption of [10] is to consider the zero as part
of the modulation alphabet A (as QPSK), this way including
the zero in the detection problem. With A0 = A ∪ 0 being
the augmented modulation alphabet and ρn the activity prob-
ability for the n-device, [10] described the prior distribution

of x as

Pr (x) =
N∏
n=1

Pr (xn) =
N∏
n=1

(1− ρn)1−|xn|0
(
ρn

|A|

)|xn|0
, (8)

where |A| is the cardinality of the modulation alphabet and
|xn|0 is the element-wise l0-norm that is equal to 1 if xn is a
non-zero value, otherwise it is zero. The output of the S-MAP
detector maximizing the a posteriori probability Pr (x|y) is
given by Bayes’ rule as

x̂ = arg max
x∈AN

0

Pr (x|y)

= arg min
x∈AN

0

− ln Pr (y|x)− ln Pr (x) , (9)

which leads to

x̂ = arg min
x∈AN

0

1
2
‖y−Hx‖22 + σ

2
v

N∑
n=1

λn|xn|0, (10)

where λn = ln [(1− ρn) / (ρn/|A|)] is the regularization
parameter for the n-th symbol detection.

As the main objective of the S-MAP detection is to find
a vector in AN

0 that maximizes the cost function in (10),
naturally, the complexity of S-MAP is tremendous. In [10]
itself the authors propose two relaxing approaches, called
Ridge detector (RD) and Lasso detector. RD regularizes the
least squares (LS) solution using the l2-norm, while LD uses
the l1-norm.

SA-SIC
For the sake of achieving an acceptable detection perfor-
mance with much lower complexity compared to other
optimal but complex S-MAP detectors, [13] proposed
the sparsity-aware successive interference cancellation
(SA-SIC). Considering that the BS has the perfect knowledge
of probability of being active of each device and perfect CSI,
SA-SIC recovers transmitted symbols in a sequential manner,
incorporating the regularization into the problem. As SA-SIC
uses the QR decomposition of H = QR, we have

x̂ = arg min
x∈AN

0

1
2

N∑
n=1

∣∣∣∣∣ỹn −
N∑
l=n

Rnlxl

∣∣∣∣∣
2

+ σ 2
v λn|xn|0

 , (11)
where ỹ = QHy. Like any SIC technique, SA-SIC is sensitive
to the error propagation from the early layers. Therefore,
ordering techniques should be applied to mitigate the error
propagation.

SA-SIC with A-SQRD
Considering the same assumptions of the SA-SIC, the authors
of [15] proposed a permutation of columns of channel matrix
H based on channel gains. The idea of SA-SIC with A-SQRD
is to replace the l0-norm with the l2-norm in (10), incorporate
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TABLE 3. Concise description of simulated activity and data detection techniques.
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FIGURE 3. Shadow area constraint for QPSK modulation. Estimates
within the white circles are deemed reliable and quantized to the
alphabet, outside the circle a list estimation scheme is used.

the regularization factor into the channel matrix H, as

x̂ = arg min
x∈AN

0

1
2

∥∥∥∥ [ y
0N

]
−

[
H

σv diag
(√
λ
)]

︸ ︷︷ ︸
H′

x
∥∥∥∥2
2
, (12)

find the QR decomposition of the augmented H′, employ
the modified Gram-Schmidt algorithm [92] and reorder the
columns of H′ before each orthogonalization step.

AA-MF-SIC
Focusing on the filter refinement, the authors in [16] incor-
porated an l1-norm regularization in the linear MMSE filter
(W) and a constellation-list scheme to increase the detection
performance. The main idea of the AA-MF-SIC algorithm
is to iteratively update the regularized linear MMSE filter at
each new symbol detection n, as

wn =

(
HnH

H
n +

σ 2
v

σ 2
x
I+

2λn
σ 2
x
3

)−1
Hnδn, (13)

where 3 = diag
{

1
|wn,1|+ε

, 1
|wn,2|+ε

, . . . , 1
|wn,M |+ε

}
, δn is a

N × 1 zero column vector with 1 at the n-th position and
3n is the regularization parameter defined by [10]. As this
algorithm also performs the successive interference cancella-
tion, Hn denotes the matrix obtained by taking the columns
n, n + 1, . . . ,N of the channel. In order to avoid the error
propagation, the authors in [16] evaluate the reliability of each
soft symbol estimate. The constellation-list scheme consists
of a shadow area constraint as shown in Fig. 3, with the
augmented alphabet of a modulation scheme, that compares
the distance r between the soft estimate and all the possible
constellation symbols with

arg min
i∈ 1,··· ,|A|+1

‖A0i − x̃n‖
2. (14)

If the soft estimate falls into the shadow area (r > r th or
r > r th0 ), the estimate is considered unreliable and then x̃n
proceeds to the list scheme detailed below. Otherwise, it is
just quantized (Q [·]) to the nearest symbol of the augmented
constellation A0, as x̃n = Q

[
wH
n yn

]
. The radius of each

reliability region are defined by the probability of being
active of each device and the radius of the region around the

zero (inactive device) is the complement of the radius of the
regions around the constellation symbols, r th0 = 1 − r th.
The list scheme employed in the shadow area is used to select
the best constellation symbol candidate, according to

κopt = arg min
i∈ 1,··· ,|A0|

‖yn − hnA0i‖
2, (15)

where yn is the received vector after the SIC operation and
the vector hn contains the estimate of the channel between the
device that performs symbol detection and the BS. The index
κopt indicates which candidate of the list A0i will replace the
quantized version of the unreliable soft symbol estimate x̃n.
After the detection, the algorithm proceeds with SIC.

AA-RLS-DF
Since prior techniques do not perform channel estimation,
the work in [42] builds on previous decision feedback tech-
niques [93], [94] and proposes a schemewith implicit channel
estimation. The AA-RLS-DF uses a regularized recursive
least squares (RLS) adaptive algorithm that relies on the
metadata to update the weights. More sophisticated algo-
rithms [95] can also be considered. The detection order is
updated at each new layer, using the least squares estima-
tion (LSE) criterion. The adaptive receive filter can be decom-
posed into feedforward and feedback filters. The feedforward
one is updated at every new received vector by the l0-norm
regularized RLS algorithm. The feedback filter is a compo-
nent that is concatenated to the feedforward filter in order to
cancel the interference of the previously detected symbols.
The feedforward and feedback receive filters are written as

wψn [t] =

 wf
ψn

[t] , n = 1;[
wf
ψn

T
[t] ,wb

ψn

T
[t]
]T
, n = 2, . . . ,N .

(16)

As the length of the filter increases at each new detection,
the received vector also increases, concatenating the previous

detected symbol, as yψn [t] =
[
yT [t] , x̂Tψn [t]

]T
. As this

algorithm takes into account each part of the received block
per time, the time index t is necessary, as is the detection order
index ψn. The detection order is updated with the minimum
argument of the regularized cost function given by

Jj [t] =
t∑

l=0

µt−l |x̂j [l]− wH
j [t] yψn [t] |

2
+ γ ‖wj [t] ‖0,

(17)

where µ is the forgetting factor of the RLS algorithm, j is
the index of the procedure to decide the next symbol to be
detected and γ is a non-zero positive constant to balance the
regularization and, consequently, the estimation error. After
a few steps, the l0-norm regularized RLS adaptive expression
becomes

wj [t] = wj [t − 1]+ k [t] ε∗n [t]
−γ ξsgn

(
wj,p [t]

)
fξ
(
wj,p [t]

)
, (18)

where k is the gain vector and ξ is a positive parameter
that regulates the range of the attraction to zero on small
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coefficients of the filter. Moreover, the function fξ
(
wj,p [t]

)
is given by

fξ
(
wj,p [t]

)
=

 ξ
2
(
wj,p [t]

)
+ ξ, −1/ξ ≤ wj,p [t] < 0;

ξ2
(
wj,p [t]

)
− ξ, 0 ≤ wj,p [t] ≤ 1/ξ ;

0, otherwise.
(19)

After the filters weights are computed with the metadata
symbols, the algorithm uses the same procedure to compute
the data soft estimates.

Performance evaluation
Initially, Fig. 4, shows the Frame Error Rate (SER)
performance averaged over 105 runs. Considering the aver-
age SNR as 10 log

(
N σ 2

x /σ
2
v
)
, the linear mean squared

error (LMMSE), unsorted SA-SIC [14], SA-SIC with
A-SQRD [15], AA-MF-SIC [16], AA-RLS [42] and
AA-RLS-DF [42] are compared. As a lower bound, the Ora-
cle LMMSE detector, which has the knowledge of the index
of nonzero entries, is considered. Since the schemes of [42]
do not require explicit channel state information, in order to
perform a fair comparison, we take into account an imperfect
channel estimation to the other approaches. We considered
Ĥ = H + E, where H represents the channel estimate and
E is a random matrix corresponding to the error for each
link. Each coefficient of the error matrix follows a Gaussian
distribution, i.e.,

∑
CN

(
0, σ 2

e
)
where σ 2

e = σ
2
v /5.

FIGURE 4. Frame error rate vs. Average SNR. Comparison of regularized
algorithms for N = 128, M = 64 with ρn drawn uniformly at random in
[0.1,0.3]. Each frame is composed by 128 QPSK symbols, split into
60 metadata and 68 data. 105 Monte Carlo trials.

As the linear MMSE is not designed for the sparse sce-
nario, it presents a poor performance. The unsorted SA-SIC
is susceptible to error propagation, thus it does not perform
well. A-SQRD and AA-MF-SIC are effective since both
consider the activity probabilities, but under imperfect CSI
conditions, their performance strongly degrades. On the other
hand, as AA-RLS and AA-RLS-DF doe not need an explicit
channel estimation, they are more efficient. The interference
cancellation performed by the decision-feedback scheme

leads to an evident FER gain. The activity error rates are
shown in Figs. 5a and 5b, much of the FER gain of the
schemes of [42] is due to the high activity detection accu-
racy of the regularized RLS filters illustrated by the MDR
performance.

FIGURE 5. Activity error rates for comparison of regularized algorithms.
Simulation parameters: N = 128, M = 64 with ρn drawn uniformly at
random in [0.1,0.3]. Each frame is composed by 128 QPSK symbols, split
into 60 metadata and 68 data. 105 Monte Carlo trials.

2) GREEDY DETECTORS
Widely studied in the compressive sensing field, greedy algo-
rithms have been applied as potential solutions to mMTC
activity and data detection. As this approach has low com-
plexity and generally only requires termination tuning, that
is, the termination of the reconstruction (transmitted vector)
has to be adapted for the specific problem instance in order
to avoid inaccurate results. The pioneering work [30] applied
the well-knownOLS and OMP algorithms to an uplink sparse
scenario as mMTC. As OMP has a better performance, a lot
of improvements of it are available in the literature and some
of them were specifically designed for mMTC.

wGOMP
Drawing inspiration from the block-sparse variant of OMP,
the GOMP [96], the authors in [33] propose an improvement
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where they refine the activity detection, exploiting the chan-
nel code. Considering perfect CSI and that the BS has the
knowledge of the number of active devices, structuring the
receiver in an iterative feedback approach, the main idea of
wGOMP is to pass weights w based on the channel decoding
output to the multi-user detection. Repeating iterations until
w values no longer change and the feedback process has
converged, at each new step, the weights give the likelihood
of activity for each node, improving the activity decision.
The weights are introduced in each correlation in the block
selection step of GOMP, as

k̃ = arg max
k∈B(u−1)

1
|γ (k) |

∑
j∈γ (k)

w{j}
|HH
{j}r

(u−1)|

‖H{j}‖2
, (20)

where k is the index of the block, r is the residual, u the
iteration index andH is the channelmatrix. The list of inactive
devices is given by B and γ is the part of the channel matrix
that should be considered. These weights allow the choice of
devices which are likely active, due to information from chan-
nel coding. If no weights are applied, (w = 1), the wGOMP
and GOMP are identical.

In order to reduce the complexity of the problem, the work
in [33] also considers independent subproblems. The main
idea is to apply parallel CS-MUD detectors to each subprob-
lem, detecting each part of the transmitted vector separately.
Once all parts have been detected, the estimated symbols
can be sorted per node, resulting in the node-specific data
vectors, later decoded by the channel decoder. As originally
in [33] the authors considered a Viterbi decoder, the weights
computation is given by

wm = 0.5
ξC
(
d̃k
)
− ξε

(
d̃k
)

2L
,∀m ∈ γ (k), (21)

where
ξC
(
d̃k
)
= min

d̃k∈C

∣∣∣∣d̃k − d̂k
∣∣∣∣
2 , for all C and

ξε

(
d̃k
)
=
∣∣∣∣d̃k − 0

∣∣∣∣
2 =

∣∣∣∣d̃k ∣∣∣∣2 , for zero. (22)

The metric used by the decoder to decide the true hypoth-
esis is the smallest Euclidean distance, returning either the
most likely codeword, as determined by the channel decod-
ing, or the all-zero word accordingly.

bcSIC
In order to improve the last approach, the authors in [34]
incorporate the most likely codeword in the iterative feedback
scheme. Known as block-correlation SIC (bcSIC), the idea is
to compute the activity estimation with (20) and performs the
LS estimation for the chosen node k̃ followed by the channel
decoding for this node. Subsequently, the residual is updated
with the most likely codeword of node k̃ for interference
cancellation, as

r(u) = r(u−1) −H
{γ (k̃)}d̂k̃ (22)

FIGURE 6. Structure of the bcSIC, where each block k̃ contains a GOMP
activity detection step.

where, due to this modification, the estimates d̃k =

H†
{γ (k)}r

(u−1) are never re-evaluated, unlike wGOMP that
performs an LS estimation for all active nodes B(u) in each
iteration. The structure of bcSIC is shown in Fig. 6.

mSOMP-EXT
Drawing inspiration in other modification of the OMP,
the simultaneous orthogonal matching pursuit (SOMP) [97]
with extrinsic information transfer (SOMP-EXT) [98],
the work in [39] developed an algorithm that performs
the joint activity and data detection with no prior knowl-
edge of sparsity and noise levels, just the channel gains.
Named mSOMP-EXT [39], this algorithm computes the
average LLR of each n-th device, where L

(
z(t)l,n
)
=

log
(
Pr
[
z(t)l,n | n ∈ S

]
/Pr

[
z(t)l,n | n /∈ S

])
. S indicates the list

of active devices, τ is the number of symbols in the frame and
t is the time index. The scheme repeats until l is an iteration
marker surpasses the number of subcarriers M . As part of
the essence of SOMP-EXT, the LLR creates and transfers the
extrinsic information through iterations to support detection
as, ∀n ∈ {1, . . . , 2N }\Ŝl−1,

Zl,n =
1
τ

τ∑
t=1

L
(
z(t)l,n
)
, (23)

El,n = (τ − 1)Zl,n, (24)

Al,n =
{
0 , if l = 1,
1
l−1

∑l−1
l′=1 El′,n , if l ≥ 2,

(25)

3l,n = Zl,n + El,n + Al,n. (26)

As this scheme works with real values, the estimated support
list Ŝl has 2N elements, which is updated as follows

n̂l = arg max
n∈ {1,··· ,N }\Ŝl−1

(
3l,n +3l,n+N

)
, (27)

Ŝ = Ŝl−1 ∪ {n̂l, n̂l + N }. (28)

Using the estimated list of active devices, the soft estima-
tion and the residual are computed as x̃(t)

Ŝl
= (H(t)

Ŝl
)†y(t) and

r(t)l = y(t) − H(t)
Ŝl
x̃(t)
Ŝl
. In the next iteration, the vector z(t)l,n is

computed using the last residual and the procedure repeats.
The authors in [39] used an LLR approximation in order

to not require the knowledge of the sparsity level K and the
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noise variance σ 2
v . As in the work [39] was considered ϒ-ary

QAM symbols, the following LLR approximation is taken
into account:

L
(
z(t)l,n
)
= log


1
√
ϒ

∑√ϒ−1
υ=0

1
√
2πσl,1

exp

− (z(t)l,n−qυ)2
2σ2l,1


1

√
2πσl,0

exp

− (z(t)l,n)2
2σ2l,0



 ,
(29)

where qυ = 2υ−
√
ϒ+1
√
2

, υ = 0, 1, . . . ,
√
ϒ−1, is the in-phase

component of an ϒ-ary QAM symbol that corresponds to a
nonzero element of x̃(t).
For a sufficiently large number of subcarriers M , σ 2

l,0 and
σ 2
l,1 are approximated as σ 2

l,0 ≈ σ
2
l,1 ≈ σ

2
x , where

σ 2
x =

1
√
ϒ

√
ϒ−1∑
υ=0

q2h =
ϒ − 1

6
(30)

is the average power of nonzero elements of x(t). This
LLR approximation and a threshold parameter empirically
obtained for a stopping criterion, composes the modification
of mSOMP-EXT.

TA-BSASP
An improvement of the classical subspace pursuit (SP)
algorithm is presented in [99]. The threshold aided block
sparsity adaptive subspace pursuit (TA-BSASP) reconstructs
the sparse vector by exploiting the inherent block sparsity,
as the authors vectorized all data transmitted in different
time slots. TA-BSASP uses a stopping criterion based on the
AWGN noise, given by

min

{∣∣∣∣∣∣∣∣c̃(l) [m] ∣∣∣∣∣∣∣∣2
2

}
≤ τ Pth, (31)

where c̃(t) is the estimated solution of the vectorized trans-
mitted vector, as shown in Fig. 7, m is an index of the support
set, τ is the number of elements in the same block and Pth is
the AWGN noise floor, selected experimentally.

Until the stopping criterion is met, TA-BSASP updates the
support estimate list, with the time index t , as

3 = 0(t−1)
⋃
4
(
‖DH [n] r(t−1)‖2, s

)
,∀ n = 1, 2, . . . ,N

(32)

where 4 is a set, whose elements are the indices of the
largest s elements of its argument. s is initialized as one
and determines how many devices the algorithm will deal
per iteration. D is a sparse version of the channel matrix H,
given by

D=


H (1, 1) Iτ H (1, 2) Iτ . . . H (1, τN ) Iτ
H (2, 1) Iτ H (2, 2) Iτ . . . H (2, τN ) Iτ

...
...

. . .
...

H (N , 1) Iτ H (N , 2) Iτ . . . H (N , τN ) Iτ

=H⊗ Iτ .

(33)

FIGURE 7. Vectorized version of transmitted symbols in the TA-BSASP
signal model.

Following this step, TA-BSASP computes the LS estimatew
of the set 3 and performs support pruning, as

0̂(t)
= 4(‖w [n] ‖2, s) , ∀ n = 1, 2, . . . ,N . (34)

Then, the algorithm proceeds with the signal esti-
mate c̃(t)

[
ˆ0(t)
]
, update of residual r(t) and if ‖r(t)‖2 <

‖r(t−1)‖2 <, the support pruning is updated (0(t)
= 0̂(t)) as

the iterative index (t = t + 1). Otherwise, the sparsity level
is updated, with s = s+ 1. When the stopping criteria in (31)
is met, the algorithm stops and the data are recovered.

Performance evaluation
In order to verify the efficiency of the greedy algorithms,
we modify the system model of (7), as the schemes does
not consider the metadata, but include in the signal model
spreading sequences. In this way, the general received vector
for this performance analysis is given by

y(t) =
N∑
n=1

diag
(
h(t)n
)
snx(t)n + v(t) = G(t)x(t) + v(t), (35)

where at a time slot l (1 ≤ l ≤ τ ), a transmitted symbol x(t)n
of active user n is spread onto M subcarriers using a unique
spreading sequence sn ∈ CM . The channel gain hm,n and
noise vector are computed as described in Subsection III-A.

Each frame has 128 data symbols and for simplicity,
we assume as a stopping criterion for wGOMP and bcSIC
the number of active devices, even if this is unrealistic.
For mSOMP-EXT we choose vth = −0.4, as in [39].
In TA-BSASP, the Pth used for the stopping criterion is
the same as in [99], 0.68, 0.51, 0.48, 0.38, and 0.28, respec-
tively, at the SNR of 0 dB, 2 dB, 4 dB, 6 dB, 8 dB.
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As none of the greedy solutions perform channel estima-
tion, for this comparison we considered perfect CSI. The
Frame Error Rate (SER) performance averaged over 105 runs
is depicted in Fig. 8. Although wGOMP and bcSIC originally
use channel coding, we do not use it so that the comparison
with other techniques is fair. As each frame has 128 data
symbols, we divided wGOMP in Nsubp = 16 subproblems,
thus considering 8 symbols for each device (τseg = 128/
Nsubp = 8).

FIGURE 8. Frame error rate vs. Average SNR. Comparison of greedy
algorithms for N = 128, M = 64 with ρn drawn uniformly at random in
[0.1,0.3]. Each frame is composed by 128 QPSK symbols, split into
60 metadata and 68 data. 105 Monte Carlo trials.

It is possible to observe that the well-known OMP has the
worst performance, as it does not include any refined activ-
ity detection scheme. As wGOMP exploits block-sparsity
across all subproblems via the feedback of activity estimation
based on the output of the channel decoding (or quantiza-
tion of the soft estimation) wGOMP has a lower FER than
GOMP for high SNRs. Since each subproblem only considers
changed partial block-sparsity, it enables the correction of
some activity errors in the feedback process. The interference
cancellation incorporated in bcSIC algorithm reduces its FER
comparing to wGOMP and reaches the error floor, due to
error propagation, in a low SNR value, approaching the curve
to the lower bound. Showing better results in high SNRs,
mSOMP-EXT and TA-BSASP have worse performance than
bcSIC for low SNR due to poor activity detection compared
to the bcSIC as seen in Figs. 9a and 9b. We can also conclude
that the FER performance of OMP, GOMP and wGOMP are
primarly limited by activity errors, while bcSIC is primarily
limited by error propagation.

3) MESSAGE PASSING DETECTORS
Initially proposed by Donoho, Maleki and Montanari
[20]–[22], the application of factor graphs to CS problems
inspired many other works. As this class of iterative thresh-
olding algorithms considers the posteriori distribution of the
signal to be reconstructed, the usage of factor graphs to

FIGURE 9. Activity error rates for comparison of greedy algorithms.
Simulation parameters: N = 128, M = 64 with ρn drawn uniformly at
random in [0.1,0.3]. Each frame is composed by 128 QPSK symbols, split
into 60 metadata and 68 data. 105 Monte Carlo trials.

marginalize the joint probability distribution of the received
vector enabled its application in the communications area.

As the sensing matrix in CS problems is a dense matrix,
the fundamental factor graph is fully connected. Accordingly,
messages in fully connected graphs are functions and their
computation is tricky. Still, it is common practice in loopy
Belief Propagation to approximate messages by prototype
functions that take after Gaussian density functions which can
be described only by its mean and variance. Thus, message
passing summarizes to the exchange of the parameters of a
function instead of the function itself.

Non-coherent scenario
The works in [48] and [49] propose a modification in the
AMP in a non-coherent transmission scenario. The main idea
of the non-coherent approach is that the transmitted data bits
are embedded in the index of the transmitted pilot sequence
of each active device. Therefore, if the algorithm correctly
detects the active devices, consequently it will detect the data.
The disadvantage of this method is that the BS is required to
allocate for each device not just one metadata sequence per
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frame, but a set of 2J sequences when J bits are transmitted by
each device. Due to the massive number of devices requiring
connection at the same time and non-orthogonal metadata
sequences, the probability of two devices having identical
sequences is seen as the probability of frame collisions, which
should be taken account in the performance. Considering
a system model similar to (1), both works [48] and [49],
incorporate the sparsity not only in the transmitted vector, but
in the channel matrix. In this way, the sparse structure of H
has the rows corresponding to inactive users are zero. Thus,
the activity detection problem reduces to finding the non-zero
rows of the channel matrix H. In this way, the signal model
in this case is given by

Y =
√
τφ8H+ V, (36)

where the metadata 8 and channel H matrices are

8 = [81, . . . ,8N ] ∈ Cτ×N2J and H = [H1, . . . ,HN ]H ,

in which the channel matrix between the n-th device and
the BS is Hk =

[
δk,1hk , . . . , δk,2Jhk

]
∈ CM×2J and δ is

the parameter that defines if the device is active or inactive,
as in (2). Due to the rewritten signalmodel, the channelmatrix
now has 2J more rows than the previous one but with the same
number of active devices, which increases the sparsity level
of the system. In order to exploit these properties, the works
in [48] and [49] proposes a modified AMP algorithm.

M-AMP
The authors in [48] presents theM-AMPwhere, for the active
device n, the estimate of the row of H =

[
hk,1, . . . ,hk,2J

]
∈

CM×2J corresponding to the i-th metadata sequence is ˆhk,i,
with hk,i = δk,ihk . Then, with the k-th device transmitting
the pilot sequence i′, the estimate is

h
l
k,i =


(
hk +

(
6l) 12 w) ∼ CN

(
0, ηkI+6l) , i = i′,((

6l) 12 w) ∼ CN
(
0,6l) , i 6= i′.

(37)

where the update of the state evolution is given by 6l+1
=

σ 2v
τφ
I+ N

τφ
E{eeH }, e = η(hβ−(6l)

1
2w)−hβ andw is a complex

Gaussian vector with unit variance and t is the iteration index.
hβ has the following distribution:

phβ = (1− ρ) δ + ρ CN (0, βI), (38)

CN (0, βI) is the distribution of the channel vector of the
active device and δ is the dirac Delta at zero corresponding
to the inactive device channel distribution. The expectation
in the update of the state evolution expression is taken with
respect to β, parameter of (6). Thereby, the resultingmodified
denoiser is

η̃l,n

(
ˆh
l

n

)
= f

(
ψ

(
ˆh
l

k

))
ηl,n

(
ˆh
l

n

)
, (39)

where ηl,n is the denoising function equivalent for the
MMSE [48]. The idea of the modification is to design a
denoiser capable to suppress the metadata sequences that
do not belong to the evaluated device. For this, a soft-
thresholding function is used, the sigmoid function, defined
by

f
(
ψ

(
ˆh
l

k,i

))
=

1

1+ exp
(
−c

(
ψ

(
ˆh
l

k,i

)
−

1
2

)) , (40)
where c is a parameter that determines the sharpness of the
sigmoidal transition, the coefficient ψ

(
x̂
l
k,i

)
is seen as a

measure of the proportional likelihood of a given sequence
allocated to device k and is given by

ψ

(
ˆh
l

k,i

)
=

3

(
ˆh
l

k,i

)
∑2J

i′=13

(
ˆh
l

k,i

) , (41)

where the likelihood function is

3

(
ˆh
l

k,i

)
=

|6l
|

|βkI+6l |
q
(
ˆh
l

k,i;6
l
)−1

, and (42)

q
(
ˆh
l

k,i;6
l
)
= exp

(
−

(
ˆh
l

k,i

)H((
6l
)−1
−

(
6l
+βnI

)−1)
ˆh
l

k,i

)
.

(43)

As the main idea is that only a single row corresponding to
a device may be non-zero as it is impossible for a device to
transmit both metadata sequences concurrently, the authors
of [48] proposed M-AMP.

NSD-AMP
Also focusing on the non-coherent transmission, the work
in [49] proposes another modification to the AMP. The idea
is to develop a section-wise equivalent model, that decouples
the estimation in different sections, in this way allowing the
design of the section-wise Bayes-optimal denoiser for the
AMP, minimizing the MSE section by section. Starting from
the classical AMP,

Hl+1
n = ηl,n

(
(8n)

H Rl
+Hl

n

)
, n = 1, · · · ,N , (44)

Rl+1
=Y−8Hl+1

+
Rl

τ

N∑
n=1

η′l,n

(
(8n)

H Rl
+Hl

n

)
, (45)

and using the analysis presented in [100], the authors argue
that the output of the denoiser applied to the residual
(8n)

H Rl
+ Hl

n, as in (44), is statistically equivalent to the
output of applying the denoiser to

Ĥn = Hn + Vn6
1
2
l , (46)

which is called section-wise equivalent model. Based on the
equivalent model in (46), the section-wise MMSE denoiser,
in other words, the equivalent of (44) and (45) is given by

ηln

(
Ĥl
n

)
=

[
ωn,12nĥln,1, · · · , ωn,12nĥln,1

]T
(47)
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in which

2n = βn (βnI+6l)
−1 , (48)

ωn,i =
exp

(
M
(
πn,i − φn

))
∑2J

j=1 exp
(
M
(
πn,j − φn

))
+ 2J

(
1−ρ
ρ

) , (49)

πn,i =

(
ĥln,i

)H (
6−1l −

(
6−1 + βnI

)−1)
ĥln,i

M
, (50)

φn =
log

(
|I+ βn6−1l |

)
M

. (51)

where ρ refers to the probability of being active of each
device (equal for all) and βn are the large scale coefficients
given by (6). Besides the section-wise MMSE denoiser,
the authors of [49] describe how to decode the embedded
data. After t iterationswith (44) and (45) the following thresh-
old is computed

Mn,i =

(
1

~2t

1

βn + ~
2
l

)
ζHn,iζ n,i

M
− φn, ∀i, n (52)

φn = log

(
1+

βn

~2l

)
(53)

where ζ n,i denotes the i-th row of the matrix (8n)
H Rl
+Hl

n,
as in (44) and ~2t is iteratively obtained using the scalar form
of state evolution equations given by

~20 =
1

SNR
+
ρ

ε
E [β] (54)

~2l+1 =
1

SNR
+

1
ε

2J∑
i=1

E
[
ωβ,iθβ~

2
l

]
+

1
ε

2J∑
i=1

E
[
ϒ l
β,i

]
(55)

with all expectations with respect to β, Hβ and V and

θβ =
β

β + ~2l
, (56)

ϒ l
β,i = ωβ,i

(
1− ωβ,i

) ( β

β + ~2l

)2
(
ĥlβ,i

)H
ĥlβ,i

M
, (57)

Ĥl
β =

[
ĥlβ,1, · · · , ĥ

l
β,2J

]T
+ ~lV, (58)

where ε = τ/N is a positive value when (τ,N )→∞. Thus,
Mn,i is evaluated as

i∗n = arg max
i

Mn,i, ∀i, n. (59)

Then the support vector δn =
[
δn,1, · · · , δn,2J

]T of the n-th
device is a vector of zeros if Mn,i∗n ≥ 0 or a vector of zeros
with an 1 in the i∗n element, otherwise.

Performance evaluation
As in this section we have two different approaches to
deal with the problem, we have also two simulation sce-
narios, in order to have the fairest possible comparison.

Firstly, we compare the activity detection performance of
the non-coherent algorithms. As the goal of these algorithms
is to improve the denoiser, we simulated a scenario with
100 devices, 50 receive antennas and 200 metadata sequences
for M-AMP and NSD-AMP, while the well-known AMP
has 100 metadata sequences, as suggested in [48] and [49].
If the detector determines that one of the metadata sequences
corresponds to one assigned to a device, then that device is
detected as active, independently of whether an information
bit is transmitted. In all algorithms, the number of iterations
is fixed in 30, the number of embedded data bits transmitted
by each active device is 4(J = 2) and each device has a
activity probability drawn uniformly at random in [0.1, 0.3].
As shown in Fig. 10, AMP has a better performance than
the M-AMP, as expected. Besides deal with more metadata
sequences, the modification of the denoiser is a function out-
side of the standard denoiser, which carries less information
than the scheme of NSD-AMP, that incorporates the system
statistics in the new denoiser. Another important point is
that the NSD-AMP has the information of the probability
of being active of each device, which is not available for
M-AMP and AMP. Since the setup to include the bits of each
algorithm is different and this is not the main goal of the
paper, the evaluation of the non-coherent boils down to the
activity detection performance.

FIGURE 10. Activity error rate vs. Average SNR. Comparison of
message-passing algorithms for N = 100, M = 50 with ρn drawn
uniformly at random in [0.1,0.3] which M-AMP and NSD-AMP consider
200 metadata sequences and detect devices along with a single
embedded information bit. 105 Monte Carlo trials.

Coherent scenario
Returning to the coherent scenario, the works in [18], [25],
[31] and uses the message-passing approach to achieve the
activity and signal detection.

Joint-EM-AMP
The authors of [25] proposes the Joint-EM-AMP, solution
that uses the expectation maximization (EM) algorithm to
estimate the activity of devices. As EM is an iterative
algorithm that increases the likelihood probability of each
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iteration, it guarantees convergence to at least a local
maximum of the likelihood function f

(
yj|λn,j

)
. Thus, this

approach updates the activity estimate with the detection of
each j symbol of the received frame. Considering a system
model similar to (7) with rn,j being the estimated mean of xn,j
by decoupling of AMP and φn,j the effective noise variance,
the posterior probability of xn,j is expressed as

f
(
xn,j|rn,j, λn,j

)
=
f
(
rn,j|xn,j

)
p
(
xn,j|λn,j

)
f
(
rn,j|λn,j

) (60)

where

f
(
rn,j|λn,j

)
=

∑
xn,j,∈A

f
(
rn,j|xn,j

)
p
(
xn,j|λn,j

)
, (61)

f
(
rn,j|xn,j

)
= CN

(
rn,j − xn,j, φn,j

)
, (62)

p
(
xn,j|λn,j

)
=
(
1− λn,j

)
δ
(
xn,j
)

+λn,j

|A|∑
i=1

piAδ
(
xn,j − di

)
. (63)

Here, δ (·) is the Dirac delta function and (63) is the prior
information of the transmitted discrete symbols conditioned
on user activity parameter λn,j, obtained iteratively by the
expectation maximization algorithm. di is the i-th symbol of
the modulation constellation A, CN (·) indicates a complex
Gaussian distribution and the estimates of the posterior mean
and variance of xn,j are given by

x̂n,j =
∑
xn,j∈A

xn,jf
(
xn,j|rn,j, λn,j

)
, (64)

vn,j =
∑
xn,j∈A

|xn,j|2xn,jf
(
xn,j|rn,j, λn,j

)
− | ˆxn,j|2. (65)

Thus, the updated λn,j is then obtained as

λt+1n =
1
τ

τ∑
j=1

∑
xn,j∈A

f
(
xn,j|yn,j, λtn,j

)
(66)

where

f
(
xn,j|yn,j, λtn,j

)
=

∑A
i=1 p

i
Aδ
(
xn,j − di

)
− δ

(
xn,j
)

p
(
xn,j|λn,j

) . (67)

Thus, the Joint-EM-AMP performs the classical AMP
algorithm and iteratively estimates the activity of devices with
the expectation propagation approach. After t predefined iter-
ations, if λn is greater than 0.5 the k-th device is considered
active and inactive, otherwise. The data of active devices are
recovered from the estimated values of xn,j in this approach.

EM-BSBL
The work in [18] applies the expectation maximization in a
different way. Without requiring the priori knowledge of the
activity factor, the work in [18] modifies the block sparse
Bayesian learning (BSBL) [101] that considers the prior
of the row sparsity property and the column coherence of
each device. This Bayesian inference method make use of
reasonable priors and a set of hyperparameters to control

the estimated signals which can be learned from the training
progress via expectation maximization.

This method vectorizes the transmitted frame, from the
simplified signal model of (7) as shown in Fig.7. In order to
estimate the vectorized transmitted frame x = vec (X),two
hyperparameters are included in the system, γ and C. The
first one, γ = (γ1, · · · , γN ) is a non-negative hyperparameter
that controls the row sparsity property ofX andC is a positive
definite matrix that controls the column coherence of X. The
likelihood of the received signal y is

p
(
y|x; σ 2

v

)
= CN

(
y|Hx, σ 2

v I
)
. (68)

The authors assume zero-mean Gaussian prior for the
transmitted signals x, and the variance is composed of γ
and C, therefore p (x; γn,Cn) = CN (x|0,60) ,∀n, where
the variance60 = diag (γ1C1, · · · , γNCN ). Then, the poste-
rior distribution of x is computed as

p
(
x|y; σ 2

v , γ,C
)
=

p
(
y|x; σ 2

v
)
p (x; γ,C)∫

p
(
y|x; σ 2

v
)
p (x; γ,C) dx

(69)

= CN (x|µ,6) , (70)

where the posterior mean and covariance are respectively

x̂ = µ = (σ 2
v )
−16HHy (71)

6 =
(
6−10 + σ

2
vH

HH
)−1

, (72)

and the hyperparameters γ , C, and σ 2
v estimation via the

iterative EM method are summarized as follows

γi =
1
τ
tr
(
C−16i

x + µîx(µ
i
x)
H
)
,

C =
1
N

N∑
i=1

6i
x C µix(µix)H

γi

σ 2
v =
‖y− Dµ‖22 + σ

v
2

(
Nτ − tr

(
66−10

))
Mτ

, (73)

where µix is a τ × 1 vector and denotes the i-th block of µ,
and6i

x is a τ×τ matrix and denotes the i-th block of6. As a
stopping criterion, if the mean ‖µt − µt−1‖2 is lower than a
prescribed threshold, as 10−6, the algorithm stops.

CS-MPA
The work in [31] proposed a mixture of techniques, a CS
approach to realize the user activity and a message-passing
method to the data detection. Named CS-MPA detector,
the algorithm is divided in two parts. Initially, the signal
model considered is similar to (36) in terms of the channel
matrix contains the sparsity of the system. The compressive
samplingmatching pursuit (CoSaMP) [102] algorithm is used
to estimate the number of active users and the maximum iter-
ation number. Thereby, the algorithm perform a least squares
approach and computes a residual in order to aid in the next
iteration. After all iterations, the estimated channel columns
different from zero are considered to be related to an active
device.
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FIGURE 11. Factor graph representation of MPA-based receiver including
variable and factor nodes.

For the data detection, CS-MPA considers a simple factor
graph, as in Fig. 11, in which transmitted symbols for all
devices are variable nodes {xn}Nn=1 and the observations are
factor nodes {ym}Mm=1. In the factor graph, there exists an
edge between a variable node and a factor node if and only
if the device is active. In MPA, the marginal distribution of a
variable node can be regarded as the product of the messages
received by that node as it is represented by

µtm→n (xn) ∝
∑

xi|i∈M (m)\n

1
√
2πσv

exp
{
−

1
2σ 2

v
‖ym − hm,nxn

−

∑
i∈M (m)\n

hm,ixi‖2
} ∏
i∈M (m)\n

µt−1i→m (xi) , (74)

µtn→m (xn) ∝
∏

i∈M (n)\m

µt−1i→n (xn) , (75)

where µtm→n (xn) denotes the message passed from factor
node ym to variable node xn in the i-th iteration, µtn→m (xn) is
the message passed from the other direction and andM (m)\n
presents all elements inM (m) except for n. After all iterations,
the (approximate) marginal probability distribution of xn is
computed by

p (xn) ∝
∏

i∈M (n)

µTi→n (xn) . (76)

Therefore, each estimated symbol of active users is taken
from the modulation alphabet with the maximum marginal
probability.

Performance evaluation
For the coherent scenario, AMP, CS-MPA, EM-BSBL and
Joint-EM-AMP are evaluated. Considering 128 devices trans-
mitting frames with 128 QPSK symbols to a single base
station equippedwith 64 antennas, its is possible to notice that
EM-BSBL and Joint-EM-AMP shows better performance
than other schemes. Due to the expectation-maximization
procedure, the activity estimation of each algorithm is more
refined. Despite being based on AMP, the consideration of
posterior probability of the transmitted symbols to reach the
update equation of the activity parameter improves consider-
ably the estimation performance. On the other hand, CS-MPA
uses a simple scheme to estimate the activity and the classical

FIGURE 12. Frame error rate vs. Average SNR. Comparison of
message-passing algorithms for N = 128, M = 64 with ρn drawn
uniformly at random in [0.1,0.3] and active devices transmitting frames
with 128 QPSK symbols. 105 Monte Carlo trials.

message-passing algorithm to detect the transmitted symbols,
which results in intermediate performance.

B. ACTIVITY DETECTION AND CHANNEL ESTIMATION
1) MESSAGE PASSING SOLUTIONS
The message-passing approach has been also applied to
obtain accurate channel estimation with a low computational
complexity. As most of channel models consider Gaussian
approximations, the use of message passing approaches is
attractive.

AMP with MMSE denoiser
One of the first works [43] consists of a robust technique,
where a minimum mean-squared error (MMSE) denoiser
in the vector AMP algorithm is designed for user activity
detection and channel estimation based on statistical chan-
nel information. Considering a signal model similar to (36),
the main difference between the MMSE denoiser in (47) is
the component of (48), which is given by

ωn =
1

1+ 1−ε
ε

exp (−M (πn − φn))
(77)

being updated in each state. For the device activity detection,
a threshold strategy is adopted as 1, if

((
Rt
)H
8n + ĥtn

)H ((
Rt
)H
8n + ĥtn

)
> θt,n,

0, if
((
Rt
)H
8n + ĥtn

)H ((
Rt
)H
8n + ĥtn

)
< θt,n,

(78)

with the threshold as θt,n = M log(1 + βn
~2t
)/( 1

~2t
−

1
~2t +βn

)
where ~t is iteratively obtained as in (54) and (55). Thus, if the
device is considered active then the estimated channel is given
by the corresponding ĥ.

MP-BSBL
Based on Bayesian learning, the work in [51] uses a block
sparse approach with belief propagation (BP) and mean field
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TABLE 4. Concise description of simulated activity detection and channel estimation techniques.

(MF), to achieve low complexity. Considering a vector ver-
sion of (36) and that the metadata of each device is composed
by Zadoff-Chu sequences, in the signal model of [51], both
the metadata and channel matrices are sparse. Based on the
idea of separating the problem in blocks as the well-known
block orthogonal matching pursuit (BOMP) [103], a two-
layer hierarchical structure, shown in Fig. 14, factorizes the
joint a posteriori pdf of the block sparse channel vector h:

p
(
h, γ , λ|y

)
∝ p

(
y|h,λ

)
p
(
h|γ

)
p (γ ) p (λ)

= p (λ)
τφM∏
m=1

p
(
ym|h,λ

)
M∏
n=1

(M/N )K∏
i=1

p
(
hn,i|γn

)
p (γn) , (79)

where p(h) =
∫
γ
p
(
h|γ

)
p (γ ) dγ is the prior pdf of h

given by the product of a conditional prior pdf p
(
h|γ

)
and a hyperprior pdf p (γ ). Since the parameter λ here is
the noise precision 1/σ 2

w and the joint a posteriori pdf is
composed of complex Gaussian pdfs, a Gamma distribution
(p (γn)), the factor graph in Fig. 14 can be build. The BP
rule is used at the function nodes and MF rule is used at
other function nodes. After a predetermined number of itera-
tions, the channel is estimated with the mean mhn,i computed

by the exchange of messages, most of them approximated
by complex Gaussian pdfs between the factor and function
nodes. The activity detection is performed by the evaluation
of the inverse of the estimated hiperprior γ with a predefined
threshold.

Iterative EP
With a different approach, the work in [52] proposes an
iterative algorithm that uses expectation propagation (EP) to
perform active user detection and channel estimation. Con-
sider the signal model as (36):

y = 8h+ v, (80)

where 8 is the metadata matrix and the prior distribution of
the channel vector h is given by

p(h) =
N∏
n=1

[(1− ρn) δ(hn)+ ρnCN (hn|0, βn)] , (81)

where δ(·) is the dirac function. With this, the idea of the
algorithm is to approximate the target distribution f (h) =
p(y|h)p(h) to the Gaussian distribution q(h) = CN (h|m̃, Ṽ).
After that, the algorithm proceeds in order to match the mean
vector true target m̃ and covariance matrix Ṽ to those of
the true target distribution f (h) based on the iterative EP
algorithm.
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FIGURE 13. Activity error rates for comparison of message-passing
algorithms in a coherent scenario. Simulation parameters: N = 128,
M = 64 with ρn drawn uniformly at random in [0.1,0.3]. Each frame is
composed by 128 QPSK symbols;. 105 Monte Carlo trials.

FIGURE 14. Factor graph of MP-BSBL, where the auxiliary variable zn and
extra constrains δ, denoted by fδn and fyn are introduced. This auxiliary
variables are function of the channel, metadata vector and λ.

Thus, using the Kullback-Leibler (KL) divergence crite-
rion and approximating the target distribution as

f (h) = f1(h)f2(h) = p(y|h)p(h),

f1(h) = p(y|h) ≈ q1(h) = CN (h|m̃1, Ṽ1), (82)

f2(h) = p(h) ≈ q1(h) = CN (h|m̃1, Ṽ1), (83)

where, after reconstructing the unnormalized global Gaus-
sian approximation as f (h) ≈ q(h) = q1(h)q2(h) =
CN (h|m̃, Ṽ), the mean vector m̃ and the covariance matrix Ṽ
are given by

Ṽ =
(
σ−2w 8H8+ Ṽ−12

)−1
(84)

m̃ = Ṽ
(
σ−2w 8Hy+ Ṽ−12 m̃2

)
, (85)

where m̃1 and Ṽ1 where approximated. Then, the task of the
iterative EP is to compute the m̃2 and Ṽ2 parameters. The
update equations are given by

ṽt+12,n =

[
V t
q[hn]

−1
− (ṽt

\2,n)
−1
]−1

, (86)

m̃t+12,n =

[
V t
q[hn]

−1E tq[hn]− (ṽt
\2,n)

−1m̃t
\2,n

]
, (87)

where ṽt
\2,n corresponds to the contribution of the n-th

marginal of qt (h) and E tq[hn] and V
t
q[hn] are the mean and

variance of the distribution to be match and are computed by
method of moments. The algorithm proceeds until a prede-
fined number of iterations is reached and the mean vector m̃
is the estimated channel ĥ. Once ĥ is obtained, by performing
the likelihood test on ĥ, the active devices are detected.
Considering H1 as the hypothesis for the active device and
H0 as inactive, the log-likelihood ratio test is obtained after
the thresholding of each element of ĥ as{

H1 if |ĥn|2 ≥ θn,
H0 if |ĥn|2 < θn,

(88)

where θn = log(1 + βn

Ṽnn
)/( 1

Ṽnn
−

1
βn+Ṽnn

) and Ṽnn is the n-th

diagonal of Ṽ.

Performance evaluation
With the same framework of the previous simulations,
the message-passing algorithms are evaluated in the scenario
of N = 128 MTCDs connected to a single base-station
equipped with M = 64 antennas. Each frame is composed
of 128 metadata symbols in order to estimate the channels,
considered as the same of (6). Initially, Fig. 15, shows the
Frame Error Rate (SER) performance averaged over 105

runs. Considering the average SNR as 10 log
(
N σ 2

x /σ
2
v
)
,

the AMP with MMSE denoiser in [43] outperfoms the tra-
ditional AMP [20]. On the other hand, the techniques in [51]
and [52] consider the prior distribution of the channel vecto
and show better performance, as shown in Figs.16a and 16b
referred to as the activity detection performance. Using the
method of moments, the Iterative EP [52] has a much better
NMSE performance compared to the other schemes, while
its computational complexity is quadratic and that of MP-
BSBL [51] is linear. The well-known BOMP [103] algorithm
with knowledge of the the number of active devices is used as
a lower bound for MP-BSBL, as done in the original paper.
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FIGURE 15. Normalized mean squared error vs. Average SNR.
Comparison of message-passing algorithms for N = 128,M = 64 with ρn
drawn uniformly at random in [0.1,0.3] and active devices transmitting
frames with 128 QPSK symbols. 105 Monte Carlo trials.

FIGURE 16. Activity error rates for comparison of message-passing
algorithms for channel estimation. Simulation parameters: N = 128,
M = 64 with ρn drawn uniformly at random in [0.1,0.3]. Each frame is
composed by 128 QPSK symbols;. 105 Monte Carlo trials.

2) MACHINE LEARNING SOLUTIONS
Recently, some works investigated the use of machine-
learning approaches to channel estimation. Deep Learning
(DL) [104] is a branch of machine-learning which is also

referred to as deep neural networks (DNNs), uses a large
amount of training data to learn parameters in a neural net-
work. In order to analyze the complex channel characteristics,
the work in [59] uses a typical branch of DNN, the long
short-term memory (LSTM). By implicitly reproducing the
behavior of the channel with the LSTM algorithm, this
approach considers the greedy SISD algorithm [40] to per-
form activity and data detection. On the other hand, the works
in [55] and [58] uses the DL approach to explicitly estimate
the channels. Using the metadata vectors as the training set,
both works map each received vector y as an input and
considers as the loss function the mean square error (MSE)
‖ĥDNN − h‖22, where ĥDNN is the estimated channel gain and
h is the known channel gain in the training set.

BRNN
The work in [55] consists of a feedforward neural network
with interleaved fully connected layers and non-linear trans-
formation layers. A batch normalization is added for ini-
tialization and residual connection is used to avoid vanish-
ing/exploding gradients. The t-th layer of the network can be
expressed as

ht+1 = f
(
Wtht + bt

)
, (89)

where the parameters to be learnedWt and bt are the weight
matrix and the bias vector, respectively, while f (·) denotes the
non-linear operator given by

f (h1, . . . , hM ) = sign (0, h1, . . . , hM ) · [h1, . . . , hM ] ,

(90)

where sign(·) denotes the sign function. In the back propaga-
tion, the gradient of (90) is 1 if f (h) = h and 0 if f (h) = 0.
The main goal of this approach is to detect the active devices
and estimate the channel using an MMSE estimator. Thus,
the loss function of the designed network is the cross entropy
loss function given by

L(ẑ) = −
N∑
n=1

zn log(ẑn), (91)

where ẑn is the n-th element of the activation vector z with
zn = 1 if ‖xn‖2 > 0 and zn = 0 otherwise. This network
uses 6 nodes for training and test phases, while the optimizer
adopted for training neural networks is a stochastic gradient
algorithm with a momentum 0.9 and a learning rate 0.01.

DNN-MP-BSBL
The work in [58] transfers the iterative message-passing pro-
cess ofMP-BSBL [51], depicted in the last section, to a neural
network. Motivated by the convergence speed of MP-BSBL,
the authors of [58] impose weights on the Gaussian messages
represented on the factor graph depicted in Fig. 14. The idea
is to simultaneously use the weights on the MF message
update and further train it to improve the activity detection
accuracy. Under the argument that the training of the network
is conducted offline, just a small computational complexity
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FIGURE 17. Normalized mean squared error vs Average SNR, for
comparison of machine-learning algorithms for channel estimation.

is added to the online process, the authors argue that it is
possible to use the network even though it is necessary to use
105 training sequences. With 9 layers within each iteration
block, the received vector is primarily used as the input and
then, at each layer, the quantities present in the joint a posteri-
ori pdf in (79) are updated, as its weights. After a predefined
number of iterations, the activity detection decision is made
by comparing the variable γ with a threshold. If the device is
detected as active, the estimated channel gain is attributed to
the device.

Performance evaluation
Differently from the other simulation scenarios, the net-
works need an offline training, before the real transmissions.
Although the scenario matches with the previous ones, with
N = 128, M = 64, MTCDs sporadically active with an
activity probability drawn uniformly at random in [0.1,0.3]
and the channel modelled as in (6), for both simulations,
was necessary a training set with the size of 105. The rest
of the parameters considered specifically for each algorithm,
are consistent with those cited in the original works, as for
DNN-MP-BSBL [58], the threshold to decide the activity of
the device is 0.1, the epoch number is 20, the learning rate
is 10−3 and 20 iterations. For BRNN, we used 106 samples
for training, and the rest of the parameters followed the
description in the section and the original paper. To evaluate
the channel estimates, we used the normalized mean square
error (NMSE),

NMSE =
‖ĥ− h‖22
‖h‖22

. (92)

We consider only the channels associated with active
devices. Fig. 17 shows the simulation results of the NMSE
performance of BRNN and DNN-MP-BSBL under different
SNR scenarios. With the results averaged under 105 runs,
it is possible to realize that DNN-MP-BSBL achieves an
efficiency closer to the lower bound, the oracle linear MMSE.

FIGURE 18. Activity error rate vs. Average SNR. Comparison of
machine-learning algorithms for channel estimation. Simulation
parameters: N = 128, M = 64 with ρn drawn uniformly at random in
[0.1,0.3]. Each frame is composed by 128 QPSK symbols. 105 Monte
Carlo trials.

FIGURE 19. Frame error rate vs Average SNR. Comparison between
better performance algorithms.

The weight update scheme and the joint a posteriori pdf of the
model, considerably outperforms BRNN, since that network
only estimates the activity of devices. The superiority of
the DNN-MP-BSBL scheme is even more evident in Fig.18,
where the activity detection is shown.

V. DISCUSSIONS
The results demonstrate that each solution provides a direct
relation between activity detection rates and data detection.
In order to verify the best approach, Fig. 19 compares the
schemes with the best performance in each family of algo-
rithms. Considering the unified evaluation framework and
perfect channel estimation, we notice that the regularized
and greedy detectors show better performance with a few
techniques being as efficient as the lower bound.

As part of the performance analysis, each technique should
have their computational cost evaluated.
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FIGURE 20. Floating-point operations vs. Number of devices. Simulation parameters: Number of receiver antennas M is N/2 and the number of
active devices K is 10% of N . The number of symbols in each frame τ = 128, τφ = 64, constants c = 5 and c ′ = 10 of GOMP, bcSIC and wGOMP,
the latter, still with Nsubp = 8, τseg = 128 and Nfb = τseg/Nsubp. Regarding the non-coherent approaches, the number of bits J in the NSD-AMP is 2.

Fig. 20 depicts the detailed complexity analysis of simu-
lated approaches based on required floating-point operations
(FLOPs). Fig. 20a shows that the regularization approaches
exhibits a competitive performance as compared to the greedy
techniques (in Fig. 20b) exhibit a high computational com-
plexity as those schemes require matrix inversions. Since the
expected number of devices is huge, a cubic computational
complexity order would be an issue to be dealt with at the
BS. As for the message-passing techniques, Fig 20c shows
a competitive performance as the number of iterations have
greater influence on the computational cost. In particular,
the algorithms that exhibit lower computational cost are
compared in Fig. 20d. One can see that there is a trade-off
between computational cost and data detection performance
as the algorithmswith lowest computational cost are not those
with lowest frame error rates. Table 5 details the FLOPs
counting of the analyzed techniques, for each detected vector.
Parameters that have not been previously presented, such as
T1,T2, c, and c′, are constants determined in the original
papers.

FIGURE 21. Floating-point operations vs. Number of devices of activity
detection and channel estimation algorithms.

Concerning the channel estimation algorithms, as shown
in Fig. 21, Iterative EP shows the best performance, but
requires a cubic complexity order. As for machine learning
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TABLE 5. FLOPs counting of considered techniques in detail.

schemes, even though BRNN has high complexity due to
the use of the linear MMSE channel estimator, DNN-MP-
BSBL has linear complexity at least in the online process.
Compared with message-passing schemes, machine learning
approaches present better performance but require the offline
process, which consumes a large amount of training data to
learn parameters in the neural network.

In addition to the techniques analyzed here, it is impor-
tant to highlight that recent relevant papers were published
that jointly perform all the three tasks in the same scheme,
channel estimation and activity and data detection. Given the

performance and computational cost shown before, it is no
surprise that those works are message-passing schemes that
employ a factor graph representation for the problem. The
work in [105] considers the uplink SCMA scenario and uses
the expectation propagation to project the intractable distribu-
tions into Gaussian families in order to obtain a linear com-
plexity decoder.With the aim of investigating the time-slotted
and non-time-slotted grant-free NOMA, the work in [106]
applies the bilinear generalized approximate message pass-
ing (BiG-AMP) [107] algorithm to mMTC. In order to
address the overhead problem, the work in [108] proposes a
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Bayesian receiver design for grant-free low density signature
orthogonal frequency division multiplexing (LDS-OFDM).
This approach is composed by the belief propagation (BP),
expectation propagation (EP) and mean field (MF) tech-
niques, so that the scheme jointly estimates the channels
and performs activity and data detection, avoiding the use of
metadata signals.

VI. CONCLUDING REMARKS
This paper investigated detection techniques for mMTC.
We have provided a brief scenario introduction, where
applications, traffic features and challenges are discussed.
We described the signal model used in the unified evalua-
tion framework adopted, highlighting the grant-free random
access model and the key performance indicators used to
evaluate the efficiency of the techniques.

Subsequently, detection techniques have been presented,
where relevant works were categorized as regularized, greedy
and message-passing detectors, which have the objective
of performing activity and data detection, were explained
and discussed along with their simulation results. Moreover,
activity detection and channel estimation schemes classified
as message-passing and machine-learning techniques were
presented and had its simulation results compared. In the
discussions section, the simulation results were evaluated
along with a complexity analysis of each simulated approach.

As for future research, given the massive access request
expected for the next generation of wireless systems, we sug-
gest the investigation of asynchronous grant-free random
access systems. The assumption that active devices are syn-
chronized at the frame level introduces additional overhead.
Under this scenario and as just a few relevant schemes
that jointly perform channel estimation, activity and detec-
tion were reported, improvements and new approaches with
message-passing algorithms arewelcome since their trade-off
between performance and computational cost is attractive.
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