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ABSTRACT Transfer learning is an approach in machine learning where a model that was built and trained
on one task is re-purposed on a second task. The success of transfer learning in computer vision has
motivated its use in neuroscience. Although common in image recognition, the use of transfer learning in
EEG classification remains unexplored. Most EEG-based neuroscience studies depend on using traditional
machine learning algorithms to answer a question, rather than on improving the algorithms. Developing
algorithms for transfer learning for EEG can also assist with problems of low data availability in EEG
classification. The primary objective of this study is to investigate EEG-based transfer learning and propose
deep transfer learning models to transfer knowledge from emotion recognition to preference recognition
to enhance the classification prediction accuracy. To the best of our knowledge, this is the first study
demonstrating the effect of applying deep transfer learning between EEG-based emotion recognition and
EEG-based preference detection. We propose different approaches for deep transfer learning models to
detect preferences from EEG signals using the preprocessed DEAP dataset. Two types of features were
extracted from EEG signals, namely the power spectral density and valence. We built three models of deep
neural networks: basic without transfer learning, fine-tuning of deep transfer learning, and retraining of
deep transfer learning. We compared the performance of deep transfer learning with those of deep neural
networks and other conventional classification algorithms such as support vector machine, random forest,
and k-nearest neighbor. Although the deep neural network classifiers achieved a high accuracy of greater
than 87%, deep transfer learning achieved the highest accuracy result of 93%. The results demonstrate that
although the proposed deep transfer learning approaches exhibit higher accuracy than the support vector
machine and k-nearest neighbor classifiers, random forest achieves results similar to those of deep transfer
learning.

INDEX TERMS Datamining, brain-computer interfaces, emotion recognition, supervised learning, artificial
neural networks, signal processing, consumer behavior.

I. INTRODUCTION
Human variability induces a variability in the related EEG
across subjects or sessions and even time within a subject.
Non-stationary EEG signals create a need for calibration
to overcome inconsistency in the distinctive classification
label problems. Transfer learning (TL) can solve a task by
utilizing knowledge acquired when learning another different
but related task. This includes methods designed to enhance
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the performance of a classifier trained on a particular task,
session, or subject, depending on the information acquired
while learning a related task [1]–[3].

TL can relax the EEG-based brain-computer interface
(BCI) technology limitations by obviating the need to cal-
ibrate from the starting point, decreasing noisy transferred
data, and relying on the previously available data to increment
the EEG data sizes [1].

TL techniques involve the use of one dataset to create an
initialization for the classification of another dataset. They
can use a model trained on one dataset as an initialization
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for a model that is trained on another dataset. TL can be
implemented in BCIs to transfer information between tasks,
subjects, or sessions. Subject-to-subject transfer of the same
tasks is most commonly investigated in applying TL to BCIs
and particularly to EEG-based BCIs [1], [2].

In recent TL research [4], task-to-task approaches have
achieved improved results using labeled data from the source
domain to study classifiers for the destination domain. Most
research on TL in BCIs focused on the transfer of the informa-
tion across subjects or sessions, but task TL remains mostly
unexplored [3]. According to a recent review [3], there have
been no studies reported on task TL in affective BCIs that
identify emotion or preferences from EEG. In this work,
we transfer knowledge of the task identification between
emotion and preferences. We apply task-to-task TL on a
single-trial basis to find common discriminative information
of preferences utilizing domain adaptation.

Furthermore, EEG-based studies for detecting consumer
preferences are in a very early phase, although several studies
have been conducted on EEG-based emotion recognition [5].
According to Teo et al. in [6], preference classification is
more challenging than other types of emotion classifica-
tion due to its comparatively weaker induction capacity. For
example, strong emotions such as anger are induced more
powerfully [7].

In this study, our primary objective is to investigate
EEG-based TL and propose deep transfer learning (DTL)
model to transfer knowledge from emotion recognition to
preference recognition with the aim of enhancing the accu-
racy of classification prediction. We mainly investigated the
relationship between EEG classification of preference and
emotion at a very deep level. we compared the performance
of deep learning with deep neural networks (DNNs) and
other conventional classification algorithms such as support
vector machine (SVM), random forest (RF), and k-nearest
neighbor (KNN). The main research questions of this study
were as follows: How can knowledge be transferred between
the emotion domain and the preference domain? Can TL
improve the performance of deep learning?

The rest of this paper is organized as follows: Section II
reviews some of the background in the field of preference
recognition. Sections III and IV introduce the principal con-
cepts of TL and DTL, respectively, in detail. Section V
describes our proposedDTL, the EEGdataset and experimen-
tal details. Section VI discusses the results, and Section VII
states the conclusions. Finally, Section IX suggests the pos-
sible future directions for research.

II. PREFERENCE RECOGNITION BACKGROUND
This section provides a detail description of EEG-based
preference recognition, specifically the neural correlation of
preference measurements with the cognitive and affective
perspectives. Preference is an evaluative judgment in term
of liking or disliking a set of objects. [8]. Although several
studies [6], [9]–[11] have found that EEG can recognize

preferences, understanding the psychological process under-
lying the measurement of preferences is important [12].

EEG-based preferences can be measured and defined
from either cognitive or affective perspectives, as shown
in Figure 1. These perspectives reflect discrimination
between the wanting and liking processes in neuroscience
research. Wanting occurs unconsciously and is measured
in terms of changes in behavior, arousal, or eye fixation.
It is reflected in brain activation in the basal ganglia and
the nucleus accumbens. By contrast, liking is related to the
overt and conscious hedonic experience, measured through
explicit preference statements, and is reflected in the brain
activation of prefrontal regions, such as the orbitofrontal
cortex and potentially the anterior insula [8]. The following
subsection describes the neural correlations of the EEG-based
preferences from the affective and cognitive perspectives.

FIGURE 1. Preference measurements from affective and cognitive
perspectives.

A. COGNITIVE PROCESS AND PREFERENCES
Choice raises the idea of a fixed selection of a desired
service or product, which is driven by interior likes and
dislikes, or other preferences. Although such interior pro-
cesses basically overlap with the field of cognitive psy-
chology, understanding the cognitive processes before and
after decision-making has the potential to further develop the
field of marketing research [13]. Several EEG studies have
emphasized evaluating cognitive and emotional perception in
reaction to a certain event or stimulus.

Based on the neuromarketing studies reviewed in the liter-
ature, researchers have been using EEG and ERP to under-
stand how one or more of the cognitive activities (attention,
memory, preferences, emotions) relate to ads, brands, prod-
ucts, or prices [9]. The relationship between cognitive pro-
cesses and consumer preferences is described in detail in this
section.

N200 and P300 components and theta and beta waves
have been used in marketing studies for cognitive processes
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TABLE 1. Neuromarketing studies in cognitive processes associated with emotions and preferences.

associated with emotion and preferences. Alpha waves and
the late positive potential (LPP) have been used to associate
cognitive processes with affect and memory. The studies of
each of these are listed in Table 1.

B. AFFECTIVE PERSPECTIVE OF PREFERENCES
This section explains preferences from the affective and emo-
tional perspectives. First, we explain emotion modeling and
classification. Then, we illustrate how emotion classification
has been used for preference classification.

1) EMOTION MODELING AND CLASSIFICATION
Emotion models are typically categorized as of two types,
namely, discrete and dimensional. Discrete emotion models
classify emotions into a limited number of separate states
based on physiology and neural expressions. Most studies
have recognized six fundamental emotions of disgust, happi-
ness, surprise, anger, fear, and sadness. Dimensional emotion
models discriminate emotional states using different dimen-
sions, mostly valence and arousal. Valence is the degree of
pleasantness linked with an emotion, and arousal refers to the
strength of an emotion. Most research has used dimensional
models for emotion classification [7]. Some emotion recog-
nition research [28], [29] has used a binary classification of

emotion into positive and negative based on dimensions such
as valence, arousal, and domination.

Emotion can be measured using many instruments in
terms of features such as blood pressure, skin conductance,
heart rates, and brain waves, the latter observed using EEG.
Classification of EEG-measured emotion typically includes
transforming EEG signals into features fed to data mining
algorithms trained on labeled data to anticipate emotion.
Research has shown that emotion classification is reliably
produced using EEG [6], [7].

2) EMOTION CLASSIFICATION OF PREFERENCES
Preference classification can be defined as a subdomain
of emotion classification. It specifically detects a user’s
like or dislike when affected by a stimulus. Moreover, pref-
erence classification is more challenging than other types
of emotion classification due to its comparatively slight
induction, e.g., emotions such as anger are more powerfully
induced [6].

Preferences are related to positive emotion. Since neu-
ropsychological studies have confirmed the relationship
between EEG data and emotions [5], [7], [30], this relation-
ship can be utilized in preference detection. Emotions are
typically categorized using a bi-dimensional valence-arousal
approach. Such amodel represents emotional states using two
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FIGURE 2. Response Hierarchy Models [33] : (a) E. Strong, The Psychology of Selling (New York: McGraw-Hill, 1925), p. 9; (b) R. Lavidge and G. Steiner,
‘‘A Model for Predictive Measurements of Advertising Effectiveness,’’ Journal of Marketing (October 1961), p. 61; (c) E. Rogers, Diffusion of Innovation
(New York: Free Press, 1962), pp. 79–86; (d) D. Vakratsas and T. Ambler, ‘‘How Advertising Works: What Do We Really Know?’’ Journal of Marketing
(January 1999), pp. 26-43.

dimensions, arousal and valence; arousal is the strength of
an emotion (high or low concentration), and valence is the
direction of an emotion, positive or negative.

Music preference studies [31] have linked higher pref-
erence for products with positive valence and high/low
arousal. The degree of arousal depends on other factors such
as age, gender, and uncertainty. Ramsoy et al. [8] found
that higher arousal and lower preference ratings are linked
with uncertain perception of brand logos. They verified this
relationship using various stimuli (music and pictorial art).
Michael et al. [32] investigated the emotional reaction
(arousal and valence) of tourism preferences using various
stimuli (word, image, and video). They found that images
had higher affective responses than words in travel decision-
making driven by unconscious preference. Most approaches
used for EEG-based emotion recognition depend on assess-
ments of time and frequency [5].

In time-based assessment, event-related potential (ERP)
components reveal emotions based on the representation
of the bi-dimensional valence-arousal approach. The ERP
components of short to middle expectancies are associated
with valence, whereas the ERP components of middle to
long expectancies are associated with arousal. In frequency-
based assessment, the power of the frequency ranges
has been linked to diverse emotions (happy, sad, angry,
fearful, or neutral). The stimulus can modify the spectral
power synchronization of frequency ranges [5]. Gamma
bands are associated with a happy emotional state, while the
theta band is associated with changes in the emotional state.
To summarize, both approaches (time- and frequency-based)
can be used to recognize customer preferences and emotional
states in neuromarketing.

Figure 2 shows the most popular consumer response
models. All of these models link the affective stage with

liking and preferences, justifying the use of affective pictures
and datasets in neuromarketing research. Even though sev-
eral studies have evaluated EEG-based emotion recognition,
the EEG-based studies for preference detection in customers
are in a very early phase. In addition, preference classification
is considerably more challenging than other types of emotion
classification due to its relatively weak re-creation [6].

III. TRANSFER LEARNING (TL)
TL can be defined as a regularizer for solving a particular task
by passing knowledge from the origin domain to the destina-
tion domain, as shown in Figure 3. This section describes the
TL categorizations, approaches, and transferred information
categories in detail.

FIGURE 3. Concept of transfer learning.

A. TL CATEGORIZATIONS
In TL, the origin domain is always known, while the
destination domain can be known (inductive) or unknown
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(transductive) [1]. Accordingly, TL can be classified based
on the relationship between the origin and destination
domains into three subcategories of inductive, transductive,
and unsupervised.

1) Inductive TL
In inductive TL, the destination task is discovered
according to the knowledge transmitted from the source
task. The tasks can vary between the origin and des-
tination regardless of their domains. The availability
of class labels in the destination domain is required in
inductive TL to enhance the prediction estimation in the
destination domain. Inductive TL can be subclassified
based on the availability of class labels in the origin
domain. If accessible, multitask learning for the origin
and destination tasks is used at the same time. Alterna-
tively, self-taught learning is used [1], [34].

2) Transductive TL
The origin task is the same as the destination task
regardless of their domains in transductive TL. The
availability of class labels in the origin domain is
required to enhance the prediction estimation in the
origin domain. Transductive TL can be subclassi-
fied based on the degree of similarity of the feature
spaces between the origin and destination domains.
If they are identical, then a homogeneous TL method,
such as sample selection bias, is used. Alternatively,
a heterogeneous TL method is used, such as domain
adaptation [1], [34].

3) Unsupervised TL
In unsupervised TL, both the origin and destination
tasks are relevant but different, and the class labels are
missing in both the origin and destination domains. The
purpose of unsupervised TL is to determine the cluster-
ing, estimate the density, and reduce dimensional tasks
in the destination domain. [1], [34].

B. TRANSFERRED INFORMATION CATEGORIES
Two categories of information can be transferred in BCIs,
discriminative or stationary information. The category suit-
able for the transferred information is determined by the
similarity between the origin and destination domains. If the
two domains are similar and the dataset is limited, then trans-
ferring discriminative information is more appropriate for
highlighting invariable features and models. However, if the
domains vary sufficiently, then transferring stationary infor-
mation is more appropriate for constructing more invariant
features or models based on the common information across
different domains [1], [34].

C. TL APPROACHES
TL strategies and approaches can be classified based on the
transferred information category into the three subclasses of
feature-representation, instance-based, and classifier-based
TL. [34], [35].

1) Feature-representation TL
This approach allows the reconstruction of the fea-
tures for the destination domain using knowledge from
the origin domain. The information transferred across
domains is reconstructed as a new feature representa-
tion allowing the generalization of the classifiers on
the destination test data and reducing the error rate.
In BCI research, spatial filters, such as common spatial
patterns (CSPs), are used to extract the features from
EEG data.

2) Instance-based TL
This approach allows the reuse of instances from the
origin domain to assist in the learning of the desti-
nation domain. The well-known techniques using this
approach for BCIs are instance reweighting, which
assigns weights to instances from the origin domain
for usability, and importance sampling, in which some
values have a stronger effect on the learning process.

3) Classifier-based TL
This approach allows the reuse of a classifier from the
origin domain to assist in the learning of the desti-
nation task. It can take two forms, namely, ensemble
learning and domain adaption of classifiers. Ensem-
ble learning of the classifiers merges many classifiers
across many domains to enhance the prediction accu-
racy of the destination domain. Domain adaptation
allows the reuse of classifiers from the origin domain
through the adjustment of the parameters related to
the destination domain. It can deal with data changes
between the origin domain and the destination domain,
but both domains must share some common infor-
mation. This method is commonly used for transfer-
ring discriminative and stationary information across
sessions [34], [35].

IV. DEEP TRANSFER LEARNING (DTL)
Implementation of TL is aimed at enhancing the knowledge
generalization capacity for machine learning, and imple-
mentation of deep learning is aimed at facilitating rapid
reprocessing of data through re-engineering of features and
extraction of high-level abstract features with undetectable
dependencies at the same time. In BCIs, deep learning oper-
ates directly on the raw EEG signals to learn unique informa-
tion through backpropagation in neural network structures.
Generally, the goal of implementing DTL as a classifier is to
reduce the training time and enhance the accuracy compared
with isolated DNN and TL [1]

DTL has recently been categorized into four types
of mapping-based, instance-based, adversarial-based, and
network-based, as show in Figure 4 [1], [36].

1) Instance-based
Instance-based DTL selects particular instances from
the origin domain by adjusting the weights. These
instances are assigned suitable weight values and

176822 VOLUME 8, 2020



M. S. Aldayel et al.: Electroencephalogram-Based Preference Prediction

FIGURE 4. Four categories of deep transfer learning (DTL): (a) instance-based, (b) mapping-based, (c) network-based and (d) adversarial-based DTL.

are used as the training set in the destination
domain [1], [36].

2) Mapping-based DTL
Mapping-based DTL combines instances by match-
ing similarities between the origin and destination
domains. The combined dataset includes instances
from both domains that are similar and appropriate for
a unified DNN [1], [36].

3) Adversarial-based DTL
Adversarial-based DTL uses adversarial techniques
such as generative adversarial networks (GANs) to
deceive models using malicious input. The goal of
adversarial techniques is to find transferable feature
representations that are appropriate for both the origin
and destination domains in distinguishing the learning
task [1], [36].

4) Network-based DTL
Network-basedDTL allows the reuse of the elements of
the network structure and parameters. Such a network
is pretrained in the origin domain for reuse in the
destination domain. [1], [36].

V. LITERATURE REVIEW
We classified the main techniques of DTL in EEG into
the image and model-based approaches. The first approach
is based on converting the EEG signals to spectrograms

(i.e., time-frequency spectrum images). Such an implemen-
tation [37]–[39] benefits from research on image recogni-
tion through the direct use of the same well-defined pre-
trained convolutional neural network (CNN) models such as
VGG16, AlexNet, and Inception-v3. Xu et al. in [37] pro-
posed a deep transfer neural network classifier for EEGmotor
imagery using VGG-16. Raghu et al. [38] proposed similar
TL approaches using ten well-known pretrained CNNs, such
as AlexNet, VGG16, and GoogLeNet, to identify optimal
networks in EEG seizure classification. Similarly, Tan et al.
in [39] proposed a deep transfer neural network classifier for
EEG music imagery using VGG-16, VGG-19, ResNet and
AlexNet.

Since EEG signals typically show high intra- and inter-
individual variability as well as a low signal-to-noise
ratio [40], the second TL approach makes use of the trans-
ferability of knowledge between different trained models
over different EEG experiments. This can be achieved by
adapting pretrainedmodels of deep learning between subjects
(i.e., intra-experimental transfer) and between experiments
(i.e., inter-experimental transfer). Uran et al. in [40] used
a TL approach between experiments and demonstrated the
ability to improve the performance of classification mod-
els trained with limited quantities of EEG data, leading to
highly accurate results and faster convergence when training
another model. They also found that the best accuracy was
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achieved when a model is retrained with frozen lower layers
(i.e., the same hyperparameter values). Another TL approach
was used [2] between subjects through two-step training:
(1) training the model across different subjects to have a
unified model for all but one subject and then (2) customizing
the model based on a specific subject through weight ini-
tialization of the unified model. Such a fine-tuning approach
to TL has improved the accuracy of all the models. It also
reduced overfitting, which is a common problem in DNNs.
William [2] also found that deep learning with long short-
term memory units (LSTMs) outperforms other conventional
methods. In recent TL research [4], task-to-task approaches
have achieved improved results using labeled data from the
source domain to study classifiers for the destination domain.
Most TL research in BCIs focused on transferring informa-
tion across subjects or sessions, but task TL remains mostly
unexplored [3]. According to a recent review [3], no stud-
ies have been reported on task TL in affective BCIs that
identify emotion or preferences from EEG. In this research,
we transfer the knowledge of the task identification between
emotion and preferences. We apply task-to-task TL on a
single-trial basis to find common discriminative information
of the preferences utilizing domain adaptation.

VI. PROPOSED DEEP TRANSFER LEARNING
In this section, we describe the methodology that we used
in implementing DTL for EEG-based preference detection.
We begin by describing the DEAP benchmark dataset and
feature extraction. Then, we illustrate the classification mod-
els and propose different DNN models between the emotion
and preference domains.

A. DATASET DESCRIPTION
DEAP [41] is a benchmark database developed for affective
analysis. Several studies [42]–[44] have adopted the DEAP
dataset in preference classification, which is a subdomain
of emotion classification. We excluded the self-assessment
‘‘like’’ rating in the DEAP dataset, as the data owners [41]
reported conflicting findings between the activation in the left
alpha power, reflected in a high valence with a subjective
‘‘like’’ rating that was not consistent with that of similar
studies. Therefore, we considered the valence as a preference
indicator to identify the true preferences, i.e., like or dis-
like. We used the self-assessment valence in a 9-point Likert
scale and converted it as follows: (1) dislike if the rating of
the valence ranged between zero and five and (2) like if the
rating of the valence was above five. We preprocessed the
EEG dataset, down-sampled the date to 128 Hz, applied a
(4.0-45.0 Hz) bandpass filter, and eliminated EOG artifacts
with ICA. Finally, we selected the channels of AF3, AF4,
F3, F4 and Fz to reduce the computational overhead of the
subsequent steps.

B. FEATURE EXTRACTION
The power spectral density (PSD) was used to extract the
bands from the EEG signals. Then, the extracted bands were

used to calculate the valence, which was chosen to mea-
sure the preference in this study because our previous work
in [45] showed that valence contains sufficient information
to achieve the highest classification accuracy. We applied
various valence equations and investigated the relationship
with the DEAP self-assessment valence measurement. The
computation of the valence is described in our previous
report [45].

C. PREFERENCE CLASSIFICATION
Our study aimed to classify the EEG signals into two pref-
erence states, like or dislike. We proposed DTL classifiers
and compared their performance with those of the DNN,
SVM, KNN and RF classifiers. The block diagram of the pro-
posed DNN classifier is provided in our previous work [45].
However, we changed the hyperparameters in each DNN
classifier. We conducted a two-fold experiment: one with a
DNN classifier built from scratch and the other using a DTL
classifier adapted from emotion recognition.

1) DEEP NEURAL NETWORK (DNN) CLASSIFIER
In our previous work [45], we used a DNN architecture in
our experiments that was a fully connected feed-forward
neural network with three hidden layers containing units
involving rectified linear activation functions (ReLu). The
output is obtained as a softmax layer with a cross-entropy
cost function or a tan layer with a hinge cost function. The
input layer contains 2,367 units, and 75% of the units in
each hidden layer are from its predecessor (previous) layer.
In particular, the first, second, and third hidden layers involve
1,800, 1,300, and 800 units, respectively. The output layer
dimensions pertain to the number of target preference state
(2) units. To train the DNN classifier, we used Adam gra-
dient descent with three objective loss functions, namely,
the binary cross-entropy, categorical cross-entropy, and hinge
cross functions. For hyperparameter tuning, we considered
reasonable defaults and followed established best practices,
with a start learning rate of 0.001. Then, we reduced the
rate linearly with each epoch such that the learning rate for
the last epoch was 0.0001. We set the dropout for the input
and hidden layers as 0.1 and 0.05, respectively. The stopping
criterion of the network training was determined according to
the model performance on a test set. If the network began to
overfit, then the network training was stopped. This stopping
criterionwas helpful for reducing the possibility of overfitting
of the validation data. The network was tested on a test set
that contained approximately 20% of the data samples in the
dataset.

2) DTL CLASSIFIER
We use DTL of emotion-recognition [30] using two
approaches, namely, retraining and fine-tuning of hyperpa-
rameters.

1) Retraining approach of DTL
In the first approach, we use pretrained weights as
the starting point. Considering the similarity between
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FIGURE 5. Loss per epoch on the training and validation sets in DTL with the retraining approach of TL (top three charts), fine-tuning approach of TL
(middle three charts), and basic DNN without TL (bottom three charts) using different cross-entropy functions: (a,d,c) categorical cross-entropy,
(b,e,h) binary cross-entropy, and (c,f,i) hinge function.

preferences and emotion in using valence as the mea-
surement, we remove the last fully connected layer and
replace it with a layer matching the number of classes,
like or dislike, in the DEAP dataset. We initialize the
weights randomly in the new fully connected layer
but initialize the remainder of the weights using the
pretrained weights of an emotion-recognition DNN.
Finally, we retrain the entire neural network. Because
the original training set and the new dataset share
higher level features, the entire neural network is also
used.

2) Fine-tuning approach of DTL
In the second approach, we slice off the end of the
emotion DNN and add a new fully connected layer
that matches the number of classes, like or dislike,
in the DEAP dataset. Then, we randomize the weights
of the new fully connected layer but freeze all the
weights from the pretrained emotion DNN. Finally,
we train the network to update the weights of the new
fully connected layer. To avoid overfitting, the weights
of the original DNN are held constant without
retraining.

VII. RESULTS AND DISCUSSION
This study investigated the application of machine learn-
ing and computational statistics in consumer preference
(like or dislike) prediction using the different DNN, RF,
KNN, and SVM classification algorithms. We used different
evaluation measurements of accuracy, recall, and precision.
The accuracy was calculated as the average of the binary
measurements in which the score of every class was weighted
by its availability in the real data. Precision is the proportion
of (like) preference predictions that were actually correct.
Recall is the proportion of actual (like) preferences that were
predicted successfully.

A. DTL AND DNN
To evaluate the performance of the DTL and DNN classifiers,
we used holdout (train/test splitting) as a basic validation
approach. We compared the performance of the DTL and
DNN classifiers with and without TL, respectively. We used
two TL approaches, namely, retraining and fine-tuning of the
hyperparameters. The accuracy, recall, and precision results
of the proposed DNN classifiers are presented in Table 2 with
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TABLE 2. Results of preference recognition of DNN classifiers with and without (w/o) TL adapted from emotion recognition using holdout validation and
different cross-validation functions.

FIGURE 6. Results of DNN classifiers with and without TL (retraining and fine-tuning approaches) using different
cross-validation functions.

three different loss functions: the categorical cross-entropy,
binary cross-entropy, and hinge functions.

The DTL classifier resulted in a higher accuracy with all
loss functions. Although the DNN classifiers achieved a high
accuracy of greater than 87%, DTL achieved the highest
accuracy result of 93% with the lowest loss rate of 18% with
the hinge function. The results of DTL in both TL approaches
were similar to those of the binary cross-entropy and hinge
functions, but the retraining approach outperformed the fine-
tuning approach in terms of accuracy with the categorical
cross-entropy function. Figure 6 shows that the highest pre-
cision was achieved at 94% with fine-tuning DTL and the
binary cross function.

To ensure that the DNN with TL does not have an over-
fitting problem, we show the loss per epoch for each cross-
entropy function and eachDNN approach in Figure 5 The loss
rate reached approximately 50% with the DNN without TL.
The best learning curve was achieved with the DNN with the
retraining approach of TL, where the average loss per epoch
with the categorical, binary, and hinge functions reached
the values of 0.18, 0.24, and 0.22, respectively, as shown
in Figs. (5a), (5b), and (5c).

B. DTL AND TRADITIONAL CLASSIFIERS
To evaluate the performance of the classification algorithms,
we used different cross-validation methods, namely, holdout
(train/test splitting), k-folds cross validation, and leave-one
out cross validation (LOOCV). For comparison, we chose the
best DTL approachwith fine-tuning TL based on the accuracy
results in Table 2.

Since we preprocessed the data into a structured, numeri-
cal, and normalized format without any missing values, RF
achieved good classification results, similar to deep learning.
Moreover, RF is less computationally expensive and less
prone to overfitting. Deep learning can outperform RF in
relatively large datasets with complex data format such as
image and speech recognition. The training of the DNN is
time consuming and computationally intensive. To find the
best model, several variants and combinations of hyperpa-
rameters were calculated and evaluated. RF does not require
much planning and shows faster training and optimization of
hyperparameters. Therefore, the computational cost and time
of training RF are relatively small. For the evaluation of the
performance in terms of the computational overhead, the time
complexity of the DNN is polynomial, O(n2), whereas RF
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TABLE 3. Results of preference recognition using holdout validation and different classifiers: DTL, SVM, RF, and KNN.

has quasilinear complexity O(n. log |n|). By contrast, RF can
reach limited performance with a certain quantity of data,
whereas DNN usually benefit from a larger quantity of data
and continuously improves the accuracy. To summarize, RF
is more robust, requires less computation, and can achieve
higher accuracy on our structured data.

In LOOCV, RF reached the best accuracy results at 90%
while DTL reached results similar to those of RF at 93% in
holdout validation. In k-fold validation, KNN achieved the
best accuracy results at 90% and 91% when k was set to
10 and 20, respectively. Because the best accuracy results
were achieved using holdout validation, this method was
chosen as the base validation for comparison and for tuning
the hyperparameter (loss function).

The proposed DTL model was compared with three con-
ventional classification algorithms for EEG signals, namely,
SVM, RF, and KNN. Table 3 shows the accuracy, recall, and
precision results for RF, KNN, and DTL using the three dif-
ferent loss functions of the categorical cross-entropy, binary
cross-entropy, and hinge functions. The KNN classifier led to
a better accuracy of 88% when K was set to one.

Although RF achieved a high accuracy of 92%, DTL
reached the highest accuracy result of 93% with the hinge
function compared to the other conventional classification
algorithms. This because the hinge activation function layer
at the end of the deep network acts very similarly to the SVM
function, i.e., ‘‘maximum-margin’’ classification, to reduce
the margin-based loss. Combining the DNN with SVM was
achieved by adding the hinge function in the last layer, mak-
ing it act as a linear-kernel SVM classifier with max-margin
loss (L2 regularization).

VIII. CONCLUSION
In this paper, we proposed different DTL model approaches
for detecting preferences from EEG signals using the prepro-
cessed DEAP dataset. Two types of features were extracted
from the EEG, namely, the PSD and valence. This aspect
resulted in a group of 2,367 unique features illustrating the
EEG activity in each trial. We used different evaluations mea-
sures (accuracy, recall, and precision) and various validation
methods (holdout, LOOCV, and k-fold cross validation) to
test the classifiers’ performances.

We built three DNN models, (1) the basic DNN without
TL, (2) fine-tuning of DTL, and (3) retraining of DTL, which
achieved accuracies of 87%, 93%, and 92%, respectively.
Moreover, we built three different traditional classifiers,

namely the RF, SVM, and KNN classifiers, which achieved
accuracies of 92%, 62%, and 88%, respectively. These results
demonstrate that although the proposed DTL approaches
showed higher accuracy, recall, and precision values com-
pared with the KNN and SVMclassifiers, RF achieved results
similar to those of DTL on the same dataset. We also found
that TL improves the performance of the DNN.

We faced challenges associated with choosing the dataset,
as there is no benchmark dataset for EEG-based prefer-
ences. The dataset was unlabeled, so we detected the pref-
erence values by utilizing the knowledge of the emotion
domain.

IX. FUTURE WORK
Three main opportunities for future work can be devel-
oped: we can consider different neuroimaging techniques for
recording brain activity, build and validate alternative feature
extraction and classification approaches, and use other TL
forms.

First, different neuroimaging can record different brain
signals such as MEG, fNIRS, fMRI, and PET. This could
extend the knowledge represented in feature spaces rather
than recording EEG alone. In addition, our approach can
be viewed as a framework of signal classification appropri-
ate for other types of signals, such as ECG. Furthermore,
different types of EEG signals - event-related potentials
and rhythms (frequency bands)- can be combined as source
domain. For example, extracting N200, P300 and alpha fre-
quency can be used to explore the possibilities of applying
DTL with different combination of EEG signals. Currently,
TL techniques were only applied to one dataset. It is inter-
ested to replicate this research on further datasets with other
tasks.

Second, developing classification or feature selection
algorithms can improve the overall performance for prefer-
ence detection. The training of the proposed DTL is time-
consuming. Therefore, the future works can explore different
parameter tuning or even different architecture of deep learn-
ing to accelerate the training process.Moreover, it is desirable
to apply TL with other conventional classifiers or combin-
ing classifiers (such as DTL with RF) using voting, boost-
ing, or stacking algorithms.

Last, we recommend developing different TL tech-
niques. Most TL research focused on cross-subject-to-
subject or session-to-session transfers. Devise-to-device
transfers have begun to attract attention, but task-to-task
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transfers remain mostly unexplored. Combining devise-to-
device and task-to-task transfers would make EEG classifi-
cation much more accurate with TL.
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