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ABSTRACT Character segmentation plays an important role in optical character recognition (OCR). Due to
the limitations of feature representation, traditional image analyzing based methods cannot well segment
characters with connected or broken strokes, especially for the Chinese characters which usually have
complex structures. To solve this issue, this paper proposes a novel segmentation model based on fully
convolutional neural networks (FCN). The model first uses convolutional neural networks to extract spatial
features, then shares them throughout the whole model. Two FCNs are used to extract character information
to form a score map. Finally, character features are reused to adjust the accurate segmentation points in
the score map. What’s more, to strengthen the ability of feature representation, a novel compound character
feature which can well describe the characters’ outline is also proposed. The proposed method is validated on
two datasets: GBSD and CASIA-HWDB-MT, against the methods proposed in the literature. Experimental
results show that the proposed model outperforms state-of-the-art methods.

INDEX TERMS Chinese character segmentation, character feature extraction, fully convolutional neural
networks.

I. INTRODUCTION
Character segmentation is an important task in optical char-
acter recognition (OCR) process. The quality of the seg-
mentation not only effects the OCR performance, but also
plays vital roles in a variety of related application. For
example, using machine to read CAPTCHA, which is a
challenge–response test to determine whether or not the user
is human, needs sophisticated character segmentation algo-
rithm to correctly figure out each character from a row of
them with sticky strokes. Therefore, character segmentation
is a complicated task, especially for pictographic characters
such as Chinese. Compared to the character of alphabet and
numbers, Chinese characters have more complex structure,
which are easily segmented into wrong blocks by the comput-
ers. Several OCR techniques have been developed during the
past decade. However, these techniques simply focus on the
improvement of the recognition, rather than the performance
of character segmentation. Therefore, it is of great signif-
icance to study how to make character segmentation more
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accurate. In this paper, we take Chinese character segmen-
tation as an independent work.

Contemporary character segmentation methods can be
divided into two categories – segmentation methods based
on image analysis and segmentation methods based on deep
learning. The former requires the extraction of structural and
statistical features such as the height and width of the char-
acters, segmenting character images into character blocks.
However, features extracted by thesemethods are too shallow.
To extract high-level features, Deep Learning based tech-
niques are used in these years. Deep learning has a variety
of applications, like ontology [1], object detection [28] and
image segmentation [20]. Compared to segmentation method
based on image analysis, these methods have a strong ability
of feature learning. However, these methods take segmenta-
tion as a detection task, usually used for text line segmenta-
tion [14], therefore cannot segment Chinese characters well.
In 2015, Long et al. [20] firstly regarded the text detection
problem as a semantic segmentation problem, and proposed
using fully convolutional neural networks (FCN), which can
classify each pixel in the image, taking consideration of
characters’ detail. But this method still fails to obtain fine
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segmentation results, due to the lack of spatial relations
between pixels and sparse features after up-sampling.

In this article, we propose a Chinese character segmenta-
tion method (CCSeg). CCSeg is based on fully convolutional
neural networks, and consists of three parts. First, it uses the
convolutional neural network to extract image level features
which are later shared throughout the network. Then, for the
extraction of multiple character feature, two sub-networks are
used. Finally, character features are reused to adjust the accu-
rate segmentation points in the score map. Moreover, CCSeg
has a novel multi-object feature extraction mechanism, which
can exploit regional multiple character feature. Traditionally,
character feature extracted describes rough character mor-
phology. In this paper, regional multiple character feature can
well describe the outline of characters. Experimental results
show that the proposed method outperforms the traditional
methods.

This paper is organized as follows: Section II introduces
the related work, Section III gives a detailed description of
the proposed method; In Section IV, our method is illustrated
in detail. In Section V, we evaluate the experimental results,
as well as a comparison with several state-of-the-art methods.
Finally, the work is concluded in Section VI.

II. RELATED WORK
A. SEGMENTATION METHOD BASED ON IMAGE ANALYSIS
Segmentation methods based on image analysis can be
divided into four categories: namely water droplet seg-
mentation method [2], projection method [21], connected
domain analysis method [22], and clustering method [36].
These methods have experienced long-term development
from 1990s to 2000s. In 1995, the drip-water segmentation
algorithm was firstly proposed by Congedo G et al.. This
algorithm mimics the process of dropping water from a high
point to a low point and mainly aims to segment charac-
ters with adhesions. However, when it comes to segment
characters like verifying human operation with CAPTCHA,
it is impossible to determine an accurate drip leak because
of the twisted strokes and concave parts. In 2003, Pal and
Datta et al. [3] presented a projection analysis-based algo-
rithm. To deal with the variability of writing style from differ-
ent individuals, the whole text is divided into vertical stripes.
Then the horizontal histogram of these stripes are used to seg-
ment text lines. Finally, these lines are segmented into words
based on vertical projection profile. This method has simple
calculation and is widely used in various systems. Further-
more, to improve the accuracy of segmentation, morphologi-
cal processing [6] andmulti-level projection [8] are applied in
the segmentation tasks. Specially, instead of multi-level pro-
jection, Manmatha and Rothfeder (2005) [9] only performed
projection in the horizontal direction to obtain the location
of the text line. In this method, they use the contour results
of the projection in the horizontal direction to obtain the
location of the text line. Results need to be corrected during
the process. In addition, several other image histogram-based

projection segmentation methods were proposed (U.V. Marti
2002 [10], B. Gatos 2007 [11], and Rodolfo P 2009 [14]).
Besides the projection method, Shi Z et al. (2009) [5] also
used filters with various directions to construct a generalized
adaptive local connected graph, mainly used for text lines
with different directions. Unlike the above methods, the clus-
tering method uses basic components in text images, such as
pixels, connected blocks, stroke segments, etc., to make up
characters.

B. SEGMENTATION METHOD BASED ON DEEP LEARNING
Deep Learning (DL) is an important research direction in
the field of Machine Learning (ML). It was firstly pro-
posed by Hinton and Salakhutdinov [23] in 2006. At the
same time, a layer-by-layer training method was also pre-
sented. At present, convolutional neural networks (CNN) are
commonly used in OCR tasks. A large amount of models
has been improved on this basis such as AlexNet in 2012,
ZF Net in 2013, VGG Net and Google Net in 2014, and
ResNet [24] in 2015. At present, there are several main
research works: R-CNN, Fast R-CNN, Faster R-CNN and
Mask R-CNN [28]–[31] which are focused on object detec-
tion and classification. In recent years, some researchers
have used deep learning techniques for the text segmenta-
tion. From 2015 to 2017, Moysset et al. [16]–[19] proposed
Recurrent Neural Network (RNN), Local- Recurrent Neural
Network (LRNN) and Multi-dimension Long Short-Term
Memory (LSTM) to predict the boundary area of the text
area. Compared to traditional segmentation methods based
on image analysis, these networks can bring more com-
prehensive feature representation. However, segmentation
results obtained by these methods are still coarse. To make
a detailed description of the contour, FCN was firstly pro-
posed by Long Jonathan et al. in 2015 [20]. The FCN
model uses a convolutional layer instead of a fully con-
nected layer to classify each pixel in the image. In recent
years, an increasing number of FCN-based methods has
been proposed. Chen Liang-Chieh et al. (2014) [32] used
fully connected conditional random fields (CRFs) after FCN
structures, adding more spatial information to the model.
Shuai Zheng et al. (2015) [33] integrated the structure of
CNN on this basis. Konstantinos Kamnitsas et al. (2016) [34]
extended this structure to a three-dimensional scale which can
be applied to brain tumor segmentation. To extract ‘thicker’
feature, U-NET combines feature maps in channel dimen-
sion. In addition to semantic segmentation, Mask R-CNN
also produces a kind of instance segmentation to obtain more
accurate classes of the objects.

III. PROBLEM DESCRIPTION
Traditional character segmentation methods cannot segment
characters with connected or broken strokes due to the limi-
tation of feature representation. In recent years, deep learn-
ing methods have begun to be used in OCR tasks, and
have achieved better results than traditional methods. How-
ever, such research works pay more attention to character
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recognition, but greatly neglect the importance of segmen-
tation. In this work, we regard character segmentation as
an independent task of semantic segmentation in images,
and propose an improved full convolutional neural network
model.

Our solution of character segmentation in text images is
formalized as follows. An input is defined as:

Gi×Áj
in =

((
g11, . . . , g1j

)
, . . . ,

(
gi1, gi2, . . . , gij

))
(1)

where gij is the value of pixel in the location (i, j) of an input
image. After processed by convolutional networks, we can
get two feature tensors–CMF and CNF , and a semantic seg-
mentation map F .

CMF = [w1,w2, . . . ,wn] (2)

CNF = [n1, n2, . . . , nn], (3)

F i×jout = (
(
ĝ11, . . . , ĝ1j

)
, . . . ,

(
ĝi1, ĝi2, . . . , ĝij

)
), (4)

where CMF is used to denote the character morphology
feature which is represented by the width of each character.
CNF is used to denote the character number feature which is
represented by the number of characters in each text line. wi
and ni represent CMF and CNF of the ith image respectively.
ĝij is the value of pixel in the location (i, j) of an output
image. The output F has the same size as the inputG. Finally,
accurate segmentation points are marked in F with CMF and
CNF .

IV. METHODS
A. COMPOUND CHARACTER FEATURE EXTRACTION
Character feature extraction in this paper is based on
convolutional neural networks (CNN). Unlike traditional
image-analysis based methods, CNN have the ability to
extract advanced features. The basic components of CNN
are convolution, pooling and activation functions. In each
location (i, j), we use xij as the input data vector in one
particular layer, and yij as the output.

yij = fks(
{
Xsi+δi,sj+δj

}
0 ≤ δi, δj ≤ k) (5)

where k is the kernel size, s is the stride factor.
Traditional character segmentationmethods often use shal-

low information so that they cannot find precise segmentation
points, greatly reducing the accuracy of recognition. In addi-
tion, traditional FCN are not sensitive to image details and
neglects the relationship between pixels. In order to obtain
precise results in complex tasks such as adhesion, missing,
etc., this paper proposes compound character feature extrac-
tion. The proposed extraction method extracts feature from
both character morphology and number, for the final semantic
segmentation in the deconvolution process. In addition, as
shown by the yellow arrow in Figure 1, since CMF affects
the range of the character region, CMF is merged when
extracting CNF . CMF and CNF are introduced in section III.
We use concatenate operation to merge features:

Zconcat =
c∑
i=1

Xi ∗ Ki +
c∑
i=1

Yi ∗ Ki+c (6)

where X1...c and Y1...c are the two feature channels that need
to be fused. K represents the convolution kernel, and ∗ repre-
sents the convolution operation. Z represents the output.

To extract these two different features, we construct two
sub-networks, which are named as CMFEN and CNFEN
respectively. On the one hand, we construct CMFEN to
reduce the interference of many irrelevant pixel information
in the semantic segmentation task. On the other hand, we con-
struct CNFEN to minimize cases like over-segmentation for
missing strokes and under-segmentation for sticky strokes.

Inspired by the structure of Faster R-CNN [30], we add a
feature sharing mechanism to the proposed network. We send
the final feature map from the backbone network to the above
two sub-networks, as shown in Figure 1. Besides, CMFs are
also shared between sub-networks. It is obvious that candi-
date character regions in the image differ from each other
because of containing different character shapes. Thus the
morphology of characters can indirectly influence the number
of them. At the same time, given a certain character area,
difference in the number of characters will also affect the
morphology of each character.

B. CCSeg BASED ON COMPOUND CHARACTER FEATURE
This paper takes character segmentation as a semantic seg-
mentation task. Inspired by FCN, the proposed architecture
uses the deconvolution layer to upsample the feature map of
the last convolutional layer until it has the same size as the
input image. Therefore, each pixel can be classified, which
can better describe the outline of characters than methods
with proposals. The main operation of the proposed network
can be described as:

f ◦ksgk ′s′ =
(
f ◦g

)
k ′+(k−1)s′,ss′ (7)

where k is the kernel size, s is the stride or subsampling factor,
fks and gk ′s′ determine the layer type.

Compared to traditional convolutional neural networks,
the input size of FCN is unlimited. Because of the pixel-level
operation, FCN can efficiently preserve the spatial informa-
tion in the original input image. However, since the upsam-
pling process uses simple padding, the results obtained by the
FCN are still coarse. In order to produce accurate and detailed
segmentation, an improved FCN model based on the charac-
ter information extraction method is proposed in this paper.
The improved FCN use multiple features as the input. After
processed by deconvolution layers, the extracted character
information is reused for the final semantic segmentation
task. Compared with the basic FCN method, the extracted
character features will provide more information for the
deconvolution process.

As shown in Figure 1, the improved FCN have three out-
puts, CMF , CNF and score map F . In the score map F , value
of each pixel represents the probability of character class.
In this paper, pixels of the whole image are divided into two
categories: character class and the non-character class.

Semantic segmentation tasks normally improve the archi-
tecture of neural network models to make them perform well
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FIGURE 1. The entire architecture of CCSeg. The blue blocks refer to base CNN, the green blocks refer to CNFEN. The yellow blocks refer to
CMFEN. The light blue blocks refer to semantic segmentation network (SSN).

in complex tasks. However, it is difficult for a semantic seg-
mentation model to deal with image details. In order to solve
this problem, CRFs [35] has been broadly used in seman-
tic segmentation to combine class scores and the extracted
low-level information [37]. This paper proposes a new edge-
optimizing algorithm based on CRFs. Typically, CRFs are
mainly used to smooth noisy segmentation maps. But our
CCSeg has already achieved quite smooth score maps and
produced homogeneous classification results. As a result, it is
not suitable to use traditional short-range CRFs. The edge-
optimizing algorithm proposed in this paper does not further
smooth the results, but illustrates the relationship between
all the pixels in the graph to recover detailed local structure.
Additionally, CNF and CMF are reused in this part. The
proposed model employs the energy function as follows:

E (x) =
∑
i

θi (xi)+
∑
ij

θij
(
xi, xj

)
(8)

θi (xi) = −logP (xi) (9)

θij
(
xi, xj

)
= µ

(
xi, xj

) [
w1exp

(
−

∥∥pi − pj∥∥2
2σ 2
α

−

∥∥Ii−Ij∥∥2
2σ 2
β

)

+w2exp

(∥∥pi − pj∥∥2
2σ 2
γ

)]
(10)

where P (xi) is the class score of pixel iwhich is computed by
the improved FCN, θij

(
xi, xj

)
means all pairs of image pixels.

Especially, in the equation (10), µ (·ď) is a penalty function.
It is set to 1 when xi 6= xj and is set to 0 otherwise. pi and Ii
are denoted as the position and the RGB color of the ith pixel.
σα , σβ , σγ are hyper parameters. Experiments show that this
algorithm can significantly improve the accuracy of character
segmentation.

C. MULTI-OBJECT DROPOUT MECHANISM
Due to the limited size of the self-built dataset GBSD, using
traditional dropout mechanism is easy to obtain an over-
fitting result. So we introduce a new multi-object dropout
mechanism. It allows each neuron node to be set to zero
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with a certain probability during the forward propagating.
These neurons do not process the data passed by the previous
layer nor the next layer. This way, the amount of forward-
propagating data and calculation of partial neuron nodes can
be reduced. In another forward propagation, neurons of all
hidden layers are selected again. During back propagation,
random gradient descent method is used to optimize the
unselected neurons.

The traditional dropoutmechanism [45] trains only a single
data feature. For the multiple character feature extraction,
we use a multi-object dropout mechanism. This new mech-
anism can process both CMFEN and CNFEN, which are
introduced in section IV-A.

Take the lth layer as an example. In order to make a simple
expression, CMF is replaced by M and CNF is replaced by
N . The output of neurons is denoted a {M ,N }l .wl+1i and bl+1i
can be the weight and bias of the ith neuron in the lth network
respectively.

I. The process of neural network without our multi-object
dropout mechanism is shown as:

zl+1i = wl+1i ∗ yl + bl+1i (11)

yl+1i = f (zl+1i ), (12)

where zl+1i refers to the calculation results of the ith neuron
in the lth network, yl+1 is the output after activation.
II. The process of neural network with Dropout mechanism

is shown as:

r li = Bernoulli(p)i (13)

˜{M ,N }
l
i = r li ∗ {M ,N }

l
i, (14)

zl+1i = wl+1i ∗ ˜{M ,N }
l
+ bl+1i (15)

{M ,N }l+1i = f (zl+1i ) (16)

where Bernoulli(p)i represents the following process. The ith
neuron in the lth network randomly generates a 0-1 vector
represented by r li with a probability of p. Then this vector is

used to process the output {M ,N }l . ˜{M ,N }
l
i is the processing

result.
The trained network is used for prediction:

zl+1i = p ∗ wl+1i ∗ {M ,N }l + bl+1i (17)

{M ,N }l+1i = f (zl+1i ), (18)

V. EXPERIMENT
A. DATASET
CASIA-HWDB-MT [40]: CASIA-HWDB-1.0 is an hand-
writing dataset containing isolated characters. To create a
Chinese handwritting character dataset for segmentation,
characters from CASIA-HWDB-1.0 are randomly selected to
form text lines. The final created dataset is called CASIA-
HWDB-MT. The generation rule is illustrated in TABLE 1,
including the number of selected character images and the
character spacing. Some samples of CASIA-HWDB-MT are
shown in Figure 2.

FIGURE 2. Some samples of CASIA-HWDB-MT.

TABLE 1. Key parameters of GBSD.

TABLE 2. Some samples of GBSD.

GBSD: Since CASIA-HWDB-MT is created primarily to
represent sticky strokes. In order to verify the effectiveness
of the proposed method when there are missing or broken
strokes, we also create a dataset with an increased proportion
of missing or broken strokes. GBSD includes 30,000 pictures
in total. They are generated by 3,755 Chinese characters in
theGB2312 first-level national standard. All the experimental
images have a uniform size: 512∗512 pixels. The size of the
characters in each picture is between 70px and 80px. Each
image contains characters ranging from 2 to 5. For data aug-
mentation, white noise and interference textures are manually
added when constructing character pictures. Table 1 depicts
key parameters of our dataset. Table 2 shows several exam-
ples in our data set. There are four types of data in the dataset.
Besides the normal type, it also has three kinds of data in
complex tasks. Each image is labeled by ‘‘number_width’’.
The width here is the average width of characters in an
image.

B. IMPLEMENTATION DETAILS
base CNN: For spatial feature extraction, four convolution
operation units are constructed. One convolution operation
unit is called as a block. The basic structure of each operation
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TABLE 3. Base CNN architecture.

TABLE 4. Architecture of CMFEN. Parameter d in the bottom line
represents the number of outputs.

unit includes: convolution layer – activation layer – convolu-
tion layer – activation layer – convolution layer – activation
layer – down-sampling layer. Detailed parameter settings of
base CNN are shown in the Table 3.

CMFEN: This network uses spatial features extracted by
base CNN. Similarly, one convolution operation unit is a
block, which contains several convolution layers and pooling
layers. Here we use a flatten layer to squeeze features into a
1D sequence of values. This sequence is used to make feature
fusion and sent to dense layer. Finally, we get 11 outputs.
Table 4 describes more details about this network.

CNFEN: Like CMFEN, it receives spatial features from
base CNN.After processed by three blocks and a flatten layer,
a concatenate layer is used to fuse features. Finally, we get
6 outputs of dense layers. Table 5 shows all the details of
parameter settings.

SSN: Before upsampling, there is also a concatenate layer
to fuse all the features obtained by the above three networks.
Then the data size is restored to the same size as the input
image by deconvolution layers. The value of each pixel in the

TABLE 5. Architecture of CNFEN. Parameter d in the bottom line
represents the number of outputs.

TABLE 6. Architecture of SSN.

score map indicates the probability of character class. The
detailed parameter settings of this network is given in Table 6.

C. TRAINING
Training settings: All the networks are optimized using Adap-
tiveMoment Estimation (Adam). The lossweight of character
information extraction network is set to 0.5. The loss weight
of SSN is set to 1.0. According to the loss calculation method,
we use Cross-entropy loss to evaluate the loss of CMFEN,
CNFEN and SSN. The initial learning rate is set to 1.0.
According to the loss calculation method, we use Cross-
entropy loss to evaluate the loss of CMFEN, CNFEN and
SSN. The initial learning rate is set to 0.0001(1e-4). The
exponential decay rate of the first moment estimate is set to
0.9 and that of the second moment estimate is set to 0.999.
Besides, to prevent dividing by zero in the calculation, we set
epsilon to 1e-08 and set decay to 0.0.

Training: Our experiment set up 5000 iterations of training.
The batch size is set to 50. The whole training totally costs
about 57 hours. Figure 3 pictorially demonstrate the loss
changes of different networks. All the results are recorded by
Tensorboard.

179088 VOLUME 8, 2020



Z. Gao et al.: Novel Semantic Segmentation Model for Chinese Characters

FIGURE 3. The loss change of different networks. (a) Loss change in SSN;
(b) Loss change in CMFEN; (c) Loss change in CNFEN; (d) Loss change in
the entire neural networks.

D. EXPERIMENTAL RESULTS
Several examples of segmentation results obtained on GBSD
are shown in Table 7. There exists a certain amount of random
noise interference in the images of the left line. Besides,
there are adhesions between these Chinese characters, which
are hard to be segmented. For example, ‘‘ ’’, ‘‘ ’’,
‘‘ ’’. Unlike English, Chinese characters have a special
structure: a left-right structure. Characters with the left-right
structure are easy to be over-segmented. Here are some exam-
ples, ‘‘ ’’, ‘‘ ’’, ‘‘ ’’, ‘‘ ’’, and ‘‘ ’’, etc.
As listed before, there are lots of common but difficult

character segmentation problems. For these cases, qualitative
samples of semantic segmentation conducted by traditional
FCN are shown as the middle column of Table 7. Pixel points
closer to white in the figure are classified into character class,
while those closer to black are classified as a non-character
class. After training, the neural network cannot learn the seg-
mentation information between characters well. Therefore,
we cannot receive an accurate result according to the score
map. Moreover, after several hundred iterations, the loss of
FCN will remain low and it is difficult to further improve this
neural network. As shown in the right column of Table 7,
we can achieve an even better result by just adding good
features into the FCN model. Segmented regions are marked
with red boxes. On this basis, the proposed method reuses
character information features in the final segmentation pro-
cess. Segmented regions are marked with green boxes.

The proposed method is also verified on
CASIA-HWDB-MT, and the quantitative results are shown
in Figure 4. Three types of data are taken for illustra-
tion: single-touching string, multiple-touching string and
single-touching string with more than two characters. As is
shown in Figure 4, both of the other two methods focused

TABLE 7. Examples of segmentation results based on GBSD.

FIGURE 4. Examples of segmentation results based on CASIA-HWDB-MT.
(a) original images; (b) segmentation results of the method proposed by
Xu L et al. [40]; (c) segmentation results of the method proposed by
Tian J et al. [39]; (d) segmentation results of the method proposed by this
paper.

FIGURE 5. Different results obtained by only FCN (left) and our proposed
method (right).

on Chinese character segmentation have the problem of over-
segmentation and inaccurate segmentation points. However,
the proposed method can handle these three situations very
well.

To handle Chinese characters with left-right structure,
we add CMF into our model, so that the characters will not
be over-segmented. To handle the situation that adhesions
between characters, we add CNF into our model. Thus we
can segment a specific number of individual character blocks

VOLUME 8, 2020 179089



Z. Gao et al.: Novel Semantic Segmentation Model for Chinese Characters

TABLE 8. Results of comparative experiments based on GBSD. Higher Ps means better accuracy of segmentation. Lower Os and Us mean less error in
segmentation.

FIGURE 6. Results of comparative experiments for the condition of left-right architecture, which is normal in Chinese characters.

TABLE 9. Results of comparative experiments on CASIA-HWDB-MT.

in the character region. In summary, the proposed method
can deal with common and difficult character segmentation
problems.

E. ANALYSES AND DISCUSSIONS
In this paper, the experimental results are evaluated by three
metrics: ‘‘Over-segmentation’’ (Os), ‘‘Under-segmentation’’

(Us), and ‘‘Positive-segmentation’’ (Ps). Os means that
more than one ‘‘complete’’ character is included in the seg-
mentation

block. Us means that the segmentation block contains less
than one ‘‘complete’’ character. Ps means that the segmen-
tation block contains just one ‘‘complete’’ character. Here,
cIoU is used to judge whether a segmented character is
‘‘complete’’.
cIoU is calculated as follows:

cIoU =
S ∩ ÉC
C

(19)

179090 VOLUME 8, 2020



Z. Gao et al.: Novel Semantic Segmentation Model for Chinese Characters

TABLE 10. Effect of character spacing.

FIGURE 7. The rate of ‘‘Positive-segmentation’’ for 11 methods in the
case of character spacing.

where S is the area of the segmented character block.
C represents the area of the original character in the image.
The threshold is set to 0.95. A segmentation block is con-
sidered to have a ‘‘complete’’ character if its cIoU is greater
than 0.95.

In the comparative experiment, 6000 images in the dataset
are randomly chose for character segmentation. Results are
shown in Table 8. Except for the proposed method, we still
realize 10 methods based on the same dataset. Pictures in
the dataset are divided into several categories: adhesion (C1),
missing strokes (C2) and left-right architecture (C3). As can
be observed, some early proposed methods like Vertical pro-
jection and Connected domain are extremely prone to ‘‘Over-
segmentation’’. This is because both of them do not have a
solution to characters with left-right architecture. Meanwhile,
their ‘‘Under-segmentation’’ ratio is also higher than other
methods. Compared to these two methods, Water droplet
and Clustering take morphology features of characters into
consideration. So they achieve better results. But they only
optimize local features of characters. Thus they cannot get
accurate results too. Multi-layer perceptron method was then
proposed which differs from the morphological processing
method in that it extracts low-level feature in the image.
Semantic or instance segmentationmethods like FCN, U-Net,
Deep Lab andMask R-CNN can make segmentation in pixel-
level. These methods effectively reduce the ratio of ‘‘Over-
segmentation’’ and ‘‘Under-segmentation’’. Similar to them,
our proposed method uses information of original image

FIGURE 8. Comparison results. The upper rows of segmented blocks are
obtained by projection. The other rows of them are obtained by the
proposed method.

for character segmentation. The most noticeable trend may
originate from the bottom row of Table 8, which shows our
proposedmethod performswell on all the threemetrics. Espe-
cially for the condition of missing strokes and left-right archi-
tecture, even the semantic segmentation methods which are
mentioned above cannot obtain good results. Figure 6 depicts
the results of comparative experiments for the condition of
left-right architecture.We compare the proposedmethodwith
other Chinese character segmentation methods on CASIA-
HWDB-MT dataset. The results are shown in TABLE 9. Our
method can obtain more accurate results than others.

In order to study the effect of character spacing on charac-
ter segmentation, we conduct another experiment, as shown
in Table 10. [−10px], [−5px] and [3px] are three conditions
of character spacing. In the case of [−10px], CCSeg per-
forms well despite the difficulty of extraction, and the rate of
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positive-segmentation is 92.57%.When the character spacing
is set to [3px], the larger character spacing may interfere with
information extraction, resulting in a slight decrease in Ps to
94.7%. But it still maintains high accuracy. The bottom of
Table 10 shows the proposed method can still perform well
even existing long-range character spacing. Figure 7 depicts
the rate of ‘‘Positive-segmentation’’ for 11 methods with
character spacing.

In order to visually show the difference, Figure 8 illustrates
character segmentation using the projection approach and
CCSeg. There are projections in two directions– vertical and
horizontal. Since the boundary of black andwhite pixel points
is directly used as segmentation lines, characters with left-
right structurewill be over-segmented, such as ‘‘ ’’ in (a) and
‘‘ ’’ in (b). In another case, ‘‘ ’’ and ‘‘ ’’ in (b) have
adhesions in the vertical direction. As a result, they cannot
be segmented correctly. With the regional multiple character
feature, our method has obtained better results. As shown in
the bottom of Figure 8, CCSeg outperforms the traditional
one.

However, since the proposed method aims at optimizing
the segmentation lines between characters, it cannot solve
problems when there is large overlap between characters.
This is also the direction we will keep working on.

VI. CONCLUSION
This paper proposes a character segmentation method called
CCSeg to conduct Chinese character segmentation task.
CCSeg consists of three major components. First, a con-
volutional network is used to extract spatial information.
Next, CMFEN and CNFEN are used to extract character
features to form a score map. At last, character features
are reused to adjust the accurate segmentation points in the
score map. A novel compound character feature is further
proposed to describe the outline of characters. To effectively
fine-tune our CCSeg, a multi-object dropout mechanism is
also proposed. Based on the self-built dataset GBSD and
CASIA-HWDB-MT(a dataset built based on CASIA-
HWDB-1.0), we evaluate performance of CCSeg by focusing
on Chinese character segmentation. Experimental results
show that CCSeg effectively outperforms other methods in
the literature. In the future, we will further extend our model
to handle segmentation tasks when there are large overlaps
between Chinese characters.
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