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ABSTRACT This paper proposes a de-hazing algorithm on the basis of the anisotropic Gaussian filtering
method to overcome some essential limitations of the DCP-based (the dark channel prior, DCP) methods,
such as halo artifacts and over-saturation problems. In this method, the approximate range of the global
atmospheric light A is obtained by using the spatial LOG edge detection method, and the accurate A is
acquired by combing binary algorithm. And an anisotropic Gaussian filtering method is adopted to optimize
the transmission, which can smooth the rough transmission map, improve the clarity of image details and
inhibit halo artifact and over-saturation effect. With the accurate A and optimized transmission, the de-hazing
results can be acquired on the basis of the atmospheric scattering model. The processing effect is verified
by our own fog image data set constructed in real life or downloaded from the Internet. The visual effect of
our method is more natural in brightness, contrast and detail recovery. Besides, the indicators SSIM, PSNR,
Lum, Con, Inf, e and r are relatively high, and indicators MSE and ε are relatively low. Therefore, subjective
and objective experimental results demonstrate that our method outperforms four state-of-the-art methods
in terms of visual sense definition, robustness and time efficiency.

INDEX TERMS De-hazing, anisotropic Gaussian filtering, clarity, transmission, edge detection.

I. INTRODUCTION
With the deterioration of air pollution, the existence of fog
weather has become very frequent and obvious. Generally
speaking, fog is produced by scattering of particles such as
suspended dust or droplet in the air. This is mainly due to
photons being absorbed from the surface and reflected back
before being recognized by the optical system. Fog weather
conditions both dramatically reduce the visual effect and lead
to the reduction of image quality taken by camera sensor,
which makes image defogging more and more significant.
Under fog weather condition, the visibility of human eyes
is obviously reduced, causing many obstacles to outdoor
activities and traffic. Currently, many computer vision tech-
nologies are required to work in perfect weather condition
and high definition environments. Whereas the visibility of
objects in an image only relies on the pixel radiance of the
scene. In theory, intelligent vehicles, fire monitoring and
other image vision applications can only work if the input

The associate editor coordinating the review of this manuscript and
approving it for publication was Gangyi Jiang.

image is fog-free. Therefore, contaminated images can bring
about serious damage. Hence the study of image defogging is
of great value.

In recent years, although single image defogging is an
ill-conditioning problem, great progress has been made.
In general, image defogging approaches can be roughly clas-
sified as two kinds, physics-based defogging algorithms and
enhancement-based defogging algorithms. Physics-based
defogging algorithms can be divided into two types. The
first kinds of methods require multiple images or depth
information. For instance, Berman [1] introduced a physi-
cal binary scattering model derived from the RGB colour
space. By detecting the structural data of foggy scene, fog-
free images can be recovered from multiple weather images.
Nevertheless, the physical-binary scattering model dose not
guarantee better results when dealing with the fog regions
similar to the sky. Schechner [2] observed partial polarization
of light scattered by atmospheric particles. In response to this
phenomenon, they came up with a fast defogging algorithm
that captures two images from different angles through a
polarizer. Nevertheless, this approach does not apply to all
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practical physical models. The second kinds of methods,
which require only one image to remove fog, have achieved
notable results in recent years. With less prior information
of a single fog image, this kind of methods are more chal-
lenging. In McLeod’s method [3], the radiation function is
modeled using gravity distribution, but a large amount of
statistical information is needed to assume its independence
and restore these functions. He [4] introduced dark channel
prior theory (DCP) through multiple observation and com-
bined with soft matting algorithm to restore fog images.
However, this method consumes a lot of running time when
dealing with the large Laplace matrix. He further combined
guided filter [5] with DCP algorithm to process fog images.
However, this method performs unsatisfactorily when the
color of image scene is close to the atmospheric light. What’s
more, a variety of DCP-based algorithms [6]–[12] have been
proposed. Golts [10] used the approximation of the minimum
ellipsoid rather than the assumed minimum. This assumption
may also be inaccurate for pixels that associated with bright
objects. Wang [11] optimized the atmospheric light by basing
on variogram and selected an image area for transmittance
estimation. The deblocking operation adopted in this method
can remove the noise that may appear after the process of
dehazing. With the same idea of removing noise after dehaz-
ing processes, the clustering and hidden Markov theory are
used to realize the preclassification in Khmag’s method [12].
On the basis of Fattal’s method [13], Ming [14] applied math-
ematical models to describe the surface shadow of objects
and scene albedo to achieve image defogging. Although this
method is physically reliable, it needs to be further refined by
using the color-line algorithm. Based on Tarel’s method [15],
Afridi [16] brought about variables for restoring visibility
from a single image under the assumption that depth con-
version and spatial change are smooth. This is a logical
assumption, but not robust enough to estimate transmittance.

A lot of enhancement-based defogging algorithms are also
researched by many scientists, for example, retinex-based
algorithms [17]–[20], wavelet-based algorithms [21]–[24],
etc. Hu [17] enhanced the fog image with enlarging the
local contrast. This method performs better in thick fog
regions, whereas the effect is too saturated to avoid halo
artifacts. Kasauka [18] employs a multi-scale retinex method
to enhance the visibility of different objects in depth scenes.
However, the defogging effect will be unsatisfactorywhen the
fog field is not uniform. In Kim’s method [22], the overall
contrast and brightness of defogging results are good, and
achieve a pleasant effect. Nevertheless, this method is diffi-
cult to adapt to various foggy scenes.

In short, The physics-based defogging algorithms obtain
the fog-free image by analyzing the defogging process,
establishing the atmospheric scattering model and inverting
the defogging process. However, the atmospheric scattering
model is an ill-posed system, which is composed of three
functions and at least four unknown parameters per pixel, so it
cannot be dealt with directly. The purpose of enhancement-
based defogging methods are to compensate the contrast and

FIGURE 1. Atmospheric scattering model.

color of the degraded image, but at the expense of the depth
information of the scene. What’s more, these approaches fail
to take into account the formation principle of fog image and
the mechanism of image degradation.

On the basis of the above analysis, we brought up a
novel defogging method in light of accurate estimation of
atmospheric light and transmittance in atmospheric scattering
physical model.

II. BACKGROUND THEORY
A. ATMOSPHERIC SCATTERING MODEL
Under the fog weather condition, the attenuation and scatter-
ing effects of suspended particles on the atmosphere make
the overall contrast and color of captured images decrease
and fade, respectively. And the above image degradation
phenomenon can be represented by Fig.1. In order to sim-
ulate and model this phenomenon, Narasimhan [25] deduced
the atmospheric scattering model, which has been widely
adopted in the field of computer graph and image vision.
The atmospheric scattering model can be mathematically
expressed as Eq.(1).

H (x, y) = R(x, y)t(x, y)+ A(1− t(x, y)) (1)

In it, (x, y) represents the pixel position, H (x, y) the fog
image, i.e., the observed intensity, R(x, y) the fog-free image,
i.e., the scene radiance. Ameans the global atmospheric light,
t(x, y) the transmission. The term R(x, y)t(x, y) denotes the
attenuated light, which is used to describe the remaining
part of the scene radiance without decay, and another term
A(1-t(x, y)) refers to scattered light, which can lead to color
shift of image scene. The purpose of image defogging is
to recover the fog-free image from the fog image, so it is
necessary to estimate the global atmospheric light A and the
transmission t(x, y).

In the field of computer vision systems, the transmission
can be represented as Eq.(2).

t(x, y) = e−βd(x,y) (2)

Here, d(x, y) denotes the distance within the target and the
observer, β the coefficient of scattering. Owing to the fact
that the value of t(x, y), (0< t(x, y) ≤1) is independent of the
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wavelength, so transmissions of three RGB color channels are
the same.

B. THEORY OF DARK CHANNEL PRIOR
After extensive experimental observations, He [5] proposed
the DCP theory, that is, the pixel intensity of at least one
color channel in the non-sky region of most outdoor fog-free
images is close to zero. The dark channel Rdark(x, y) of a fog-
free image R(x, y) can be expressed as Eq.(3).

Rdark (x, y) = min
z∈�(x,y)

[ min
C∈[r,g,b]

RC (x, y)] (3)

Here, RC(x, y) denotes the RGB channels of R(x, y),
�(x, y) a local block centered at (x, y). Therefore, on the
basis of dark channel prior, Rdark(x, y) of a fog-free image is
close to zero, as shown in Eq.(4).

Rdark (x, y)→ 0 (4)

Since the global atmospheric light A is a constant, Eq.(5)
can be derived from Eq.(1).

HC (x, y)
AC

=
RC (x, y)t(x, y)

AC
+ 1− t(x, y) (5)

In it, the superscript cε{r , g, b} means color channels.
Supposing that the transmission t(x, y) in a local block is a
constant, Eq(5) can be further deduced as Eq.(6).

min
z∈�(x,y)

( min
C∈[r,g,b]

HC (x, y)
AC

)

= t(x, y) min
z∈�(x,y)

( min
C∈[r,g,b]

RC (x, y)
AC

)+ 1− t(x, y) (6)

Here, min
z∈�(x,y)

( min
C∈[r,g,b]

HC (x,y)
AC ) can be considered as the

dark channel of the input fog image. Combining formula (4)
and formula(6), formula (7) can be obtained.

t(x, y) = 1− min
z∈�(x,y)

( min
C∈[r,g,b]

RC (x, y)
AC

) (7)

Therefore, the estimation of transmission can be directly
obtained from fog images. In order to make the defogging
result natural and maintain a good sense of scene depth,
the constant w is introduced and set to 0.95, as can be seen
in Eq.(8).

t(x, y) = 1− w · min
z∈�(x,y)

( min
C∈[r,g,b]

RC (x, y)
AC

) (8)

III. ESTIMATION OF A
The global atmospheric light A plays an crucial part in the
restoration of fog images and affects the global illumination
and the colour of fog-free images. Inaccurate estimation of A
will result in poor defogging performance. In Tan’s method
[26], the maximum value of fog image pixels is regarded as
A, whereas the maximum brightness component may belong
to the highlighted target area. He [5] used the average pixel
value of the first 0.1% of the dark channel as A. This method
has strong robustness, while it may result in high A value of

each color channel, thus leading to color deviation. In this
paper, the approximate range of A is obtained by using the
spatial LOG edge detection method, and the accurate A is
acquired by combing binary algorithm.

A. POSITION THE SKY REGION WITH THE SPATIAL LOG
EDGE DETECTION METHOD
In this paper, the spatial LOG operator is firstly selected
to complete the edge detection of fog image H (x, y). Then
15×15 pixel blocks are searched on both sides of the edge to
get the pixel gray value. According to the global atmospheric
lightA characterizedwith large value in an image, the location
of the sky region can be roughly determined.

LOGmethod is based on the mathematical model of Gaus-
sian algorithm, as shown in Eq.(9).

G(r, δ) =
1

2πδ2
exp(−

1
2δ2

r2) (9)

In it, r =
√
x2 + y2, (x, y) indicates the coordinate of a

pixel in an image, δ the scale parameter. Set the initial image
as k(x, y), g(x, y) is the result of filtering after convolution
operation, as shown below:

g(x, y) = G(r, σ ) ∗ k(x, y) (10)

The Laplace operator [27] is selected to perform the deriva-
tive operation on the smoothed image, can be described by
Eq.(11).

∇
2g(x, y) = ∇2(G(r, σ ) ∗ k(x, y)) = (∇2G(r, σ )) ∗ k(x, y)

(11)

In the formula(13), ∇2G(r, σ ) is the LOG module, which
can be replaced by the spatial LOG operator template,
as shown in Fig.2.

FIGURE 2. The spatial LOG operator template.

The LOG operator is also an improvement on the Laplace
operator, and can judge the edge by getting the zero position
of the second derivative. The traditional Laplace operator
is very sensitive to the image noise at the edge. However,
the introduction of two-dimensional Gaussian algorithm to
complete the filtering can obtain abundant image details,
smooth the image noise, eliminate some small isolated points
and the junction blocks to a certain extent. LOG algorithm can
not only suppress image noises, but also obtain better edge
detection results. The convolution of H (x, y) is performed by
the discrete template of the LOG operator, the formula (12)
can be defined as below:

F1(x, y) = ∇2(G(r, σ ) ∗ F(x, y)) = (∇2G(r, σ )) ∗ F(x, y)

= LOG∗F(x, y) (12)
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FIGURE 3. The spatial LOG edge detection method and binary tree
algorithms for obtaining atmospheric light value.(a) Original image
(b) LOG edge detection(c) Binary tree estimates atmospheric light value.

The effectiveness after process by LOG method is shown
in Fig.3(b).

B. ESTIMATION OF A WITH BINARY TREE ALGORITHM
The sky area detected by the spatial LOG edge detection
method is marked as S1, and then the global atmospheric light
A is determined by binary tree method. The principle model
of binary tree is shown in Fig.4.

FIGURE 4. The principle model of binary tree.

The specific process is to divide the S1 region of the orig-
inal fog image into two identical regions. And calculate and
compare the gray mean value of the above two regions. Then
set the region with a large gray mean value as S21, complete
the next segmentation of S21, and repeat the above steps until
the number of pixel points a[m, n] in the region Sn1 is less than
the set threshold value t . The specific image segmentation
process of binary-treemethod for the global atmospheric light
A estimation is shown in Fig.3(c). The equation of pixel points
a[m, n] in the region Sn1 is given by Eq.(13).

a[m, n] =


a[0, 0] a[0, 1] ... a[0, n]
a[1, 0] a[1, 1] ... a[1, n]
... ... ... ...

a[m, 0] a[m, 1] ... a[m, n]

 (13)

Formula (14) shows that each pixel in the a[m, n] matrix
is compared with 255, and the difference is set as d . The
a[m, n] corresponding to the minimum d value is the global
atmospheric light A.

d = |255− a[m, n]| (14)

In traditional defogging algorithms, the first 0.1% average
pixel value of an fog image is regarded as the global atmo-
spheric light. However, some white or specular reflection
objects are often misjudged, and the global atmospheric light
A obtained in this way is inevitably subject to large errors.
He et al [5] improved the method of estimating A by select-
ing the brightest 0.1%. However, this method also has its
limitations, because the variation of light is nonlinear rather
than linear. It is easy to generate ‘‘halo effect’’ after linear
processing by He’s method. Moreover, the selection of block
size has a significant impact on the global atmospheric light,
if the selected block is too large, the image details will be
weakened; and if the selected block is too small, the image
smoothness will be reduced. In this paper, the spatial LOG
operator is firstly adopted to locate the global atmospheric
light region, and the obtained region is roughly the sky region.
Then the global atmospheric light A can be estimated by
binary-tree algorithm.

IV. OPTIMIZATION OF TRANSMISSION
Combined with the global atmospheric light A estimated
above and substituted into the mathematical model given
by Eq.(8), the rough estimation of t(x, y) can be realized.
Since the rough transmission t(x, y) changes rapidly with
the depth of field and especially at the edge, the edge part
of the defogging image is prone to halo effect. In this paper,
an anisotropic Gaussian filtering method is adopted to opti-
mize the transmission, which can improve the clarity of image
details and inhibit halo artifact and oversaturation effect.

A. THE MATHEMATICAL MODEL OF ANISOTROPIC
GAUSSIAN FILTERING METHOD
The traditional Gaussian filter model [28] takes the origin
as the core and projects the x and y dimensions, and the
projection of the model is a circle. The traditional Gaussian
filter model can be expressed as Eq.(15).

G(x, y, δ) =
1

2πδ2
exp(−

1
2
(
x2 + y2

δ2
)) (15)

In it, δ stands for the scale parameter, θ the direction. The
mathematical model of the anisotropic Gaussian filtering can
be obtained by setting the proportion of difference between x
and y. Its projection forms an ellipse on the two-dimensional
plane of the coordinate system, which can be described by
formula (16).

G(x, y, δx , δy) =
1

2πδxδy
exp(−

1
2
(
x2

δ2x
+
y2

δ2y
)) (16)

Fig.5(c) shows the image result of converting the image
from time domain to frequency domain by rotating the ellipse
in Fig.5(b) clockwise along the x-axis and y-axis. And the
coordinate transformation model is given by Eq.(17).[

u
v

]
=

[
cos θ sin θ
− sin θ cos θ

] [
x
y

]
(17)

VOLUME 8, 2020 175143



H. Fu et al.: Anisotropic Gaussian Filtering Model for Image De-Hazing

FIGURE 5. Anisotropic Gauss filter model. (a) Gauss filter (b) Anisotropic
Gauss filter (c) Anisotropic Gauss filter in frequency domain.

Substitute formula (17) into formula (16) to obtain the fre-
quency domain model of the anisotropic Gaussian filtering,
as shown in Eq.(18).

G(x, y, δx , δy)

=
1

2πδxδy
exp{−

1
2[

(x cos θ + y sin θ )2

δ2u
+

(−x sin θ + y cos θ )2

δ2v

]
} (18)

For each part of the image, if the anisotropic Gaussian
filtering method is to set a fixed scale parameter δ and a fixed
direction parameter θ , that is, the edge and the short axis are
consistent with each other, this will lead to the problem that
the blur of the image tends to reach the maximum state.While
in this paper, the anisotropic Gaussian filtering method can
adjust the scale parameter δ and the direction parameter θ
according to the image characteristics. The anisotropic Gauss
filter model is shown in Fig.5.

B. OPTIMIZATION OF TRANSMISSION BY THE
ANISOTROPIC GAUSSIAN FILTERING
The anisotropic Gaussian filteringmethod can preserve edges
and corners of the image, so it has good adaptability and
robustness. In this paper, the anisotropic Gaussian filtering
method is used to optimize the transmission, which can both
smooth the transmission map and save the edge details effec-
tively. The u-axis scale δu(x, y) in Fig.4(c) can be determined
by Eq.(19).

δ2u(x, y) = 1/tg(x, y) (19)

where, tg(x, y) is the grayscale value of t(x, y), which is
compressed between 0 and 1.

In the smooth area, the proportion of v-axis and u-axis
is close to 1, while in the marginal area, the proportion of
v-axis and u-axis is close to 0. Therefore, determining the
image smoothness is the key to obtain the ratio between the
v-axis and u-axis. The gray variance value given by Eq.(20)
can represent the smoothness of the transmission.

DC = 1/MN
∑M

i=1

∑N

j=1
(tg(i, j)− t̄g(i, j))2 (20)

In it,DC denotes the variancewithin a small region,MN the
area of a small image region, t̄g(i, j) the average gray-value of

a small image region. The ratio R of v-axis and u-axis can be
obtained by formula (21).

R = K + DC (21)

In Eq.(21), assuming thatK is the scale parameter, then the
scale δv of v-axis can be expressed as Eq.(22).

δv = R • δu (22)

The anisotropic Gaussian filtering method needs to deter-
mine the angle θ and the proportion K . Among them, K is
the empirical value, and the vertical angle θ⊥ of the angle
θ can be obtained by using the transformation model. The
mathematical process of transformationmodel is described as
Eq.(23)-Eq.(25). Take the partial derivatives of the Gaussian
function in the x and y directions, and convolve with trans-
mission. Then the vertical angle θ⊥ of a pixel (x, y) can be
obtained.

Ex =
∂G(x, y, δ)

∂x
∗ tg(x, y) (23)

Ey =
∂G(x, y, δ)

∂y
∗ tg(x, y) (24)

θ⊥(x, y) = arctg
[
Ey(x, y)/Ex(x, y)

]
(25)

The mathematical relationship between the direction angle
θ and the vertical angle θ⊥ is shown in Formula (26).

θ = θ⊥ + 90 (26)

Substitute formula (26) into formula (18), and formula (27)
can be obtained as follows:

Gθ⊥(u, v, σu, σv, )

=
1

2πσuσv
exp{−

1
2[

(x cos θ⊥ + y sin θ⊥)2

σ 2
u

+
(−x sin θ⊥ − y cos θ⊥)2

σ 2
v

]
}

(27)

In Eq.(27), the value of δu, δv and θ⊥ can be obtained from
the above formula, and the value ofK is empirically set as 20.
In Fig.6, it can be easily seen that the transmission effect
processed by the anisotropic Gaussian filtering method has
achieved good results.

C. FOG-FREE IMAGE RESTORATION
With estimation of A and t(x, y), the fog-free image can be
recovered from Eq.(28).

R(x, y) =
H (x, y)− A
t(x, y)

+ A (28)

To avoid the existence of strong noise in the obtained
fog-free image when R(x, y) is infinite, the transmission is
limited by a lower bound t0, which is empirically set to 0.1.
So Eq.(28) is further expressed as Eq.(29).

R(x, y) =
H (x, y)− A

max(t(x, y), t0)
+ A (29)
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FIGURE 6. The transmission effect processed by the adaptive anisotropic
Gaussian filter. (a)fog image. (b) greyscale. (c)original transmission.
(d)improved transmission.

FIGURE 7. The overall framework of our method.

Therefore, it can be seen that the critical point of single
image defogging based on atmospheric scattering model is to
estimate A and t(x, y). The overall framework of our method
is shown as Fig.7.

V. COMPARISON AND ANALYSIS OF EXPERIMENTAL
RESULTS
In order to verify that our method can actually and effectively
remove fog under various types of scenes, the subjective
and objective evaluation methods are used to compare the
image quality of four advanced methods (Methods [10], [14],
[16], [18]) and the proposed method in fog image process-
ing. Among them, computational complexity, full-reference
and no-reference quality assessment indexes are used for
the objective evaluation. Besides, each algorithm is analyzed
in depth from different angles, and the advantages of our
method compared with methods [10], [14], [16], [18] are
explained. The experiment platform is built and our algorithm
is compiled into a program. The experiment was implemented
in the development environment of Matlab 2020a under the
64-bit Windows 10 operating system. And the experimental
hardware configuration is Intel Core I7-10750h 3.6GHz and
8GB RAM. The experiment is based on it’s own fog image
data set, including 896 images captured in real life or down-
loaded from the Internet, as well as synthetic haze images
created, covering a variety of images captured from various
shooting angles.

A. SUBJECTIVE EVALUATION
All kinds of fog images were selected for the experiment,
including test images of distant and close scenes such as

FIGURE 8. de-hazing effect of our method and other comparing
algorithms(a) Original foggy day image. (b) Method [10].(c) Method [14].
(d) Method [16]. (e) Method [18]. (f) our method.

FIGURE 9. de-hazing effect of our method and other comparing
algorithms(a) Original foggy day image. (b) Method [10].(c) Method [14].
(d) Method [16]. (e) Method [18]. (f) our method.

FIGURE 10. de-hazing effect of our method and other comparing
algorithms(a) Original foggy day image. (b) Method [10].(c) Method [14].
(d) Method [16]. (e) Method [18]. (f) our method.

pavilion, plateau grassland and palace buildings, etc. The res-
olution of Fig.8, Fig.9 and Fig.10 are 360∗480, 500∗600 and
880∗1060, respectively. A comparative analysis was made
among the subjective defogging results obtained by methods
[10], [14], [16], [18] and our method.

The scene shown in Fig.8(a) is the pavilion image with
large sky area. The sky area in Fig.8(b) is dark gray. After
being processed by the method [10], the color are artificially
deepened to make the effect bright but unnatural. The sky and
scenery in Fig.8(c) appear to be heavily whitened, especially
in the light-colored areas of the image. Fig.8(d) shows that
the overall effect of the defogging result has a lot of noise,
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and the degree of fog removal is poor. In Fig.8(e), the overall
restoration effect is good, whereas there are still obvious noise
areas in the sky area. As can be seen in Fig.8(f), the process
effect of our method is more natural in brightness, contrast
and detail recovery.

Fig.9 (a) shows a perspective of the plateau grassland.
The overall effect of Fig.9 (b) exists a deep color devi-
ation, and the resulting image effect is more similar to
a print. This is because the method [10] only artificially
improve the image effect by pulling up the contrast and
brightness. The effect of Fig.9(c) is white and exists a lot of
image noise, which is caused by the inaccurate estimation
of transmittance by this method. The image effect shown
in Fig.9(d) has a good recovery effect, while the image
details are relatively fuzzy. The image effect of method [18]
is dark, and the sky region presents obvious image noise.
Fig.9(f) shows the result of our method. The retention of
a certain amount of fog in the image makes the bright-
ness and sky area more realistic, so the restoration effect is
more natural.

Fig.10 (a) shows the local non-uniform fog image formed
by industrial pollution in the sky area. The sky area of
Fig.10 (b) is deepened by the dense fog, which makes the
whole image appear very unnatural. The sky region of
Fig.10(c) is similar to the real scene, but the details of the
restored image are blurred. The image effect processed by
method [16] is seriously distorted, more like an oil painting.
The sky area in Fig.10(e) appears as a pan-blue phenomenon
without highlighting the details. Fig.10(f) shows the resultant
image obtained by our method, which not only truly restore
the image details (such as people), but also have better effects
compared with the other methods. This is because our method
can obtain accurate atmospheric light A and transmittance
close to the natural value.

B. OBJECTIVE EVALUATION
1) FULL-REFERENCE QUALITY ASSESSMENT
The full-reference quality assessment is based on the cal-
culation of the difference between the recovered image and
the reference image, and then the image quality analysis is
completed from the perspective of statistics. The selected
reference image is usually an image with ideal scenes, or an
image that is processed well by manually changing param-
eters or different algorithms. In this paper, the indexes peak
signal to noise ration (PSNR) [30], mean square Error (MSE)
[29] and structure similarity (SSIM) [30] are adopted to
evaluate our method. The indexes PSNR and MSE are on
the basis of measuring the gray value difference between
the recovered image and the reference image, and then the
image quality analysis is completed from the perspective of
statistics. For an haze image with resolution of I∗J , X (x, y) is
the grayscale result of the reference image in (x, y), and Y (x,
y) the grayscale result of the haze image in (x, y). L represents
the peak value, for an 8-bit gray image, L = 28 − 1 = 255.

The function of MSE is shown as below:

MSE =
1
IJ

I∑
m=1

J∑
n=1

|X (x, y)− Y (x, y)|2 (30)

And the equation of PSNR is shown as below:

PSNR = 10 log10(
L2

MSE
) (31)

The smaller the difference between the recovered image
and the reference image, the smaller the image distortion and
the better the de-hazing effect.

The SSIM determines the structural similarity of the
obtained image according to the degree of correlation
between each pixel of the image. M (x, y) and N (x, y) are
the reference image and the haze image, respectively. The
mean and standard deviation of M (x, y) and N (x, y), and the
covariance of M (x, y) and N (x, y) are expressed as ωX (x,y),
ωY (x,y), δX (x,y), δY (x,y), δX (x,y)Y (x,y), individually. To avoid
zero denominators, we set parameters o1, o2 and o3. And the
functions of brightness L(X , Y ), structure S(X , Y ), and con-
trast C(X , Y ) can be given by Eq.(32), Eq.(33) and Eq.(34).

L(X ,Y ) =
2ωM (x,y)ωN (x,y) + o1
ω2
M (x,y) + ω

2
N (x,y) + o1

(32)

S(x, y) =
δM (x,y)N (x,y) + o2
δM (x,y)δN (x,y) + o2

(33)

C(x, y) =
2δM (x,y)δN (x,y) + o3
δ2M (x,y) + δ

2
N (x,y) + o3

(34)

The index SSIM can be obtained by combining L(X ,Y ),
S(X ,Y ) and C(X ,Y ), as shown in Eq.(35).

SSIM (x, y) = [L(x, y)]α[S(x, y)]β [C(x, y)]γ (35)

The index MSE represents the average difference between
the recovered image and the reference image. The smaller the
result, the better the recovery effect. The index SSIM repre-
sents the scene perception of human visual system (HVS),
and can measure the structural approximation according to
the correlation of each pixel of the image. The larger the
result, the better the ability of structure information preser-
vation. The index PSNR indicates the difference between
the recovered image and the reference image. The larger the
result, the smaller the distortion of image effect. The average
results of full-reference evaluation indexes obtained by meth-
ods [10], [14], [16], [18] and our method for 92 images in the
fog image data set were calculated. The full-reference quality
evaluation results of methods [10], [14], [16], [18] and our
method are shown as Tab.1. With more accurate atmospheric
light A and transmission t(x, y), the closer to the real effect
of the dehazing effect can be obtained. So the full-reference
quality assessment of our method is relatively good.
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TABLE 1. The full-reference quality evaluation results of methods [10],
[14], [16], [18] and our method.

2) NO-REFERENCE QUALITY ASSESSMENT
The no-reference quality assessment indexes [31], [32] we
used in this paper include new visible edge ratio e, mean
gradient ratio r , the exposure ratio ε.

e =
nout − nin

nin
(36)

r =
gin
gout

(37)

ε =
vb

Sx × Sy
(38)

where, nout and nin denote the number of visible edges of the
haze-free image and the haze image, respectively. gout and
gin mean the average gradient of the haze-free image and the
haze image, individually. Sx and Sy represent the width and
height of the image, respectively. vb represents the number of
overexposed or underexposed pixels in a recovered image.

The index e denotes the complexity of the image hierarchy.
The larger e is, the more layer and details are contained in
the image. The index r represents the contrast and detail
enhancement of the image. The higher the value, the better
the contrast and detail enhancement. The indicator ε means
the status of overexposure or underexposure in the image, and
the smaller the value, the less exposure problems.
Lum refers to the mean pixel brightness of the recovered

image. The higher the Lum, the better the image effect.

Lum =
1
IJ

I∑
i=1

J∑
j=1

H (x, y) (39)

Information entropy Inf represents the average amount of
data in an image, which measures the amount of data in an
image from the perspective of information theory. The higher
the information entropy of the image, the more data the image
contains.

Inf = −
L∑
l=0

T (l) logT (l) (40)

where, T (l) is the probability of grayscale l occurring in the
processed image. L means the total number of grayscale lev-
els of the recovered image. For an image with 256 grayscale
levels, L is 255.

Contrast Con can measure the sharpness of an image. The
image with good visual effect has a high contrast, while the
blurred image has a low contrast. And the index Con can be

TABLE 2. The no-reference quality evaluation results of methods [10],
[14], [16], [18] and our method.

defined by Eq.(41).

Con =
1
IJ

I∑
i=1

J∑
j=1

C(x, y) (41)

In Eq.(41), Con means the contrast of the I ∗ J image,
and C(x, y) the contrast of the adjacent region of pixel point
(x, y).

The no-reference quality evaluation results of methods
[10], [14], [16], [18] and our method is shown as Tab.2.

3) COMPUTATIONAL COMPLEXITY
The computational complexity is judged by comparing the
processing time of each algorithm. In order to test the compu-
tational complexity of four advanced algorithms more effec-
tively, each algorithmwas run several times in the experiment
platform and the average processing time was obtained. The
method [10] optimized atmospheric light A and transmittance
t(x, y) by making the approximation of the minimum ellip-
soid. While the process of optimizing transmittance limits
the processing efficiency. The algorithm [14] applies math-
ematical models to describe the surface shadow of objects
and scene albedo to achieve image defogging, which con-
sumes a lot of processing time in modeling. The algorithm
[16] brought about variables for restoring visibility from a
single image under the assumption that depth conversion
and spatial change are smooth. However, as the image scale
increases, the processing time of the algorithm also increases.
The algorithm [18] uses MSR algorithm to get the light
component and reflection component of the image, and then
utilizes the Laplace pyramid to process the reflection compo-
nent to enhance the details of the image. This method can
avoid the time loss without calculating model parameters.
In this paper, the spatial LOG edge detection method and
binary tree algorithm are combined to obtain A, and the
anisotropic Gaussian filtering method is used to optimize the
transmission. These options can not only obtain good image
effect, but also save processing time. From the perspective of
algorithm complexity, the time loss of our method is mainly
in the process of transmission optimization. Compared with
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FIGURE 11. Computational complexity.

TABLE 3. Computational complexity. (Unit:ms).

the time domain operation, the addition and multiplication
of pixel-level data in frequency domain performed by the
anisotropic Gaussian filter method in this paper can better
meet the requirements of frequent operation processing and
storage. Therefore, the calculation amount of our method is
small and the processing speed is fast. As can be seen in Tab.3,
the processing time of the algorithm [16] is obviously very
long, so Fig.11 only compares the computational complexity
of the proposed method with that of methods [10], [14], [18].

VI. SUMMARY
Our method is proposed on the basis of the DCP theory of
He’s method. In his method, the global atmospheric light A
is obtained by calculating the average pixel value of the first
0.1% of the dark channel. This method has strong robustness,
while it may result in high A value of each color channel,
thus leading to color deviation. And He [5] combined guided
filter with DCP algorithm to process transmission. However,
his method performs unsatisfactorily because of the inaccu-
rate estimation of transmission. In order to obtain the accu-
rate atmospheric light value and the optimized transmission,
the approximate range of A is obtained by using the spatial
LOG edge detection method, and the accurate A is acquired
by combing binary algorithm. And an anisotropic Gaussian
filtering method is adopted to optimize the transmission,
which can improve the clarity of image details and inhibit
halo artifact and over-saturation effect. Therefore, the key
contribution of our method is to use simple and effective
methods to accurately estimate global atmospheric light and
transmission.

In addition, the main contributions of our approach are
listed as below.

Combinedwith the spatial LOG edge detectionmethod and
binary tree algorithm to obtain A, the real-time performance
of our method is improved.

The existence of large sky area in haze image scene
often has a negative effect on the calculation of the atmo-
spheric light A. While the spatial LOG edge detection method
adopted in this paper is especially suitable for processing this
kinds of haze images.

The anisotropic Gaussian filtering method can preserve the
edges and corners of the image, which has good adaptability
and robustness.

In the future work, we will further improve the speed of the
algorithm, and extend the static image de-hazing to real-time
video de-hazing. In addition to fog images, images captured
under other extreme meteorological conditions, such as rain,
dust and snow, also need to be further researched.
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