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ABSTRACT To obtain more accurate results of probabilistic safety assessment (PSA), it is necessary to
reflect more complete dynamics of nuclear power plants. In analyzing these more realistic PSA models,
numerous thermal-hydraulic code runs should be performed that typically take from a few minutes to several
hours. This paper proposes a fast running model using deep learning techniques to obtain plausible accident
scenarios while reducing the resources required to conduct PSA. The developed model is built from a
conditional autoencoder, and an analysis of its performance is carried out under both trained and untrained
ranges. Taking about one second per scenario, the developed model shows about 0.4% and 1.6% error in the
trained and untrained ranges, respectively. As a feasibility study, the aggressive cooldown operation under a
small break loss-of-coolant accident in the APR1400 plant was considered. The proposed method can reduce
uncertainty in PSA and contribute a key technique to dynamic PSA.

INDEX TERMS Deep learning, dynamic PSA, fast running, model uncertainty, parameter uncertainty,

probabilistic safety assessment (PSA).

I. INTRODUCTION

According to the “Operating Experience with Nuclear Power
Stations in Member States” annual report published by the
International Atomic Energy Agency (IAEA), 450 nuclear
power plants (NPPs) are in commercial operation as of
December 31, 2018 [1]. Since 280 units (corresponding to
about 62% of all in-operation NPPs) started their commercial
operation more than 30 years ago, the public have concerns
about the safety of such aging NPPs. Moreover, from the
experience of the Fukushima accident, it is obvious that
maintaining the risk level of NPPs as low as possible is
the most important goal for ensuring their sustainability. For
this reason, many efforts have been spent to systematically
evaluate the risk level of NPPs, and diverse techniques have
been newly proposed or applied to existing approaches as
the results of these efforts. One of the representative tradi-
tional techniques is probabilistic safety assessment (PSA) or
probabilistic risk assessment (PRA), which has been used for
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quantifying the risk level of NPPs for many decades all over
the world.

Without loss of generality, PSA denotes: “The method
or approach (1) provides a quantitative assessment of the
identified risk in terms of scenarios that results in undesired
consequences (e.g., core damage or a large early release) and
their frequencies, and (2) is comprised of specific technical
elements in performing the quantification [2].” This means
that the crux of the PSA technique is to identify, as realisti-
cally as possible, the plausible accident scenarios with associ-
ated frequencies that can cause undesired consequences. The
traditional approach to this is to identify a catalog of accident
scenarios by investigating the impact of plausible contributors
(e.g., hardware failures and human errors) on the risk level of
NPPs.

To this end, PSA models are developed by combining event
trees (ETs) and fault trees (FTs). In general, an ET consists of
diverse event headings with associated branches that originate
from a single initiating event. That is, the initiating event is the
starting point that triggers various kinds of postulated scenar-
ios in a given NPP. Each plausible scenario can be expressed
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by the sequence of different event headings that are crucial for
properly dealing with the progression of the initiating event.
Typical event headings include the expected function of the
engineered safety features, such as the delivery of a high-
pressure safety injection coolant, as well as the required tasks
to be done by human operators, such as the rapid cooling of
the reactor coolant system by opening valve #1, for example.
Consequently, a catalog of plausible scenarios can be iden-
tified by the combination of binary branches with respect to
each event heading. Following the construction of an ET with
respect to a given initiating event, the next step is to iden-
tify the success (or failure) criteria for each event heading.
For example, in the case of the event heading pertaining to
the delivery of coolant as mentioned above, it is important
to determine the amount of high-pressure safety injection
(HPSI) flow to be provided to the reactor coolant system.
To this end, a precise thermal-hydraulic (TH) code such as the
Reactor Excursion and Leak Analysis Program (RELAP) or
the Multi-Dimensional Analysis of Reactor Safety (MARS)
code must be exhaustively run. Following this, the success (or
failure) probability of the corresponding ET can be calculated
by FTs that represent the interrelations of the causal factors in
delivering the HPSI flow as determined by the TH analysis.
Finally, a catalog of accident scenarios leading the status of
an NPP to undesired consequences is formed with associated
probabilities (e.g., conditional core damage probabilities).

Though there are many advantages of this ET/FT method-
ology, it is natural to anticipate that the traditional PSA tech-
nique based on ETs and FTs intrinsically involves sources of
high uncertainties, such as parameter uncertainty and model
uncertainty [3]-[6]. For this reason, in order to reduce the
uncertainty of PSA results, many researchers have proposed
diverse methodologies, whether using ET/FT or not [7]-[18],
and which usually adopt a two-stage approach: (1) generating
a list of plausible scenarios from an ET by considering the
source of parameter and model uncertainty, and (2) deter-
mining the consequence of each plausible scenario by run-
ning precise TH codes. Applications have included reliability
calculation for passive systems [19], [20] and a consequence
analysis of a dynamic ET [21].

The problem here is that the number of plausible scenarios
to be analyzed by precise TH codes drastically increases for a
complicated system containing many subsystems or compo-
nents. In other words, since a huge amount of resources (time
and manpower) is necessary to run the whole spectrum of
plausible scenarios, it is unrealistic to expect that the existing
two-stage approaches are valid in practice. In order to resolve
this problem, a deep learning technique is introduced in this
study. One of the key benefits expected from deep learning
techniques is that it is possible to create a surrogate system
that can emulate the response (or output) of a target system
within a very short time. From the point of view of a TH code,
a deep learning-based surrogate model can quickly emulate
the output of the code when a specific input is given. It is
noted that, instead of a surrogate model, the term fast running
model will be used in this paper because the main objective
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of the surrogate model is to shorten the time required to get
the TH code results.

The organization of this paper is as follows. In Chapter 2,
a background of the uncertainties in PSA and an introduc-
tion to deep learning models are given. Chapter 3 covers
the development of the fast running model considering data
characteristics and detailed model design. After that, methods
to secure refined data and the performance of the fast running
model are described in Chapter 4. Finally, related discussions
conclude the paper in Chapter 5.

Il. BACKGROUND

This chapter provides background information about this
study. A basic description of PSA uncertainties is given in
Section 2.1 in order to justify why a deep learning technique
is necessary for reducing PSA uncertainties. In Section 2.2,
the basics of deep learning are described in order to facilitate
the understanding of the deep learning model proposed in this
study.

A. KEY TECHNICAL CHALLENGE TO DEAL WITH PSA
UNCERTAINTIES

As briefly explained in Chapter 1, in terms of ensuring the
operational safety of NPPs, it is critical to obtain credible PSA
results to the greatest extent possible. In this regard, the reduc-
tion of uncertainties involved in securing PSA results is one
of the most important issues [3]. In other words, since the
traditional PSA technique usually considers the propagation
of accident scenarios by combining the success (or failure)
of event headings that represent the status of significant com-
ponents and/or human responses, it is unavoidable to include
diverse assumptions (and approximations) in constructing the
PSA model. This strongly implies that the credibility of PSA
results can be largely enhanced by dealing with uncertainty
sources. In PSA, two kinds of uncertainties, namely para-
metric uncertainty and model uncertainty, have been gener-
ally emphasized for many decades [3]-[5]. The following
excerpts would be helpful for understanding the definitions
of these two uncertainty sources [6].

¢ “Model uncertainty relates to the uncertainty in the
assumptions made in the analysis and the models used.
Examples of model uncertainty include the assumptions
made as to how a reactor coolant pump in a pressurized
water reactor would fail following loss of seal cooling
and/or injection [...]”

« ‘“‘Parameter uncertainty relates to the uncertainty in the
computation of the parameter values for initiating event
frequencies, component failure probabilities, and human
error probabilities that are used in the quantification
process of the PRA model.”

For example, let us consider Figure 1 that depicts a part of
an arbitrary ET pertaining to the small break loss-of-coolant
accident (SLOCA) in NPPs. As previously stated, one of the
important PSA results is the catalog of accident scenarios
following the occurrence of an initiating event, which consist
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FIGURE 1. Example section of an arbitrary ET.

of the success (or failure) of the event headings. The bold line
in Figure 1 highlights one possible accident scenario through
the combination of the following event headings: Reactor trip
(Failure) — Delivery of HPSI flow (Failure) — Rapid cooling
using valve #1 (Failure).

However, the catalog of accident scenarios distinguishable
from the same initiating event can be drastically changed by
diverse factors such as the status of the related components
and the behaviors of the human operators. In this situation,
it is more reasonable to assume that the sequence of event
headings would become more complicated, as illustrated
in Figure 2. In other words, it is highly likely that PSA results
contain intrinsic uncertainty originating from the modeling of
the event heading sequences.
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FIGURE 2. Example of an ET to cope with model uncertainties.

Even if we are able to construct several ETs as illustrated
in Figure 2, it is still expected that the response of human
operators is apt to vary with respect to contextual factors
(such as the time available or the amount of information avail-
able to perform the required tasks). For example, in terms of
the event heading Rapid cooling using valve #1 in Figure 1,
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the timing of the valve opening would vary with respect to
the nature of the situation the operators are facing. In other
words, the variability of human responses could be regarded
as a source of parameter uncertainty. This strongly implies
that, in reality, the use of multiple branches for each event
heading is more reasonable as compared to the use of binary
branches shown in Figures 1 and 2. Accordingly, if we want to
identify a catalog of accident scenarios that could cover both
model uncertainty and parameter uncertainty, it is necessary
to consider an ET like the one depicted in Figure 3.
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FIGURE 3. Example of an ET to deal with both model and parameter
uncertainties [22].

At this level, the challenge becomes identifying the final
state of the accident scenarios based on the vast number of TH
code runs that must be performed. In other words, since each
TH code run takes at least several hours, it is impractical to
analyze the whole combination of event headings via precise
TH code. Consequently, in terms of practicality, the first
technical issue to be urgently resolved is how to determine
the final state of the complex combinations of event headings
as in Figure 3 within a reasonable time (e.g., a few seconds).

B. INTRODUCTION TO DEEP LEARNING

A deep learning technique able to emulate TH code without
prohibitive effort and time is suggested in this work. Before
a detailed explanation of the developed deep learning model,
this section outlines the concept behind and the training pro-
cess of a generic artificial neural network (ANN) [23]. The
goal of an ANN is to approximate an arbitrary function f*
with a complicated numerical model. While various types of
ANN s have been developed, for the sake of basic explanation
here, a fully connected network is described. For a classifier,
y = f*(x) maps an input x to the category y. A 3-layer
fully connected network defines the mapping y = f(x;6)
and learns the value of the parameter 6 that results in the
best function approximation. The general structure of a 3-
layer fully connected network is depicted in Figure 4, where
FD £@ and f® label the respective layers. The combination
of several layers gives depth to the model; it is from this
terminology that the name “deep learning” arises.

The layers between input x and output y are called hidden
layers, which consist of nodes (in Figure 4, there are two
hidden layers with three nodes in the first hidden layer). Such
amodel is called a feedforward network because information
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FIGURE 4. Simplified diagram of a fully connected network.

flows through the function being evaluated starting from x,
through the intermediate computations used to define f, and
finally to the predicted value y. Model training involves cal-
culating the error between the true value (y) and the predicted
value (y), with the errors transferred backward. After that,
0 is adjusted and the feedforward process is carried out.
Through this iterative process, 6 is optimized to reduce error.
This process is called backpropagation, and the method to
distribute and adjust the error is the gradient descent method
[24], as follows:
oE

041 =6, —n— 1
t+1 t 7789 (1

where E is the error between the true value (y) and the pre-
dicted value (3), and 7 is the learning rate that is able to set the
degree of distributed error. The specific type of cost function
employed, which calculates the errors, varies depending on
the problem. Typically, the cross-entropy cost function is used
in classification problems, while mean squared error (MSE)
is used in regression problems.

As can be seen in Figure 4, an ANN is typically repre-
sented by composing together many different functions. The
three functions 1, @, and f® connect in a chain to form
fx) =f (3)(f (2)(f WG)). During neural network training,
f(x) should be matched to f*(x). Such multi-layered ANNs
have been able to solve, for example, nonlinear problems such
as XOR (exclusive or) functions [24]. However, it is difficult
to represent more complex nonlinearity using methods with
increased depth. To learn complex data (i.e., to represent com-
plex nonlinearity), a nonlinear function is fed into each node
called an activation function. The introduced activation func-
tion must be computationally efficient to represent complex
data, with the choice of activation function depending on the
characteristics of the training data; choices include sigmoid,
rectified linear unit (ReLU), leaky ReLU, tanh, and others
[22], [25]. In addition, neural networks themselves show con-
siderable diversity such as in connection type, which include
residual connection (skip connection), and series connection.
All such considerations decided by the modeler, such as the
activation function, cost function, learning rate, connection
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type, node configuration are called hyper-parameters, and
they are decided by trial and error. The considered hyper-
parameters are described below in Chapter 3.

lll. DEVELOPMENT OF THE FAST RUNNING MODEL

In Section 2.1, the uncertainty sources of PSA results and
associated technical challenge were described. To solve the
technical challenge, a deep learning technique called a fast
running model is applied, developed in this study based on
a conditional autoencoder (cAE). In this chapter, the reason
why the authors selected a cAE model for this study is
detailed considering the key features of TH datasets. As can
be seen from its name, the cAE is a variation of an autoen-
coder (AE), which is one of the basic structures for creating a
generative model. To discover whether a cAE is a reasonable
choice for creating the fast running model, it is necessary to
clarify: (1) why a generative model is necessary to emulate
the results of a precise TH code, and (2) why the cAE is
selected among the various generative models.

In terms of developing a deep learning model, similar to all
kinds of data-driven models, one critical process is to under-
stand the characteristics of the datasets to be represented by
the model. In this regard, the characteristics of the results
from a precise TH code (hereafter the term TH results will
be used), which are needed to analyze the result of each
accident scenario, are twofold: time series and autoregressive
features. The first characteristic is straightforward because
TH results provide the trend of process parameters (e.g.,
the temperature of a reactor coolant system) as time goes by.
Time series is expressed as X = {x{, x2, -+, x¢, - - - }, where
x; are the variables and i is time. The second characteristic,
autoregressive data, indicates that the value of the current
time step is the output of the previous time step. This feature
can be understood by the following equation:

14
Xy =c+ Z(oixt—i + & )
i=1

where ¢1,---, ¢, are the model parameters, ¢ is a con-
stant, and &; is white noise. Generally, in statistical analysis,
the autoregressive feature is handled by a moving average
model as such as the autoregressive moving average model
[26].

If the TH results contain only the time series feature,
a general regression model would be enough to emulate them;
unfortunately, because of the autoregressive feature of TH
results, a general regression model is not a good choice.
In general, deep learning models can be thought to belong
to either discriminative or generative categories. The major
function of the models falling into the first category is to
identify a few output classes based on the nature of the input
datasets. In contrast, models included in the second category
aim to duplicate the key features of the input datasets that are
decisive for the regeneration of the input datasets.

Since a generative model defines the distribution of the
original data, it is possible to generate data similar to the
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FIGURE 5. Distribution of data in the generative model.

original. For example, let us consider some original data
(refer to the blue line in Figure 5) having four features (x
to x4). If X3 is the most significant feature and x4 is the least
significant feature, it is possible to train a generative model
based on x3 (refer to the red line in Figure 5). In other words,
the generative model should be trained so that it follows the
characteristics of the significant features as much as pos-
sible. In contrast, a discriminative model should be trained
so that it can distinguish the existence of the significant
features. Accordingly, the accuracy of a discriminative model
is generally superior to that of a generative model, if the
amount of training data is relatively small or the number of
trainings is insufficient. However, if a generative model is
well trained with a sufficient amount of data and/or number of
trainings that yield a distribution obeying the representative
datasets, the generative model is more robust against errors
than a discriminative model. In order to handle the autore-
gressive feature, therefore, the generative model approach is
selected here because it will be able to generate an accident
scenario by using specific conditions. Indeed, a number of
studies have predicted the autoregressive feature by deep
learning [27]-[31].

The method of developing a deep learning model can be
separated into two trends. The first is producing a dedi-
cated model to learn the features of the input datasets based
on mathematical methods such as the convolutional neural
network (CNN) or recurrent neural network (RNN), and
the second is developing a structural model that learns the
data features by modifying the structure of the network.
The latter is generally used for generative models. Struc-
tural designs that contain wider, deeper, and more com-
plicated connections include the AE and the generative
adversarial network (GAN) [32], [33]. Focusing on the
characteristics of TH results, it should be emphasized that
they depend on diverse conditions expected from each acci-
dent scenario, such as the start/stop of specific components,
the increase/decrease of important process parameters, and
the responses of human operators conducted at different tim-
ings. In other words, since the TH result of a given accident
scenario is apt to vary with respect to the combination of
the abovementioned conditions, it is unrealistic to define
a catalog of distinctive classes for the TH result of each
accident scenario. Accordingly, the use of a generative model
is a reasonable choice in terms of developing a fast running
model.

Among a variety of generative models, the two key points
why a cAE is designed here are that it can simulate diverse
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outputs using only a few inputs, and that it can produce
credible outputs even in an untrained range. Consider in terms
of Figure 3, the inputs indicate the variables that can represent
and classify the accident scenario, while the outputs indicate
the accident scenario itself. For early stages of the accident,
the inputs that can distinguish different accident scenarios
are, for example, different temperatures, pressures, and flow
rates at the accident location; these represent, however, little
information compared to all the information generated in
the normal state of an NPP. Moreover, after accidents are
classified, the inputs that can distinguish the accident sce-
nario as shown in Figure 3 are only the actions of the event
headings. On the other hand, the length of the outputs may
increase up to core damage or sufficient marginal time, and
in addition, as only those scenarios leading to core damage
can be identified, the number of outputs is limited. To check
various conditions in dynamic PSA though, a variety of out-
puts should be considered. In other words, to express a variety
of outputs, the number of input is small.

) O: Training point

Sf—\/\o\\o/o put |

Time

: Test point

Output 1

FIGURE 6. Schematic diagram of trained and untrained ranges.

As for the second key point above, the cAE is able to
calculate credible results under an untrained range. A concep-
tual diagram of the trained and untrained ranges is depicted
in Figure 6. Model performance here is similar to the general
process of test performance in machine learning; i.e., model
performance is assessed by splitting datasets into training,
validation, and test sets. The training and validation sets are
used in model training and hyper-parameter tuning. Gener-
ally speaking, all machine learning models should excel in
estimating the interpolation problem, represented by specific
inputs in Figure 6 (inputs 1 and 3). Here, while the untrained
range (input 2) can simply be estimated as the weighted aver-
age of inputs 1 and 3, this is not suited to high-dimensionality
problems such as TH results because of the high correlation
between outputs. To obtain the untrained range, the training
and test points for the untrained range should be calculated
through TH code. However, in practice, it is not possible
to implement the TH code for all inputs. Interestingly, in
chemistry, novel chemical structures are generated using a
cAE for the reasons mentioned above [34]. Thus, the cAE
forms the basis of the fast running model in this work; as
the cAE itself is based on an AE and applied conditional
techniques, the cAE can be explained by first considering the
AE.

The AE is a type of ANN that consists of the same number
of input and output nodes, such as the bow-tie model [32].
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The key characteristic of the AE is that the data entering the
input layer is compressed through the encoder to create a
latent space (the latent space is a representative vector from
the input data). Thereafter, the decoder is trained to equal the
input data via the latent space. Conceptually, the AE has the
same function as the principle component analysis (PCA) that
can compress data; as the AE extracts feature points through
a neural network, though, it is more efficient than PCA when
the data is complicated or massive [35]. There are various
types of AE, such as the variational autoencoder, denoising
autoencoder, and so on [36], [37]. The nuclear field typically
calls the AE as an auto-associative neural network (AANN),
which has been studied for signal validation and calibration
[38], [39].
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FIGURE 7. Schematic diagram of structure of the developed fast running
model.

The fast running model designed in this work is shown
in Figure 7. To express output variability using few variables,
the model consists of two stages. The first stage generates a
latent space representing the feature of the whole dataset; to
do so, the input dataset is compressed using a deep learning
model (e.g. fully connected model), depicted as ‘Encoder’
in Figure 7. After that, another deep learning model, des-
ignated as ‘Decoder’ in Figure 7, is trained so that it can
regenerate the input dataset based on the given latent space.
This process forms the upper panel (1) in Figure 7. However,
using the only latent space does not calculate the desired
output. For this, the conditional technique can yield the exact
results. After calculating the latent space from the first stage,
the latent space and the TH code input are combined as
input data for the second stage (lower panel (2) in Figure 7).
In the second stage, the decoder is trained to calculate the TH
results. In other words, the latent space is a vector that can
represent the entire dataset; thus, the conditional technique
can be used to express variability with only TH code input.

In the application below, the sizes of each sample are 5600,
240, and 2160 (training, validation, and test sets, respec-
tively), giving a total data size of 8,000. In this paper, the sim-
ulation length was equally truncated in all cases because AE
structure presupposes the same length of inputs and outputs.
Though the length of the simulation data differs depending on
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TABLE 1. Hyper-parameters of the developed deep learning model.

Hyper-parameter Value
Actlvgtlon ReLU
function
Optimizer
(epsilon) Adam (0.1)
Learning rate 0.00005
Cost function MSE
Batch size 10

the break size of the SLOCA and other conditions, the lengths
are only truncated such that sufficient time exists for the
accident to go to core damage or a safety state. The input data
was normalized by a min-max scaler before being split into
training, validation, and test sets, as follows. As TH results
(e.g., pressure, temperature, and flow rate) have different
degrees, changes in the variables are able to effect the model
depending on the degree. To avoid this problem, the min-max
scaler is applied as below:

§—= Xi — Xmin 3)
Xmax — Xmin
where xmin and xmax are the minimum and maximum values
of x.

As mentioned above, the deeper and wider a deep learn-
ing model is, the better its performance. However, a major
point to consider during model design is achieving a sim-
ple structure for applicability and extendibility of the devel-
oped model. As mentioned above, the cAE has a sym-
metrical structure. Specifically, in the developed model in
this work, the encoder and decoder each have three layers,
with each layer having 10, 95, 190, and 380 nodes. The
hyper-parameters of the developed deep learning model are
summarized in Table 1. It should be noted that the hyper-
parameters are not updated through model training; rather,
they are defined by the modeler. Thus, to make a fine deep
learning model, hyper-parameter tuning should be performed
by the validation dataset. In Table 1, as the activation function
performing the nonlinearity function in the nodes, ReLU is
selected [25].

The MSE is used in this paper, from the following equation:

MSE = | - 5)° 4
= ; (vi = 50) @)

As ANNSs are a type of optimization method, techniques
that improve optimization performance should be applied.
One of these techniques is the initialization method, as shown
in previous research [40]-[42]. In the present work, the He
normal initialization method was applied, as expressed in
Equations 3.4 and 3.5 [41] below:

W ~ N, Var(W)) 4)
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Var(W) = i 6)
Nin
where n;, is the number of nodes in the previous layer. The
He normal initialization method is known as having good
performance for the ReLU activation function. A moving
average with 20 windows is carried out as post-processing.

IV. APPLICATION RESULTS

The developed fast running model was applied to a specific
accident scenario of the APR1400 as a feasibility study.
Refined datasets and the results of applying the developed
deep learning technique to the datasets are described in Sec-
tions 4.1 and 4.2, respectively.

A. SECURING REFINED DATA FOR DEEP LEARNING

To generate a sufficient number of input and output datasets
of TH code for the application study, a rapid cooldown oper-
ation under a small break loss-of-coolant accident (SLOCA)
scenario in the APR1400 (Advanced Power Reactor 1400 in
Korea) was selected. Data generation was conducted using
MARS-KS code, which was developed by the Korea
Atomic Energy Research Institute (KAERI) based on the
RELAP5/MOD3 and COBRA-TF codes [43]. The APR1400
produces 1400 MWe of electricity at full power operation, and
consists of two loops, one steam generator, and two reactor
coolant pumps per loop. The SLOCA defines an effective
break size of less than about 18.6 cm2, which corresponds
to an equivalent diameter of about 1.3 cm to 4.8 cm (0.5—
2.0 inch). In SLOCA, cooling water from the in-containment
refueling water storage tank (IRWST) or safety injection
tank (SIT) is not properly injected early because the pres-
sure of the reactor coolant system (RCS) is higher than the
threshold pressure (i.e., the hydraulic head of direct vessel
injection pump or SIT injection pressure). Accordingly, it is
necessary to reduce the RCS pressure via secondary-side
rapid cooldown, which is a strategy to cool the primary side
at a speed of 55 K/h by rapidly opening the secondary-side
main steam atmospheric dump valve (MSADV).

For the selected accident scenario, four variables and their
distributions were defined to conduct a number of TH simu-
lations: MSADYV initial open time, RCS cooling rate, reactor
coolant pump (RCP) trip time, and duration of available
safety injection. It is expected that the earlier the MSADV
opening time and the greater the RCS cooling rate, the greater
the probability of success of the rapid cooldown operation.
The third variable, RCP trip time, is important because not
only does the RCP generate significant mechanical heat in
comparison to residual heat, but it also affects the RCS
coolant circulation regime. Lastly, although the accident sce-
nario defines that safety injection is unavailable, safety injec-
tion can either be initially failed (fail-to-start) or initially
successful but ultimately fail (fail-to-run).

To obtain probability density functions of the key vari-
ables, [44] used main control room simulator data, fault tree
models with the failure rates of the components, and expert
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judgements. Following this approach, the probability density
functions of the four variables except the variable ‘break
size’, were determined as follows, and are plotted in Figure 8.
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FIGURE 8. Probability density functions of the key variables: (a) MSADV
initial open time, (b) RCS cooling rate, (c) RCP trip time, and (d) safety
injection failure time.

- MSADV initial open time: log-normal distribution
In(X)~N(41, 0.385%)
- RCS cooling rate: Weibull distribution (alpha: 10.2,
lamda: 0.019531)
- RCP trip time: log-normal distribution In(X)~N(13,
0.385%)
- Safety injection failure time (fail-to-run): f(t) = 1.61-
10—9_ e—l.6l-10—9~t
Monte Carlo sampling and multiple TH simulations were
supported by MOSAIQUE code [45]. This code 1) gener-
ates sampling inputs for the TH code and 2) runs auto-
matic TH simulations using multiple CPUs. For training data,
2,000 runs each were performed at 0.5, 1.0, 1.5, and 2.0
inch break sizes, producing 8,000 input-output training data.
In order to verify the developed deep learning model, 100 runs
each were also performed at 1.2, 1.4, 1.6, and 1.8 inch break
sizes. Accordingly, the total number of datasets for training
and verification was 8,400.

B. REUSULTS

This section gives the results of the performance analysis of
the fast running model. The predicted variables were primary
side pressure, primary side temperature, secondary side pres-
sure, secondary side temperature, and peak cladding tempera-
ture (PCT), which are key variables of accident progression in
NPPs. In particular, PCT relates to the degree of fuel damage,
with specific PCT values signifying significant damage to the
fuel.

The performance analysis is carried out dividing as model
test and uncertainty analysis. The model test carries out
within trained range, on the other hand, the uncertainty anal-
ysis is defined as a performance test about untrained range.
If this technology will be used for industrial fields, in all
cases, it is hard to obtain the training data for the fast running
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model. In the case of these environments, it is essential to
assure the performance of untrained data contained within
trained data. Thus, performance analysis that consists of the
model test and uncertainty analysis is performed. The devel-
oped model is able to calculate the results of TH variables for
the accident scenarios with less than 3% of the average error
in 0.2 s. In comparison, MARS-KS code takes about 2 h to
calculate the same results under the same conditions.
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FIGURE 9. Results of the model test for primary pressure, 0.5 inch SLOCA.
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FIGURE 10. Results of the model test for primary temperature, 1.5 inch
SLOCA.

TABLE 2. Summary of the model test.

Mean Standard
Variable (;a) Deviation
’ (%)

Primary Pressure 0.59859 0.3062
Primary Temperature 0.08069 0.03659
Secondary Pressure 1.00392 0.54467
Secondary Temperature 0.15451 0.05938
PCT 0.36858 0.51172

The model test produced prediction results for trained data
(0.5, 1.0, 1.5, and 2.0 inch SLOCA). Table 2 shows the
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FIGURE 11. Results of the model test for secondary pressure, 0.5 inch
SLOCA.
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FIGURE 12. Results of the model test for secondary temperature, 2.0 inch
SLOCA.
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FIGURE 13. Results of the model test for PCT, 2.0 inch SLOCA.

mean and standard deviation values for the accuracy of each
variable. Figures 9—13 plot the target values and the predicted
values from the fast running model for the four break sizes in
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the trained range. In the figures, the blue line is the target
value and the orange line is the predicted value.

TABLE 3. Summary of the uncertainty analysis.

Max M Standard
Variable Error (oja)n Deviation
(%) ° (%)
Primary Pressure 8.46236 2.48344 1.24801
Primary Temperature 1.60845 0.30775 0.14843
Secondary Pressure 14.55639 3.09434 2.11488
Secondary Temperature 1.5892 0.43361 0.25094
PCT 16.03074 1.83678 2.07727
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FIGURE 14. Results of the uncertainty analysis for primary pressure,
1.8 inch SLOCA.
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FIGURE 15. Results of the uncertainty analysis for primary temperature,
1.2 inch SLOCA.

The uncertainty analysis considered the prediction of
untrained data (1.2, 1.4, 1.6, and 1.8 inch SLOCA).
Table 3 summarizes the results of the uncertainty analysis,
where max error is included for more information. Though
the mean error is 1.6%, there are a few cases having large
errors up to about 16%; these should be improved in future
studies. Figures 14-18 plot the target and predicted values
for the individual cases.
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FIGURE 16. Results of the uncertainty analysis for secondary pressure,
1.8 inch SLOCA.
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FIGURE 17. Results of the uncertainty analysis for secondary
temperature, 1.6 inch SLOCA.
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FIGURE 18. Results of the uncertainty analysis for PCT, 1.2 inch SLOCA.

V. DISCUSSION AND CONCLUSION

In order to reduce the enormous code runtimes in obtaining
realistic PSA results, a fast running model applying deep
learning techniques is suggested in this paper. The traditional
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PSA technique based on ETs and FTs has high intrinsic uncer-
tainty, from sources such as parameter uncertainty and model
uncertainty. In order to reduce the uncertainty of PSA results,
a list of plausible scenarios from an ET is generated and then
the consequence of each plausible scenario is determined by
running precise TH codes. To analyze more realistic PSA
models, numerous code runs should be performed that usually
take from a few minutes to several hours. The proposed
method addresses this with the ability to calculate TH code
with high accuracy in a short time.

A performance analysis of the fast running model was
performed under both trained and untrained ranges. Model
test results showed an average 0.44% error and a standard
deviation of 0.29% error. The uncertainty analysis calculated
an average 1.63% error and a standard deviation of 1.68%
error, although the largest error was calculated at 16% in one
case.

For further studies, model updates will be required. The
fast running model developed here is based on an autoen-
coder, in which the input and the output have the same struc-
tural characteristics. The disadvantage then is that data should
always be equally entered in all scenarios. Further studies will
explore the development of a model that can simulate entire
ranges regardless of the length of the scenario. In addition,
it is necessary to develop a generative model that can generate
a more exact distribution of data than the suggested model.
As mentioned in the uncertainty analysis, training data is
not able to be generated for all ranges. Therefore, a sam-
pling method will be included that can generate training data
through deep learning models.

Applying the fast accident scenario identifier using deep
learning can contribute to uncertainty reduction in PSA not
only by deriving various plausible accident scenarios but also
minimizing the human and computational resources needed
to perform the PSA. In addition, it can act as a base tech-
nology that can contribute to dynamic PSA, supporting its
innovative improvement of NPP safety during operation by
deriving optimal response strategies for operators in accident
situations.
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