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ABSTRACT A recently developed swarm intelligence algorithm by studying the natural moth’s biological
behavior is called Moth-Flame Optimization (MFO). The advantages of MFO conclude a simple structure
and a robust selection capability. Still, it is easy to be trapped falling into optimal local, and slow search
converges. This study suggests a new process improving MFO by hybridizing Lévy flight and logarithmic
functions for its formula of flame updating to enhance the optimization performance of the algorithm. In the
experimental section, a set of benchmark functions of CEC2013 and the multi threshold image segmentation
are used to evaluate the proposed method performance. Compared results of the proposed methods with the
different algorithms in the same condition scenarios show that the suggested approach provides better results
than the various algorithms in the competitions.

INDEX TERMS Moth-flame algorithm, color image segmentation, multi threshold segmentation, minimum
cross-entropy.

I. INTRODUCTION
The synergy of cooperation and competition exists widely in
the natural world that are essential factors for the survival
of populations [1], e.g., the colony of ants [2], colonies
bees [3], flocks of birds [4], even bees related to pollen flow-
ers [5], etc [6]. The individuals are smarter when working in
swarms or teams [7], the synergy much higher than the parts
that, based on the cooperation, provides the inspiration for
intelligent computation [8], [9]. The swarm intelligence (SI)
algorithm has implemented synergy by bionic approaches,
such as the Genetic Algorithm (GA) [10], Ants and Bees
colonies (ACO) [2] and (ABC) [3], Particle Swarm Opti-
mization (PSO) [11], Grey Wolf Optimization (GWO) [12],
Cuckoo Search (CS) [13], Differential Evolution (DE) [14],
and Parallel particle swarm optimization (PPSO) [15].

Moth-Flame Optimization (MFO) [16] is a new swarm
intelligence bionic algorithm that taken the inspiration from
natural moth behavior. Due to its excellent performance,
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the algorithm has been widely used in engineering fields [17],
e.g., a confined aquifer parameter inversion, Muskingum
model parameter optimization [18], network flow pre-
diction [19], and power system optimal power flow
calculation [20].

Moreover, image segmentation is a key step in image ana-
lyzing and processing that transforms the original image into
a more abstract and compact form, which makes it possible
for higher-level image analysis [21]. The expansion of the
application field of imaging equipment, the application field
of image segmentation, is also expanding, such as in the
field of medicine, intelligent transportation, video monitor-
ing, industrial production, and so on [22]. The quality of seg-
mentation directly affects the accuracy of feature extraction,
measurement, image recognition, and understanding in image
analysis [23].

Among image segmentation algorithms, the threshold
segmentation algorithm is widely used because of its sim-
ple calculation, high efficiency, and fast speed [24]. The
traditional threshold segmentation method is beneficial for
the single threshold segmentation [25]. However, for the
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multi threshold segmentation, the traditional multi thresh-
old segmentation algorithm has suffered from increasing
complexity computation segmentation time rapidly with the
large threshold number [26]. Because it uses the exhaustive
search for the best threshold, with the increasing number of
thresholds, the amount of calculation will increase rapidly,
the operation time becomes more prolonged, and the opera-
tion speed becomes slower [27]. The process of searching for
the optimal threshold for a given image can be regarded as
a constrained optimization problem. The optimal threshold
can be obtained by optimizing the objective function. The
minimum cross-entropy threshold segmentation is to select
the optimal threshold combination based on the minimum
cross-entropy [28].

However, with the increasing number of thresholds,
the computational complexity also increases exponentially,
which directly affects the efficiency of image segmenta-
tion [29]. Therefore, a multi-level threshold problem is the
extension of the optimum threshold for image segmenta-
tion by maximizing the interclass variance that becomes
very time-consuming because a large number of iterations
required to calculate each class mean and cumulative prob-
ability. The SI algorithm is one of the excellent ways to deal
with the complicated threshold selection problem by learning
from the bionic algorithm to improve the optimization effi-
ciency [30], [31]. A recently developed SI algorithm, MFO
has the advantages of a simple structure and a robust selection
capability [16], [17]. Still, it is easy to be trapped falling
into optimal local, and slow search converges [32]. For these
reasons of weaknesses points when dealing with complicated
problems, MFO has been further notice paid attention to
changing equations and parameters for improving the perfor-
mance functionality, e.g., the enhanced MFO with mutation
strategy (EMFO) [33], chaotic mutative MFO (CMFO) [34].
Especially, MFO had been combined with the Lévy flight for
function optimization and engineering design problems [35].
MFO has been applied to the practical issues, e.g., Intelligent
identification of facial expressions through theMFO [36]; An
unsmooth economic situation emissions dispatch issues by
enhanced MFO [37]; and Parameter identification of single-
phase inverter with improved MFO [38]. However, as the
No-Free-Lunch (NFL) theorem [39] for optimization said,
there is a crucial question as to whether there is an optimiza-
tion algorithm for solving all problems of optimization. It is
aiming at these disadvantages of theMFO algorithm, this arti-
cle considered to improve MFO by hybridizing Lévy flight
and logarithmic functions for its formula of flame updating to
enhance the optimization performance of the algorithm. The
minimum cross-entropy is taken as the optimization objec-
tive function, and the improved MFO algorithm is applied
to multithreshold color image segmentation. As our knowl-
edge, besides combining MFO with the Lévy flight as the
mentioned previous works, we also adapt the inertia weight
and logarithmic functions while processing optimization to
enhance the converge of the algorithm.

The contributions behind the proposed scheme are high-
lighted as follows.
• Enhancing MFO by hybridizing Lévy flight and loga-
rithmic functions for its formula of updating flame based
on a mutation probability.

• Experimenting evaluating the proposed method per-
formance through testing the selected benchmark
functions.

• Applying the new proposed algorithm to solve to the
complex of multi threshold color image segmentation.

The rest of the paper is arranged as follows: Section 2
reviews the conical MFO and the statement of the multi
threshold color image segmentation problem as the related
work. Section 3, which proposes an improvement version
of MFO. Section 4 describes the improved MFO for the
multi threshold color image segmentation issue. The ending
is discussed as the conclusion in Section 5.

II. RELATED WORD
In this section, a new swarm intelligence bionic algorithm
called the moth-flame optimization (MFO) that inspiration
taken from the moth’s flight mode is reviewed in subsec-
tion A. And subsection B would report the statement of
the multi-threshold color image segmentation problem. The
subsections are presented in detail as follows.

A. MOTH-FLAME OPTIMIZATION ALGORITHM
MFO is considered as a novel swarm intelligence optimiza-
tion algorithm with the inspiration from the moth’s flight

FIGURE 1. Flowchart of the proposed IMFO.

VOLUME 8, 2020 174143



T.-T. Nguyen et al.: Scheme of Color Image Multithreshold Segmentation Based on Improved Moth-Flame Algorithm

TABLE 1. The initial rang, dimension, and description of selected test benchmark functions.
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TABLE 2. Test results of the proposed IMFO, MFO and GWO algorithms for selected 23 functions.

mode known as lateral positioning in nature [16]. The opti-
mization process of the MFO algorithm can be abstractly
understood as two behaviors of the moth searching for flame
and its abandoning flame [33]. Over iterations of the opti-
mization process, moths and flames are manipulated with
the simulated formula to update their positions. The moth is
the actual search subject in the search space, and the flame
is the best location so far. Therefore, if the moth finds a
better solution, each moth searches for and updates the flame
near the marked flame. The moth can get its optimal solution
through this process. The set Mo of the moth is expressed as
follows:

Mo =


Mo1,1 Mo1,2 . . . Mo1,d
Mo2,1 Mo2,2 . . . Mo2,d
...

...
...

...

Mon,1 Mon,2 . . . Mon,d

 (1)

where n is the number of moths, and d is the number of
variables (dimension). The fitness value MF of the moth is
expressed as follows:

MF =
[
MF1 MF2 · · ·MFn

]T (2)

Another critical element of the MFO algorithm is flame. The
set of the flame is represented by matrix FL as follows:

FL =


FL1,1 FL1,2 . . . FL1,d
FL2,1 FL2,2 . . . FL2,d
...

...
...

...

FLn,1 FLn,2 . . . FLn,d

 (3)

In this matrix, n is the number of moths, and d is the number
of variables (dimension). ThematrixFF represents the fitness
value of the flame:

FF =
[
FF1 FF2 · · ·FFn

]T (4)
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FIGURE 2. Comparison of convergence curves of the best values the proposed IMFO with the other algorithms, such as the PSO [11], GWO [12], CS [13],
DE [14], PPSO [15], MFO [16], EMFO [33], CMFO [34] for chosen functions: f1, f2, f3, f4, f6, and f7.

The moth-flame optimization algorithm is approximately to
find the global optimal triple

MFO = (I ,P,T ) (5)

In the formula, I is the function of random moth number and
corresponding fitness value. The primary function P makes
the moth move in the solution space. It receives the matrix
Mo and returns the updated Mo, which can be expressed as
follows:

I : ∅ → {Mo,MF} , P : Mo→ Mo (6)

The T function is a termination condition function. If the
termination condition is met, the T function returns true;
otherwise, it returns false. The initial solution is generated by
function I , and the objective function value is calculated. The
P function runs iteratively until the T function returns true.
Update the position of each moth relative to the flame using
the following equation:

Moi = S(Moi,FL j) (7)

where Moi is the ith moth, FL j is the jth flame, S is a spiral
function.
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TABLE 3. Test results of the proposed IMFO, PPSO and PSO algorithms for selected 23 functions.

The helix should satisfy the following three conditions:
the starting point is the moth, the endpoint is flame, and the
floating range does not exceed the search space. Based on
these three points, the logarithmic helix function of MFO
algorithm is defined as follows:

S (Moi,FL i) = Di • ebt • cos (2π t)+ FL j (8)

Di =
∣∣FL j −Moj∣∣ (9)

where, Di is the distance between the ith moth and the jth

flame; b is a constant defining the logarithmic helix; t is
the random number between [−1, 1], indicating the prox-
imity between the next position of the moth and the flame
(t = 1 is the closest to the flame, t = − 1 is the farthest from
the flame). Indicates the closeness of the moth’s next position
to the flame (t = 1 is the closest to the flame, t = −1 is the
farthest from the flame). In order to explore the solution space
globally and ensure the fast convergence speed of the MFO

algorithm, an adaptive updating mechanism of flame number
is proposed to reduce the number of flames adaptively in the
iteration process. The formula for updating flame number is
as follows:

FN = round(N − t
N − 1
T

) (10)

where, N is the maximum number of flames; t is the current
number of iterations; T is the maximum number of iterations.

B. MINIMUM CROSS-ENTROPY FOR MULTI THRESHOLD
The multithreshold segmentation of color image plays a sig-
nificant role in many areas of application, such as in the field
of medicine, intelligent transportation, video monitoring,
industrial production, and so on [24]. The threshold-based
scheme is one of the powerful image segmentation algo-
rithms by choosing a few thresholds to distinguish the target
from the surrounding pixels [23]. For example, the bi-level
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TABLE 4. Test results of the proposed IMFO, DE and EMFO algorithms for selected 23 functions.

thresholding problem just has to select one limit to classify
objects and surroundings into two classes, which is quickly
applied. However, multilevel thresholding is more prevalent
in problem-solving activities such as mixed-type text inter-
pretation and color image segmentation [40]. Threshold pro-
cessing is a practical tool for the segmentation of images.
Single threshold image segmentation can only be considered
an actual design problem, whereas multi thresholds can be
viewed as a multi-objective programming optimization prob-
lem [28]. Multi threshold image segmentation is to use the
threshold vector T = {t1,t2, . . . , tK} composed of K thresh-
olds to divide the image I into K+1 region {C0,C1, . . . ,CK }.
The minimum cross entropy segmentation method is used to
select the global optimal threshold vector T ∗. The optimal

threshold T ∗ needs to be satisfied as the following expression.

T ∗ = argmin {f (t1, . . . , tK )} (11)

where f is the objective function for the multiple thresh-
olds for image segmentation. Finding the target vector with
the minimum fitness value T ∗ is the best threshold vector
obtained from the image. The implementation process of the
multi-threshold image segmentation can be regarded as a sin-
gle objective optimization problem. The optimization process
combinedwith the swarm intelligence optimization algorithm
is actually the optimal threshold combination to solve the
fitness function of minimum cross-entropy multi-threshold
segmentation.
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TABLE 5. Test results of the proposed IMFO, CS and CMFO algorithms for selected 23 functions.

III. ENHANCING MOTH-FLAME ALGORITHM
This section presents the proposed improving MFO algo-
rithm (IMFO) by modifying with three factors, i.e., hybridiz-
ing with the Lévy flight, adapting weight, and descending
curvilinear strategy. The presentation is split into two sub-
sections: the proposed part and the experimental results and
discussion part in detail as follows.

A. IMPROVING MOTH-FLAME OPTIMIZATION
ALGORITHM
In order to improve MFO algorithm (IMFO), the updating
formula of flame and moth is modified with three factors,
i.e., hybridizing with the Lévy flight, adapting weight, and
descending curvilinear strategy. The suggested scheme of
enhancing the optimization algorithm is described details as
beginning with hybridizing with the Lévy flight as follows.

Lévy flight is introduced here as a kind of random walk,
which is characterized by a large number of short-distance
walks and a small number of long-distance jumps. It can be
used to simulate random or pseudo-random natural phenom-
ena. Since it is difficult to implement the original formula,
we generally use the improved planning mode, which is
expressed as follows.

Levy(β) ∼
µ

|γ |1/β
(12)

Lévy can be computed by components of Lévy flight;
µ ∼ N (0,σ 2); γ ∼ N (0, 1).

σ =

{
0(1+ β)sin(πβ/2)

β0 [(1+ β)/2] 2(β−1)/2

} 1
β

(13)

The application of Lévy flight to theMFO algorithm is imple-
mented through updating the position of moths relative to the
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FIGURE 3. Flow chart of multi threshold image segmentation using the
IMFO.

flame in Eq.(7) is figured out as follows.

Moi = Moi ~ Levy(β) (14)

where, ~ is the point multiplication operation. Additionally,
because of the MFO algorithm, the updating mechanism of
the moth position is realized by logarithmic helix function.
Still, this function only defines the moth flying to the flame,
which makes the moth fall into the local optimum easily
while dealing with complicated problems, and there are some
deficiencies in the global optimization. The adaptive weight
method used in this article reduces the value of the adaptive
weight when the moth looks for the optimal solution near the
flame, which can enhance the searching ability of the moth
near the optimal solution and improve the local optimization
ability of the moth. Thus, the logarithmic helix function of
the MFO algorithm used in Eq.(8) also can be enhanced for
the speed converge in optimization processing by adding the
inertia weight adaption.

The specific calculation formula of adaptive weight w is as
follows:

w = 1+ sin(π +
π t
2T

) (15)

Therefore, the original formula of position Eq.(8) is changed
by modifying as follows.

S (Moi,FL i) = Di • ebt • cos (2π t)+ wFL j (16)

The adaptive weight w is multiplied by the jth flame FL j,
when the moth approaches the flame, the value of w will

decrease, which improves the moth’s local optimization abil-
ity and avoids the moth missing the optimal solution.

Moreover, because there are a large number of random
states in the swarm behavior of moths, it needs to be tested
repeatedly, which leads to the time-consuming of the algo-
rithm. The updating mechanism of flame number is changed
from linear descent to curvilinear descent, which improves
the convergence speed of the adaptive flame number and the
convergence speed of the algorithm. The updated formula of
the number of adaptive flames FN is as follows.

FN = round(
T

t + (T/N )
) (17)

where, N is the maximum number of flames; t is the current
number of iterations; T is the maximum number of iterations.
Algorithm 1 lists the pseudo-code of the proposed IMFO.

Algorithm 1 Pseudo-Code of the IMFO
Initialization:
Initialize the position of moths and the parameters
Iteration:
1: while iteration<max_iteration do
2:Update the flame by Eq. (10)
3: Update inertia weight coefficient by Eq. (15)
4: MF=Fitness function(Mo)
5: if iteration=1
6: Sor t the first population of moths and tag the best
position by flames
7: else
8: Sort the other population ofmoths and update the other
flames
9: end if
10: for i = 1 : n do
11: for j = 1 : d do
12: Update b and t as Eq.(8)
13: Update the distance d with the Eq. (9)
14: According to the conditions, the position of the
moth updated by Eq. (16)
15: end for
16: end for
17: Update the position of the current search agent with
the Eq. (14)
18: iteration=iteration+1
19: end while
Output:
Global optimal value and global optimal solution

The detailed steps of the IMFO optimization algorithm are
summarized based on the above discussed as follows.

Step 1: Set the initialization space, generate population
n for moths randomly, the maximum number of iterations,
calculate the fitness function, tag the best locations by flames,
and S set to a spiral function.

Step 2: Update the parameter b and t using Eq. (8);
Calculate D for the corresponding moths Eq.(9); Sort and
assign flame Eq.(2). Update the moth Eq.(7).
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FIGURE 4. Selected original images.

FIGURE 5. Visually obtained three channels (RGB) of the proposed IMFO for the image 06.

Step 3: Calculate adaptive weight Eq.(15); Update the S
function Eq.(16); Compute the components of Lévy flight:
µ, σ, and γ in Eq (13) for calculation of Eq.(12); Update the
new moths with Eq.(14).

Step 4: If the number of iterations reaches the maxi-
mum or the optimal position meets the convergence con-
ditions, the algorithm is terminated, and the search result
is the output: the globally optimal moth position and
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FIGURE 6. Comparison of the suggested IMFO scheme with the methods of the PSO [28], and GWO [40] and the three channels (RGB) visually
derived for images 01 to 04 with thresholds set at 8.

its corresponding fitness function value. Otherwise, return
to Step 2.

Figure 1 shows the flowchart of the proposed IMFO
algorithm.

B. EXPERIMENTAL RESULTS AND DISCUSSION
In order to assess the possible well efficiency of the pro-
posed IMFO algorithm, we use the chosen samples from the
test suite CEC2013 [41] for certain benchmark functions.
The reasons for only selecting twenty-three functions from
CEC2013, 14 [41], [42] is because of the test suit have
varieties functions of categories, e.g., the unimodal, multi-
modal, fixed-dimension modal, and composite benchmark
functions. We selected several functions from each of the
classes for presenting features in the guarantee of varieties
of benchmark functions. The selected twenty-three functions
are to give easily and fitly in a page layout presentation.
Literatures [41], [43] give complete access to the test suites
at CEC2013 that consists of some types of test models (A, B,
C, and D as listed in Table1) for real number optimization

functions. The selected functions include four unimodal test
functions (f1-f4), six multi-modal test functions (f5-f10), ten
fixed-dimension multimodal benchmark functions (f11-f20)
and three sample composition functions (f21-f23).

The experimental results obtained from the proposed
IMFO algorithm are compared in literature with various algo-
rithms, e.g., the PSO [11], PPSO [15], CS [13], DE [14],
MFO [16], GWO [12], EMFO [33], CMFO [34] algorithms.
In order to allow the comparison of different algorithms, all
values for the fitness function are reduced to the same min-
imum. Which one of the intelligent algorithms, competitive
algorithm can typically consider a lower, optimal global cost,
it would be the better one.

Table 1 lists the initialization range of boundary space,
dimension, and description test benchmark functions.

Parameter settings for the optimization algorithms ran-
domly initialize the number of solutions to 80, and each
solution is set to Dim., of dimensions, and the search space
range (for example, of aspect is−100 to 100) range as (Dim.,
and range listed in Table 1).
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FIGURE 7. Comparison of graphs obtained under different threshold values.

The maximum number of iterations is 200. For a fair
comparison, each algorithm is run 21 times. The parameter b
is set 1 for the IMFO, EMFO, CMFO, and originalMFO algo-
rithms. The variable a is set 2 to 0 for the GWO algorithm.
The weightw is placed 0.9 to 0.4, and parameterc1, and c2 are
set to 1.49455 for the PSO and PPSO algorithms. α is set to a
range of 0.08 to 0,13, β is set to 0.99, and γ is set to a variety
of 3 to 5 for the CS algorithm. F is set to a range of 0.6 to 0.9,
and cr is set to 0.2 for the DE algorithm.
Some experimental and comparative experiments are

implemented to evaluate the proposed IMFO performance
that is presented in detailed experimental data in Tables 2-5,
and Figure 2.

In order to comprehensively assess the performance of the
proposed IMFO algorithm, we recorded the best value, mean,
and standard deviation of the optimization functions for the
algorithm run 21 times. The smaller the value obtained by the
algorithm, the better the optimization results.

The data tables about obtained results of the algorithms are
the statistical obtained results, e.g., the optimal best value,
average values, and standard deviation of the optimal values
for test functions are compared algorithms to reflect the
performance of the proposed algorithm. The consumed times

of running optimization algorithms for the test functions
are also considered to generate a statistic. The summarized
symbols are ‘‘win’’, ‘‘lose’’, and ‘‘draw’’ that presented
means as the comparison between the proposed IMFO with
the other algorithms in paired for the best, lose, or draw. For
example, if the best value of the obtained results of the IMFO
for test function 1 is smaller (minimum function) than the
PSO algorithm, the ‘‘win’’ is counted for adding 1, otherwise,
the symbol of ‘‘lose’’ is counted one or the ‘‘draw’’ is counted
one if it equals.

Observed from Tables 2 to 5, the results show that the
proposed IMFO has a number of the ‘‘wins’’ that are more
than the PSO, MFO, DE, CS, WGO, and PPSO. However,
the figures for the IMFO are not more significant than the
EMFO and CMFO algorithms much.

The execution consumed times of the proposed algo-
rithm running for the test functions are also considered to
generate a statistic. As added multiple the moth position
vector with the Lévy flight operator, the time running is also
affected that caused the executing test functions, especially
for the unimodal, and fixed modal benchmark functions have
the time consumption executing longer than the previous
one. However, for the complicated test functions like the
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TABLE 6. The metric of evaluation parameters used to measure segmented image results.

TABLE 7. Comparison of the obtained results of the optimization of the proposed IMFO scheme with the PSO, MFO, GWO, ABC, IABC schemes for
multilevel image segmentation based on a metric of the PSNR.

category of the composite and multimodal functions, the time
running use of the proposed IMFO is as long as the other

algorithms such as the EMFO, CMFO, and shorter than
PPSO.
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TABLE 8. Comparison of the obtained results of the optimization of the proposed IMFO scheme with the PSO, MFO, GWO, ABC, IABC schemes for
multilevel image segmentation based on a metric of the SSIM.

Figure 2 shows the comparison of convergence curves of
the best values the proposed IMFO with the other algorithms,
such as the PSO, MFO, GWO, CS, DE, PPSO, EMFO, and
CMFO for chosen functions: f1, f2, f3, f4, f6, and f7. It can
be seen that the proposed IMFO produces faster convergence
than the other algorithms in comparative experiments for the
selected test functions.

IV. THE IMFO FOR MULTITHRESHOLD IMAGE
SEGMENTATION
The traditional multithreshold segmentation algorithms faced
the computation problem; complicated time increases rapidly
with whenever the number of thresholds increased. The intel-
ligent optimization algorithm must be combined with the
optimal threshold vector. In order to solve this problem well,
the improved MFO algorithm is applied to the multithreshold
image segmentation, where minimal cross-entropy is taken as
the objective function for optimization.

A. MULTITHRESHOLD IMAGE SEGMENTATION USING
IMFO
Assume that n thresholds for an original image can be divided
into the various groups T(n+1). Let t1, t2, . . . , tn.be n thresh-
olds of the image regions with class1 ∈ {0, . . . , t1}, class2 ∈
{t1, . . . , t2}, . . ., classn+1 ∈ {tn, . . . ,L}. The objective
function [28] for the optimal n thresholds is formulated as

follows.{
t∗1 , . . . , t

∗
n
}
= argmin {f (t1, . . . , tn)}

Subject to 0 < t1 < t2 < . . . < tn < L

(18)

where
{
t∗1 , . . . , t

∗
n
}
are optimal obtained results from n thresh-

olds; f (t1, . . . , tn) is the objective function for the optimiza-
tion of the multilevel image segmentation with optimum
threshold values. The minimum cross-entropy scheme is used
to determine the appropriate thresholds for image segmen-
tation. The cross-entropy measures the theoretical distance
of information for two on the same set of probability dis-
tributions [44]. Let P {p1, p2, . . . , pn}, and Q {q1, q2, . . . , qn}
be two probabilistic distributions. The cross-entropy can be
expressed for two distributions of the P and Q as follows.

D (P,Q) =
n∑
i=1

pi log
pi
qi

(19)

The threshold values can be calculated based on optimizing
the cross-entropy between the threshold version and the orig-
inal image. The feature extraction of the image Is is figured
out as follows.

Is (x, y) =

{
u (1,t) , I (x, y) < t
u (t,L + 1) , I (x, y) ≥ t

(20)
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TABLE 9. Comparison of the obtained results of the optimization of the proposed imfo scheme with the PSO, MFO, GWO, ABC, IABC schemes for
multilevel image segmentation based on a metric of the FSIM.

where I is the original image (with z (i) is its histogram);
i = 1, 2, . . . ,L, L is a gray level); t is the threshold value
for extracting feature image I , and u is calculated as follows.

u (a, b) =
b−1∑
i=a

iz (i)/
b−1∑
i=a

z (i) (21)

Then the cross-entropy can be rewritten as expression
follows.

D (t) =
t−1∑
i=1

iz (i) log
(

i
u (1,t)

)

+

L∑
i=t

iz (i) log
(

i
u (t,L + 1)

)
(22)

Also, its expression can be expressed as follows.

D (t) =
L∑
i=1

iz (i) log (i)−
t−1∑
i=1

iz (i) log (u (1,t))

−

L∑
i=t

iz (i) log (u (t,L + 1)) (23)

The extension with the case of the n thresholds can apply
obtained multilevel image feature extraction that can be

expressed as follows.

D (t1, . . . , tn)

=

L∑
i=1

iz (i) log (i)−
t1−1∑
i=1

iz (i) log(u (1,t1))

−

t2−1∑
i=t1

iz (i) log (u (t1, t2))−
L∑
i=tn

iz (i) log (u (tn,L+1))

(24)

The minimum cross-entropy determines the optimal thresh-
old values, in which adding t0 = 1, tn+1 = L + 1, and then
the objective function can be redefined as follows.

f (t1, . . . , tn) = −
n∑

k=0

tk+1−1∑
i=tk

iz (i) log (u (tk , tk+1)) (25)

The optimal n thresholds
{
t∗1 , . . . , t

∗
n
}
by theMCET can be

calculated as follows.
{
t∗1 , . . . , t

∗
n
}
= argmin {f (t1, . . . , tn)} .

The IMFO algorithm for image segmentation is illustrated
with flowchart steps, as shown in Figure 3.

B. EXPERIMENTAL DATA OF MULTITHRESHOLD IMAGE
SEGMENTATION
Six color images are selected from the library to test the
efficiency of the proposed scheme for the segmentation of
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TABLE 10. Comparison of the obtained results of the optimization of the proposed imfo scheme with the PSO, MFO, GWO, ABC, IABC schemes for
multilevel image segmentation based on a metric of the EPI.

multilevel thresholds [45], [46]. The threshold values of the
three (RGB) channels as three color components: red, green,
and blue, and the threshold values are set at 5, 8, 10, and 12.
Figure 4 lists the chosen picture color with separate bands
(RGB) with each color image, with it being a multidimen-
sional, multimodal model. The optimal objective function
value is equal to the sum of the best objective function values
of the three components. The parameter setting for the IMFO
and the metaheuristic optimization algorithms are the same
conditions for the experiment, e.g., the population size of all
algorithms is set to 100, the maximum number of iterations is
200, the threshold number is K = 3, 5, 8; be set to 1 for the
IMFO and MFO, C1 = C2 = 1.5 for the PSO, and the inertia
weight coefficient is from 0.9 to 0.2. For GWO, the parameter
setting is the same as the original algorithm a ∈ [0, 2],
b = 1, l ∈ [−1, 1]. Each algorithm runs 20 times on six
images, and the average value of the segmentation index is
taken.

The findings obtained from the proposed IMFO mul-
tithreshold image segmentation scheme as an interface
attribute extraction are contrasted with the methods of
the PSO [28], GWO [40], Artificial bee colony algorithm
(ABC)[47], Improved artificial bee colony (IABC) [46], and
MFO [46], schemes, respectively. Channels of the color

image, then the segmented results are concatenated to form
the segmented image finally.

Figure 5 displays some visually segmented images.
Figure 6 demonstrates the integration of the proposed IMFO
scheme with the three channels visually derived (RGB) for
image 06 with thresholds set at 5. This figure also shows the
analysis of IMFO scheme convergence in comparison with
methods PSO, and GWO schemes. Through using different
optimization algorithms in comparison means that the accu-
racy of the segmented image has increased with threshold
changes by the proposed IMFO scheme. It is seen that the
suggested IMFO scheme can deliver the coverage faster than
the PSO scheme and the GWO scheme. Figure 7 depicts the
image channels visually extracted (RGB) in comparison of
graphs obtained under different threshold values PSO, GWO,
and ABC schemes.

In order to assess the quality of the segmented image of
the results obtained from the experiment, metrics of PSNR
and SSIM, FSIM, and EPI are used to perform a compre-
hensive evaluation of the various algorithms in comparison.
Table 6 lists the metric of evaluation parameters used to
measure segmented image results.

Tables 7 to 10 list the comparison of the obtained results
of the optimization of the proposed IMFO scheme with the
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PSO, ABC, MFO, GWO, IABC schemes for the multilevel
image segmentation based on the several aspects, e.g., PSNR,
SSIM, FSIM, and EPI metrics The higher rating of the PSNR,
SSIM, FSIM, EPI parameters, the better segmented multi-
threshold results are, and the accuracy and visibility of the
segmented image are as good as the original image for visible.
In Tables of 7 to 10, the best values of the thresholds of the
images are highlighted. From the data values from the tables,
we can see that the number highlight of the six color images
obtain similar segmented results belongs to the proposed
scheme. Typically defines more than the other opposing algo-
rithms, the suggested IMFO algorithm. Overall, the proposed
IMFO algorithm is accurate and feasible in the resolution of
the multilevel image segmentation problem.

V. CONCLUSION
In this article, we proposed a new method of enhancing
the Moth-Flame Optimization (MFO) algorithm by adjusting
the flame-update positioning mode based on hybridizing the
Lévy flight, adding inertia weight, and polynomial iteration
feature to increase the algorithm’s optimization efficiency.
The improved MFO algorithm (IMFO) has been applied to
themultithreshold image segmentation problem,with its min-
imum cross-entropy threshold segmentation method has been
used to experiment. In the experimental portion, the proposed
IMFO scheme outputs are evaluated using a selected series of
CEC2013 benchmark functions and the multithreshold image
segmentation to test the suggested scheme performance. The
comparison of the results of the proposed IMFO scheme with
the various algorithms in the literature under the same case
situations shows that the recommended solution produces
better performance than the different competing algorithms.
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