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ABSTRACT Fatigue driving has become one of the most common causes for traffic accidents. In this article,
we proposed an effective fatigue detection method based on eye status with pupil and iris segmentation. The
segmented feature map can guide the detection to focus on pupil and iris. A streamlined network, consisting
of a segmentation network and a decision network, is designed, which greatly improves the accuracy and
generalization of eye openness estimation. Specifically, the segmentation network that uses light U-Net
structure performs a pixel-level classification on the eye images, which can accurately extract pupil and
iris features from the video’s images. Then, the extracted feature map is used to guide the decision network
to estimate eye openness. Finally, the detection method is test by the National Tsing Hua University Drowsy
Driver Detection (NTHU-DDD) Video Dataset and the precision of fatigue detection achieves 96.72%.
Experimental results demonstrate that the proposed method can accurately detect the driver fatigue in-time
and possesses superior accuracy over the state-of-the-art techniques.

INDEX TERMS Fatigue detection, pupil and iris segmentation, percentage of eyelid closure (PERCLOS),
deep learning.

I. INTRODUCTION
Driving for a long time will cause driver fatigue. And the
driver will have a phenomenon of drowsiness, which easily
leads to a traffic accident. In the 2018 Global Road Safety
Status Report, World Health Organization (WHO) noted that
1.35 million people died in road traffic accidents every year.
According to the different fatigue performances, there are
the following three kinds of detection methods: (1) fatigue
detection method based on the physiological signals, which is
to judge fatigue according to the oxygen level of brain tissues
and muscle tissues [1], [2], (2) fatigue detection method
based on the vehicle behavior, which monitors the variations
of steering wheel angle, lane position, speed, acceleration,
and braking to predict the driver fatigue [3], [4], and (3)
fatigue detection method based on the drivers’ facial fea-
tures, which monitors the facial expressions to judge the
driver’s fatigue state because the frequency of yawning and
blinking increases when the driver is fatigued [5], [6]. How-
ever, the first two kinds of methods, which are intrusive

The associate editor coordinating the review of this manuscript and

approving it for publication was Naveed Akhtar .

detection methods, will affect the driving behavior. And the
third kind of methods, which only depend on vision analy-
sis to monitor the driver’s status, is non-intrusive and does
not interfere with the driving behavior. Besides, Dinge and
Grace [7] have found that PERCLOS (percentage of eyelid
closure over the pupil) was an effective indicator for fatigue
detection.

In order to accurately calculate PERCLOS, we must judge
the eye status in real time. Therefore, a large number of
researchers have explored methods of eye status detec-
tion [8]–[10]. As shown in Fig. 1, in most of them the eye
images are directly taken as the input, and then the Con-
volutional Neural Networks (CNN) is used to judge to the
eye status. To ensure strong generalization ability of the net-
work, the deep learning network models has also been estab-
lished. However, in order to achieve the real-time detection,
the deep learning network level should not be too deep [11].
In response to this trade-off, we proposed a segmentation-
based eye status detection model (SESDM). The model con-
sists of a segmentation network and a decision network. It not
only improves the accuracy of the network, but also improves
the generalization of the network.
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FIGURE 1. General framework for eye status detection.

A. RELATED WORK
Accurate eye status detection method is very important for
fatigue detection. In this part, we will introduce the currently
popular eye status detection methods, which are based on
shape recognition, template matching, traditional machine
learning and deep learning, respectively.

Shape-based approaches aim to recognize the eye states
according to the geometric relationships or circular shape of
visible iris. Kurylyak et al. [12] set some thresholds for the
difference between video frames in eye region pixel level to
detect the eyelid movement. Then the differences of vertical
and horizontal projections are used to detect the degree of eye
openness. In addition, Wang et al. [13] proposed the method
of blink detection based on the trained adaptive boosting
(Adaboost) with contour circle (CC). They experimentally
proved that the vertical coordinate of the CC can be the best
feature which can classify open/closed eyes by the linear
decision surface.

Template matching is another simple and direct method of
eye status detection. Yutian et al. [14] used template matching
to roughly detect the driver’s eye status and then the cur-
vature of the upper eyelid was captured for finer identifica-
tion. Gonzalezortega et al. [15] used projection operations to
generate three templates for open, nearly closed, and closed
eyes, respectively. And the state of the eye can be judged by
comparing the similarity between the templates and the test
image.

However, using shape recognition or template matching,
the different parameters need to be set for different indi-
viduals. Traditional machine learning method can effec-
tively overcome this shortcoming. Eddine et al. [16] used
the support vector machine (SVM) and multi-layer percep-
tron (MLP) to identify local binary pattern (LBP) feature
images. The model is verified on the ZJU dataset with an
accuracy of 95%.Han et al. [17] developed a driver sleepiness
detection system. This system predicts the state of the eye
through a single-layer neural network regressionmodel. They
collected a 30-minute driving video of 8 people, with an
accuracy of 91%.

In a real environment, varying lighting conditions will
lead to increased difficulty in eye status detection. Tem-
plate matching, shape recognition, and traditional learning
method have poor detection performance in the complex envi-
ronment. With the development of deep learning, computer
vision has achieved breakthrough results [18]–[20]. In the
2012 ImageNet competition, Krizhevsky et al. [20] achieved
the outstanding results in building the AlexNet, because CNN
has powerful feature extraction capabilities. The method of
using deep learning to recognize the state of the eye has
been proposed. Wang et al. [11] established a dual-stream

bidirectional CNN model for eye status detection. The net-
work uses binocular consistency as the information exchange.
Finally, using the interactive information, the state of the
eyes can be judged. However, using the projection features
of pupil to judge the eye status needs to adjust the parameters
according to differences among people, which leads to poor
generalization ability. To overcome the influence of wearing
glasses, Zhang et al. [10] captured the driver’s facial videos
by near-infrared cameras and then used the CNN to judge the
status of eyes.

In summary, shape recognition and the template match-
ing methods have the problem of insufficient generalization.
Thus, it is very difficult to set a common threshold and
template. Traditional machine learning methods can divide
the eyes into open, closed, and half-open states. However, it is
fuzzy for themethod to judge the process from closed to open.
Hence, to accurately characterize the driver drowsiness based
on the eye images, it is desirable to measure the eye-openness
continuously.We developed a novel method for eye-openness
estimation based on the pupil and iris of the eye so that
there was no need to detect the feature points and curves
around the eyes. The SESDM, consisting of a segmentation
network and a decision network, was designed. Specifically,
the segmentation network performs pixel-level classification
of eye images, which can accurately extract pupil and iris
features from the video’s images. Finally, this prior feature
is used to guide the decision network to estimate the eye
openness. Accurate and timely driving fatigue detection can
be achieved.

II. METHOD
In order to reduce the interference of light changes, we used
infrared cameras to capture facial videos. The proposed
fatigue detection method is as shown in Fig. 2, which is
divided into three stages. In the first stage, the Dlib face
key point detection algorithm was adopted, which can detect
68 key points of the face, including the edge position infor-
mation of the eyes, nose and mouth. The eye image twice the
width of the eye can be selected and cropped. By adaptive
cropping of the eye images, the robustness of the fatigue
method is greatly enhanced. In the second stage, the degree
of the eye openness is successfully estimated by the proposed
SESDM network. As shown in Fig. 3, this part includes two
networks. The segmentation network, as the first network,
is used to segment the original eye image at the pixel level.
The pupil and iris features in the eye image are extracted.
Then the prior features and the original images are input into
the second network, called the decision network, which deter-
mine the level of eye openness. In the third stage, SESDM
is used to estimate the eye openness of each frame. And
we calculate the PERCLOS value based on the level of eye
openness.

A. SEGMENTATION NETWORK
Pupil and iris features play a key role in the task of eye status
detection. In the recent method [11], the author introduces the
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FIGURE 2. Fatigue detection framework.

FIGURE 3. Eye state estimation network structure.

pupil feature in the network. But the method of pupil projec-
tion is susceptible to be affected by the environment. Thus,
here, a segmentation network as a preprocessing method was
proposed. As shown in Fig. 4, the U-Net for the pupil and
iris segmentation were adopted, which is a kind of the Fully
Convolutional Networks (FCN). It is suitable for our work
because it can perform the classification and localization in
real-time [21]. The segmentation network converts pupil and
iris to the foreground, and the other areas to the background.
The shortcut of the segmentation output map is introduced to
fully express the characteristics of the level of eye openness.
As shown in Fig. 4, the left side of the U-Net structure is
called contracting path, which consists of 3×3 convolutional
layers and max pooling layers, and the right side is called
expansive path, which consists of convolutional layers and
concatenating paths from the layers from the contracting path.

However, in the case of U-Net, all points around the pupil and
iris are classified as a region of interest. The left side enables
the multiscale analysis by stacking the image pyramids, and
the right side enables to acquire the pixel-wise classification
results. The U-Net also concatenates the reduced feature map
in the contracting path and upsampled output that enables the
output to assemble the information of various scales. This
resolves the trade-off between localization accuracy and the
abundance of contextmentioned above.Moreover, since there
are no fully connected layers, the network requires a smaller
number of parameters compared to the regression network at
the same depth.

B. DECISION NETWORK
The segmentation network’s input and single-channel out-
put are summarized point to point with equivalent weights.
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FIGURE 4. A light U-Net architecture for pupil and iris segmentation. Each rectangular box represents a feature map, and the number on the box
represents the number of channels in the feature, the number before the box represents the size of the feature.

This results in a new layer that represents the input for the
remaining layers with a convolutional layer with 3 × 3 ker-
nel sizes and a ReLU layer. Combination of both layers is
repeated 4 times, with 16, 32, 64 and 128 channels in the first,
second, third and fourth convolutional layers, respectively.
A detailed depiction of the architecture is given in Fig. 3. The
number of channels is increased as the resolution of the fea-
tures decreases, therefore resulting in the same computational
requirement for each layer. The proposed design effectively
results in a 16-times-smaller resolution of the last convolu-
tional layer than that of the original image. Next, the network
performs global maximum, resulting in 128 output neurons.
Then, the segmentation output map performs convolution and
global maximum operations, resulting in 128 output neurons.
Finally, we connect two 128 neurons and map them into a
new 128 output neurons. This design results in 128 output
neurons that are combined with the weights into the final
output neurons.

The design of the decision network follows two impor-
tant principles. First, the appropriate capacity for complex
shapes is ensured by using several layers of convolution. This
enables the network to capture not only the local shapes,
but also the global ones that span a large area of the image.
Second, the decision network uses not only the segmentation
network’s output map, but also the new feature map which is
generated by the input and output of segmentation network.
This introduces a shortcut that the network can avoid using a
large number of feature maps. It can also guide the network
to focus on pupil and iris. The shortcuts are implemented at
two levels. One is at the beginning of the decision network
where the feature map is fed into several convolutional layers
of the decision network, and another one is at the end of the
decision network where the segmentation output map per-
forms convolution and global maximum operations, resulting
in 128 output neurons.

C. FATIGUE PARAMETER
PERCLOS is still considered as the most effective mea-
surement parameter of drivers fatigue for vision-based non-
intrusive approaches [22]–[25]. PERCLOS is defined as the
percentage of eyelid closure over the pupil over a specified
time period. Specifically, PERCLOS calculates the propor-
tion of time within a specified time duration that the eyelid
covers over 80% of the pupil [25]. As shown in Fig. 5, it is a
schematic diagram of eye status. As shown in Formula (1),
we derive the eye aspect ratio (EAR) that is used as an
estimate of the eye openness.

EAR =
h
w

(1)

FIGURE 5. The diagram of eye. w represents the width of the eye, and h
represents the distance between the eyelids.

According to Ref. [26], for a fully opened eye, the eye
openness level EAR is around 0.5 and 80% of the eyelid
closure corresponds to EAR= 0.1. Therefore, the PERCLOS
defined on eye openness can be computed as:

FPERCLOS =
nclose
Ntotal

∗ 100% (2)

where nclose represents the number of frames with closed
eyes, andNtotal represents the total number of detected frames
in the specified time. Therefore, according to the different
PERCLOS values [27], the status can be divided into normal
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and fatigue, the formula is:

St =

{
Fatigue if Fperclos ≥ 0.2
Normal if Fperclos < 0.2

(3)

where 0.2 is the PERCLOS threshold for dividing normal and
fatigue status.

III. DATASET
Everyone has different eye characteristics. Therefore,
we need large amount of tag data for training an excellent eye-
openness estimation network. Three facial key point datasets,
include WFLW [28], the 300-W Challenge [29]–[31] and
Helen [32], are used to obtain eye data. In addition to the key
points, there are also information such as different ethnicities,
lighting conditions and whether wearing glasses. Among
them, the WFLW dataset is a dataset with 98 key points,
and both the 300-W Challenge and HELEN dataset mark
68 key points. The level of eye openness information and the
foreground can be obtained by its mark file. Maps of the pupil
and iris, as shown in Fig. 6(b), are used to calculate the level
of eye openness through formula (4).

EAR =


‖p3 − p7‖
‖p1 − p5‖

if Landmark = 98

‖p2 − p6‖ + ‖p3 − p5‖
2 ‖p1 − p4‖

if Landmark = 68

(4)

where p1, . . . , p6 are the 2D landmark locations, depicted in
Fig. 6(b).

In order to ensure the data quality, we select the eye image
whose resolution is greater than 45 x45. Finally, we col-
lected 9728 eye data, including 6225 data as the training set,
1557 data as the validation set, and 1946 data as the test set,
named as ‘‘EYE DATA’’.

IV. IMPLEMENTATION
Our training environment is on a server computer with
NVIDIA TITAN XP GPU. When training the segmentation
network, we convert the images’ resolution to 64 × 64.
Additionally, the input images are normalized through mean
channel subtraction. Optimization is performed using Adam
with a mini-batch size of 64 and a momentum of 0.9. The
initial learning rate is set to 0.001. The network is trained
for 100 epochs on the training set. This process is binary
classification for each pixel of the original image. Finally,
the eye image is divided into foreground and background,
where the foreground contains pupil and iris.

The decision network is used to estimate the eye openness.
The training is carried out separately from the segmenta-
tion network. Specifically, first of all, only the segmenta-
tion network for independent training to optimize the weight
parameters. Then, the decision network is trained, which can
avoid the over-fitting problem caused by a large number of
weights in the segmentation network. And the segmentation
network provides prior knowledge to the decision network,
which makes the decision network more effective in feature

FIGURE 6. The production process of EYE DATA: (a) Extract the eye image.
(b) Calculate the level of eye openness according to formula (4).
(c)annotating binary ground-truth map.

extraction.When training the decision network, the same data
processing method was used as in the segmentation network.
Optimization is performed by using Adam with a mini-batch
size of 64. The initial learning rate is set to 0.0001. The
network is trained for 100 epochs on the training set. We save
the best model by evaluating on the validation set during the
optimization process. At test time, the model predicts the
level of eye openness of each eye image.

V. EXPERIMENTS
In this section, we analyze the influence of different struc-
tural parameters on the performance of SESDM, compare
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TABLE 1. Test set identification results of SESDM with different U-Net structures in EYE DATA.

the performance of SESDM network with other typical net-
works for eye openness estimation, and compare the perfor-
mance of our method with other fatigue detection methods.
Finally, we test the performance of our method in real driving
environments.

A. COMPARING THE PERFORMANCE OF SESDM WITH
DIFFERENT PARAMETERS
In this subsection, we analyze the performance vs. network
complexity. As stated previously, the segmentation network
uses a light U-Net architecture, compared to the original
U-Net network. However, the structures with different com-
plexity will affect the model performance. We use the ‘‘EYE
DATA’’ dataset to train models with different structures and
compare their performances. As shown in Table 1, our U-Net
with the number of floors and/or the number of channels,
are compared. Fig. 7 shows the change curve of the recog-
nition accuracy of the U-Net and the loss of SESDM on the
validation set. It can be seen that when U-Net’s number of
floors is 4 and channels on the 1st floor is 16, it performs
best on the validation set, with the highest accuracy reach-
ing 98.64%, and its SESDM also performs well on Loss.
In Table 1, we used the SESDM networks with different
structures of U-Net network to estimate eye openness on the
test set, and calculated the error between the predicted value
and the true value, which proved again that when the number
of floors of U-Net is 4, and channels on the 1st floor is 16,
the SESDMmodel has the best performance for eye openness
estimation.

B. COMPARING WITH OTHER METHODS FOR EYE
OPENNESS ESTIMATION
When the driver is tired, blinking becomes slower and lasts
longer. Therefore, by identifying the eye status of each frame,
PERCLOS can effectively detect fatigue. And the pupil and
iris are the most characteristic features of the eye status.
Reddy et al. [9] proposed a multi-stream Driver Drowsiness
DetectionNetwork (DDDN), which obtained the state-of-the-
art results on popular benchmarks. On the basis of Ref. [9],
Wang et al. [11] presented a dual-stream consistency detec-
tion system based on deep learning for fatigue detection.
To prove the superiority of our method in eye openness
estimation, we reproduce the methods in Refs. [9] and [11]
and set the same parameters on the ‘‘EYE DATA’’ dataset.

FIGURE 7. Varying curves of (a) Accuracy, and (b) Loss.

FIGURE 8. Qualitative analysis of the level of eye-openness: red numbers
denote the predicted eye-openness level, the numbers under the
figures denote the label of the eye-openness level.

The eye images on the test set were identified by the three
models. The experimental results were shown in Table 2.
The average error is calculated between the estimated val-
ues and the ground truths of eye openness levels. It can be
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FIGURE 9. Sample image from the National Tsing Hua University-Driver Drowsiness Detection (NTHU-DDD) dataset.

TABLE 2. Comparison of eye openness estimation performance between
different models on EYE DATA test set.

seen from the table that the average errors of our SESDM
model is less than 0.036. Although the prediction time of
our model is longer, it is in a leading position in the aver-
age error and the number of images with error less than
0.1. Combined with the data in Table 1, our eye status
detection method is obviously better than the methods in
Refs. [9] and [11].

As shown in Fig. 8, these are the detection results of our
method. This figure further shows that our method has a good
detection effect on eye openness estimation of people with
glasses or different skin colors.

C. COMPARING WITH OTHER FATIGUE
DETECTION METHODS
The NTHU-DDD dataset was a dataset developed by
National Tsing Hua University, which was used at the
Asian Conference on Computer Vision Workshop on Driver
Drowsiness Detection [33]. The entire dataset contains
36 subjects of different ethnicities, which were recorded with
and without wearing glasses under the simulated driving
conditions during a variety of daytime and nighttime. The
dataset contained a lot of normal, drowsy, talking, and yawn
face data in various scenarios. We select four scenarios from
the NTHU-DDD dataset: BareFace, Glass, Night-BareFace
and Night-Glasses. The total number of videos is 213. we ran-
domly divide the training set, validation set and test set

according to the ratio of 4:1:4. Then in order to balance the
data of various scenarios, we fine-tune the data. In the end,
we selected 99 videos as training set, 24 videos as the valida-
tion set and 90 videos as test set. Some screenshots from the
dataset are shown in Fig. 9. Many researchers have proposed
different approaches for fatigue detection and achieved good
results. In order to further prove the superiority of ourmethod,
we conduct comparative experiments on the NHUT-DDD
data set with the current advanced fatigue detection methods
in Refs. [9], [11], [34].

The methods proposed in this article, Refs. [9] and [11]
judged fatigue by detecting eye status of each frame, while the
method in Ref. [34] detected fatigue via the spatial–temporal
feature of driver’s eyes. Therefore, we designed two schemes
for the experiments. In the first scheme, we used the SESDM,
DDDN [9] and GP-BCNN [11] models to identify the eye
state of each frame in the NTHU-DDD test set, and cal-
culated the PERCLOS value by formula (2). According to
formula (3), when the PERCLOS value for the whole video
is greater than 0.2, the video is classified as fatigue. Oth-
erwise, it is classified as normal. In the second scheme,
we reproduced FDRNet [34] on the 99 videos training set and
24 videos validation set. At test time, the predicted results
are averaged across all time-steps as the final output for
per clip of the test set. The results are shown in Table 3.
We compare the performances of each model on the test set
in terms of recall rate, precision, F1 score, wrong recognition
rate, where N represents the number of wrong recognition
videos. It can be seen that SESDM achieves the highest recall
rate, precision, F1 score, and the lowest wrong recognition
rate, which proves that the effectiveness and feasibility of
SESDM. Besides, the detailed recognition results of SESDM
are shown in Table 4, where the first two columns refer to data
distribution of NHUT-DDD test set, and the last two columns
represent the number of recognition videos. By observing the
wrong recognition videos, we can find that lighting condi-
tions and glasses have an impact on the detection of our eye
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FIGURE 10. The experiment scene and PERCLOS curve, (a) while driving, (b) after parking. The blue curve represents the PERCLOS measures while driving
computed using the proposed method, the red curve represents the fatigue threshold based on PERCLOS, and the green curve indicates the PERCLOS
measures after parking computed by the proposed system.

TABLE 3. Comparison of fatigue detection performance between different models on NHUT-DDD test set.

status. In general, our method has an excellent performance
in fatigue detection.

D. FATIGUE DETECTION IN REAL DRIVING
ENVIRONMENTS
In our approach, we used infrared cameras to capture facial
images. Then the SESEM was used to estimate the eye open-
ness. A shortcut between the segmentation network and the
decision network was established to effectively improve the
model’s detection accuracy and generalization. To validate
this, the experiments in real driving environments were car-
ried out. Here, it has to be mentioned that it is not safe and
not practical to detect the fatigue status of the drowsy driving
on real-world roads. Fig. 10 shows the experiment scene and
PERCLOS curves obtained by our SESEM model. The plots

of the PERCLOSmeasurements against the number of frames
and the fatigue threshold based on the PERCLOSwere shown
in the bottom of Fig. 10. In the plots of PERCLOS mea-
surements, the blue curve represents the PERCLOSmeasures
while driving computed using the proposed method, the red
curve represents the fatigue threshold based on PERCLOS,
and the green curve indicates the PERCLOS measures after
parking computed by the proposed system. When the car is
moving, at #1000 and #12000 frames, the strong light makes
the glasses reflect strongly, which leads to the wrong result
of eye status detection. At this time, the PERCLOS value
has an increasing trend. During the detection, the PERCLOS
values are always below 0.2, which indicates the driver is
in a normal status. After parking, we increase the times and
durations of eye closures to simulate the fatigue status at
the #1 and #10015 frames. At the meantime, the PERCLOS
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TABLE 4. Detailed recognition results of SESDM on NHUT-DDD test set.

value starts to increase. At the #4615 and #8889 frames,
we blink at a normal frequency. The PERCLOS value became
smaller, which fulfills our expectations. Although the lighting
conditions have an impact on the performance of the model,
the error is still acceptable. To draw a conclusion, our method
performs effectively in the natural environment.

VI. CONCLUSION
In this article, a novel fatigue detection method based on the
measure of eye openness has been presented, which consists
of the two steps including pupil/iris segmentation and fatigue
classification. This two-step model has better performances
than an end-to-end fatigue detection because there are many
features focusing on the pupil and iris. Specifically, the Dlib
face key point detection algorithm was adopted to obtain the
eye image as the experimental data. And the segmentation
network performs pixel-level classification of eye images and
extracts pupil and iris features in the image. Then, the shortcut
of the segmentation output map is introduced to accelerate
convergence and improve the detection accuracy of eye open-
ness estimation in decision network. Finally, a PERCLOS
value on the continuous detection of eye openness is com-
puted to predict driver’s state, i.e., normal or fatigue driving
state. Extensive experiments demonstrated the effectiveness
of our architecture, which achieves state-of-the-art perfor-
mance in fatigue detection. To realize the fatigue detection
on the real roads, fusing the detection of the eye openness
and the head posture is also a good choice in the future work.
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