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ABSTRACT With the development of healthcare technologies, the elderly population has grown and
therefore populating ageing has emerged as a social issue. It is a cause of rise in patients with geriatric
disorders, among which dementia is very fatal to the elderly’s activities of daily living. In the studies on
dementia risk prediction, a method using deep learning was proposed. It requires a lot of image data and
much time to learn. Therefore, this study proposes a prediction model of dementia risk based on XGBoost
using derived variable extraction from numericalized dementia data and hyper-parameters optimization. The
proposed method extracts variable importance from typical independent variables with the use of gradient
boosting and then generates derived variables. The generated derived variables are applied to variable
importance analysis and thereby a Top-N group is created. Then, for achieving optimal performance in line
with the data characteristics of each Top-N group, hyper-parameter tuning is conducted. With the optimized
groups, XGBoost model based performance is evaluated. In addition, for the performance evaluation of the
proposed model, goodness-of-fit for machine learning classification models is evaluated. According to the
Top-N group performance evaluation with different numbers of derived variables, Top-20 model showed the
best performance, and the optimized hyper-parameter values were eta = 0.10, gamma = 0, max_depth = 4,
and min_child_weight = 1. As a result, the accuracy of the XGBoost model proposed in this study was
85.61%, and its F1-score was 79.28%. When the proposed model is compared with Decision Tree, Random
Forest, SVM, and k-NN models, it has the best performance.

INDEX TERMS Healthcare, machine learning, dementia, extreme gradient boosting, hyper-parameter
optimization, grid search, classification, parallel processing, risk prediction.

I. INTRODUCTION
With the development of medical technologies, average
life expectancy has increased, birthrate has decreased, and
the elderly population has been on the rapid rise annually
in the world [1], [2]. According to the UN, in an ageing
society, the elderly population aged sixty-five years and over
accounts for over 14% of the total population, and in a
super-ageing society, it amounts to over 20% of the total
population. According to Statistics Korea, the elderly pop-
ulation aged and over accounts for 14.9% of the Korean total
population [3]. The rate is 9% higher than the average rate of
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the global elderly population [4]. As such, the Korean soci-
ety becomes a super-ageing society the fastest in the world,
beyond an ageing society. In the circumstance of the rapid
population ageing in Korea, the number of patients suffering
from three major geriatric disorders-dementia, Parkinson’s
disease, and cerebral stroke-has on the rapid increase [5].
According to the present condition of domestic dementia
centers, of 7,380,000 elderly persons aged 65 and over,
750,000 are estimated to suffer from dementia. and the total
prevalence rate of dementia is estimated to be 10.16% [6].
The rapidly growing elderly population leads to a sharp rise
in the number of dementia patients, which raises a severe
social issue [7]. As a clinical syndrome, dementia causes
one’s lowering cognitive function in multiple areas, such
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as memory, language, and judgment and thereby prevents
his or her activities of daily living [8]. There are different
types of dementia, such as Alzheimer’s disease dementia,
vascular dementia, and Parkinson’s disease dementia. Causes
of dementia are not clear, but complex. An elderly dementia
patient has difficult recognizing the fact that he or she has
dementia. Up to now, there are not appropriate treatments
for dementia [9]. For these reasons, detecting dementia in its
early stage is far more important than treating the disease.
Therefore, many studies on the early prediction of dementia
risk have been conducted. Van de Vorst et al. [10] proposed
the death rate prediction model by using the cohort data of
elderly dementia patients on the basis of logistics regression
analysis. The elderly dementia patient cohort was completed
with the uses of hospital discharge record, national death
cause record, and population record. The proposed method
can predict individual patients’ risk in their activities of daily
living on the basis of different kinds of data, and is eas-
ily applicable to clinical treatments. However, the applied
model was not verified externally, and its logistic regression
model had limited performance. Miled et al. [11] proposed
the dementia prediction model by using Electronic Medical
Record (EMR) data on the basis of Random Forest (RF) and
SVMMLmodel. EMRmeans a variety of health information
that includes cognitive test data, MRI image data, and neu-
ropsychiatric test data. The accuracy of each model using RF
and SVM was 73% and 76%, respectively. However, in the
research, model parameter optimization was not sufficiently
applied to data sets. Therefore, in order to increase the per-
formance of dementia risk prediction, this study proposes
a XGBoost (eXtreme Gradient Boost) based dementia risk
predictionmodel using the extraction of derived variables and
hyper-parameter optimization. The data set, which is used for
the XGBoost based modeling of dementia risk prediction,
is collected from Open Access Series of Imaging Studies
(OASIS) and then is preprocessed. XGBoost is Classification
and Regression Trees (CART) ensemble model based on
Gradient BoostingMachine (GBM). It solves the problems of
typical GBM which are slow execution time and over-fitting,
and therefore it features fast learning and prediction [12].
In order to give a positive influence on the prediction of
Clinical Dementia Rating (CDR) as a dependent variable, the
proposed method extracts new derived variables from typical
independent variables. The extraction process is aimed at cre-
ating significant new indexes and adding them to independent
variables, positively influencing the performance of XGBoost
model. In the process, a model is improved with parallel
processing technique and hyper-parameter optimization, and
thereby an optimized dementia risk prediction model with
high prediction rate is offered.

II. RELATED WORK
A. XGBOOST (EXTREME GRADIENT BOOSTING)
CLASSIFICATION TECHNOLOGY IN ENSEMBLE
As one of machine learning techniques, XGBoost is an
ensemble model. It utilizes the boosting technique to

FIGURE 1. XGBoost model process based on gradient descent.

improve weak classifier models sequentially and making
them as strong classifier ones [13]. In addition, as a CART
(Classification and Regression Trees) basedmodel, it is appli-
cable to predict both categorical and continuous variables.
As a decision tree based model, XGBoost makes residual
learned sequentially in Residual Fitting way so as to increase
accuracy of data classification. In particular, it applies par-
allel operation processing at the time of model learning so
that it is possible to learn fast [14]. Since there are many
hyper-parameters at the time of model learning, it is possible
to learn different kinds of data sets flexibly. A XGBoost algo-
rithm designs a prediction model of weak classifier and then
evaluates performance with a training set. After that, with the
use of Gradient descent, it learns in an ensemble with the new
prediction model that has the gradient for better performance
as an independent model. In other words, Gradient boost-
ing technique sequentially generates a new model to predict
the residual of previous tree models and thereby gradually
increases performance [12]. As final prediction, an error is
minimized in combination of all models. Equation (1) shows
the XGBoost algorithm as a formula.

Obj=
∑j

k=1
L
(
yk ,

∑N

n=1
fn (xk)

)
+

N∑
n=1

�(fn), fn∈F

(1)

In the Equation (1), Object(Obj) represents a tree ensem-
ble model. L means a loss function which is made with
a difference between the actual value and the predicted
value. represents the decision tree models generated through
learning. It draws an outcome after each independent tree
model’s score and each leaf node’s score are added together,
and each added value is compared. N is the number of
trees. F represents the set of CART which can be learned
in a relevant algorithm. means the regularization term for,
a parameter to define the complexity of each tree [15]. It over-
comes the over-fitting problem that a typical GBM algo-
rithm faces due to Regularization. Fig. 1 shows the XGBoost
model process based on gradient descent for the training
set X.

Fig. 1 shows the technique of reducing residual gradually
and decreasing an error rate through the gradient descent
based ensemble tree learning for CDR (Clinical Dementia

VOLUME 8, 2020 177709



S.-E. Ryu et al.: Prediction Model of Dementia Risk Based on XGBoost Using Derived Variable Extraction

Rating) Classification. As a learning result, the tree model
with minimized residual is drawn. To predict the fluctua-
tion of stock price indexes, Hah et al. [16] developed the
method of predicting the categorical data classification with
the use of a XGBoost model. The developed method com-
pared predicted outcomes in each time slot with the uses of
time sliding technique and window-size. According to the
comparison, the XGBoost model had relatively better per-
formance than other classification models. However, it sets
the hyper-parameters of XGBoost to the same values in each
model so that a non-optimized model is applied to the learn-
ing data of eachmodel. Therefore, this study utilizes Gradient
boosting to extract optimal hyper-parameters for each model.

B. PREDICTION OF DEMENTIA RISK BASED ON MACHINE
LEARNING
Dementia occurs due to many different causes, such as
Alzheimer’s disease, vascular disease, or Parkinson’s disease,
so that no accurate treatments are found up to now [17].
It means that the early detection of dementia is important for
prevention. Therefore, many studies have been conducted to
detect dementia in its early stage. Mitchell [18] proposed the
test for cognitive disorder rating by using the simple cognitive
tool Mini-Mental State Exam (MMSE) for dementia risk
patients. The proposed method makes it possible to conduct a
cognitive test relatively fast and is excellent at psychological
cognitive disorder screening. However, in terms of reliability
and effectiveness, it is hard to judge dementia, which occurs
due to various causes, simply withMMSE index. To solve the
problem, Ullah et al. [19] proposed the technique of detect-
ing Alzheimer’s disease from the image data of OASIS 3D
MRI (Magnetic Resonance Imaging) by using Support Vector
Machine (SVM) and Convolution Neural Network (CNN).
The proposed method extracts a variety of dementia features
from the 3D brain image data of a test participant, and applies
deep learning on the basis of the difference between the white
matter and gray matter of the brain. Inspired by Inception-V4
network, Islam and Zhang [20] proposed the CNNmodel with
redesigned Softmax layer in order for the automated detection
and prediction of Alzheimer’s disease. A softmax layer has
four different output classes, receives a MRI image as input
data, and extracts layer-by-layer shape expressions from the
first stem layer to the last dropout layer [20]. It is helpful to
learn the features of various dementia causes. Unfortunately,
a deep learning model has millions of parameters, and it takes
a lot of time to train them before their use in production [21].
Moreover, to develop a strong deep learning neural network,
it is necessary to collect a great deal of image data [22].
To solve the problem, Manandhar et al. [23] proposed the
K-Nearest Neighbor based dementia risk detection. The pro-
posed method utilizes the preprocessed OASIS MRI image
data and their digitalized number data, and its accuracy is
81.13%. The accuracy of Artificial Neural Network (ANN)
model used in their research is 69.81%. Tohka et al. [24] per-
formed the Support Vector Machine based dementia feature

selection with the use of the brain MRI image data obtained
from Alzheimer’s Disease Neuroimaging Initiative (ANDI).
In MRI machine learning analysis, accuracy of dementia
risk detection and stability of selected features are evalu-
ated through SVM. Since image data is used input data,
learning time and result output delay can occur [25]. Given
the characteristics of SVM model, the more input data, the
slower speed, the larger memory allocation, and the lower
performance [26]. To solve the problem this study utilizes a
XGBoost model as one of machine learning models, which
can detect the risk of dementia with the uses of digitalized
number data and relatively smaller data. The model uses the
number data obtained from OASIS MRI brain image data so
as to shorten a model learning time efficiently. In addition,
it extracts new derived variables from existing independent
variables to predict dementia risk and adds them in order to
select more diverse features. This process is aimed at influ-
encing dementia risk prediction positively. As such, many
studies have steadily been conducted to detect dementia in
its early stage.

III. PREDICTION MODEL OF DEMENTIA RISK BASED ON
XGBOOST USING DERIVED VARIABLE EXTRACTION
AND HYPER PARAMETER OPTIMIZATION
For dementia risk prediction, this study proposes the
XGBoost based dementia risk prediction model using the
extraction of derived variable and the optimization of hyper-
parameters. The proposed method has a three-step process
structure. Fig. 2 shows the process structure of the dementia
risk prediction model. As shown in Fig. 2, in the first step,
dementia data is collected and preprocessed. The data is
OASIS-1 and OASIS-2 data offered by OASIS (Open Access
Series of Imaging Studies) [27]. OASIS-1 and OASIS-2
data includes the gender, age, years of education, socioe-
conomic status, Mini-Mental State Examination (MMSE)
result, and longitudinal/cross-sectional brain Magnetic Res-
onance Imaging (MRI) data of 566 test subjects. In the way
of preprocessing, a missing value of data is removed. Since
numbers are largely different between variables, Min-Max
method is applied to training in order to perform Feature Scal-
ing. In the second step, a Top-N group is extracted on the basis
of variable importance of gradient boosting. A Top-N group
is generated through the extraction of derived variables from
existing independent variables and the analysis of variable
importance. Top-N represents a new group of independent
variables that will be used in a XGBoost model along with the
top N number of variables in terms of variable importance.
It positively influences the prediction of Clinical Dementia
Rating (CDR)which represents the clinical scale of dementia.
In the last step, hyper-parameter optimization is applied to
each one of Top-N groups, in order to improve dementia risk
prediction. To draw optimal parameter values efficiently in
the process, Grid Search technique and parallel processing
based on clusters are applied. Such methods are aimed at
minimizing the time of model learning.
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FIGURE 2. Process structure of the dementia risk prediction model.

A. DATA COLLECTION AND PREPROCESSING FOR THE
PREDICTION OF DEMENTIA
To establish a dementia risk prediction model, this study
collects the dementia data (OASIS-1, OASIS-2) offered
by OASIS [27]. The data includes the number data of
brain structure which is generated with the longitudinal or
cross-sectional brain MRI data of test subjects according to
whether or not they have dementia. In addition, it includes
the unique number, gender, handedness, age, years of edu-
cation, socioeconomic status, MMSE result, and CDR index
of the test subjects. OASIS-1 incorporates the cross-sectional
brain MRI data of 416 test subjects aged 18 to 96. OASIS-2
includes the longitudinal brain MRI data of 150 test sub-
jects aged 60 to 96. The collected subjects are a part of the
participants in MRI research at University of Washington
and the Alzheimer’s Disease Research Center (ADRC) of
the university. OASIS-1 and OASIS-2 have a lot of missing
values so that preprocessing is performed. In the way of
preprocessing, a volume of data is reduced. As a result, a
lack of data occurs, which negatively influences dementia
risk prediction. For this reason, OASIS-1 and OASIS-2 data
sets are combined together. Table 1 shows the data variable
structure of OASIS-1 and OASIS-2.

Shown in Table 1, the common variables of OASIS-1 and
OASIS-2 are ID, M/F, Hand, Age, Educ, SES, MMSE, CDR,
eTIV, nWBV, ASF, and Delay, each of which is used as
an independent variable or dependent variable. A dementia
patient can have a lowering intellectual level. By finding the

TABLE 1. Configure data variables for oasis-1 and oasis-2.

causes of dementia in the way of analyzing the changes in
the brain structure and in the particular regions of the brain,
it is possible to detect the disease in its early stage. Accord-
ingly, estimated Total Intracranial Volume (eTIV), normal-
izedWhole-Brain Volume (nWBV), and Atlas Scaling Factor
(ASF) are used as the longitudinal and cross-sectional brain
number data. Fig. 3 shows an example of the cross-sectional
and longitudinal brain MRI data of test subjects, which are
offered by OASIS [28], [29].

From the cross-sectional and longitudinal MRI imaging
data shown in Fig. 3, eTIV, nWBV, and ASF number data
are extracted. eTIV means the total intracranial volume
estimated by MRI examination. nWBV represents the nor-
malized whole-brain volume measured with MRI imaging
data. ASF means the total cranial area measured with MRI
imaging data. Digital values are extracted from image data,
and are used as input data of a XGBoost model. Gender,
years of education, and socioeconomic status, as well as
age, influence the brain structure change and ageing speed
related to dementia [30]. Accordingly, the test subjects’ M/F
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FIGURE 3. An example of the cross-sectional and longitudinal brain MRI
data of test subjects, which are offered by OASIS.

(Gender; female:0, male:1), Age (test subject’s age), Educ
(Years of education), SES (Socioeconomic status; the highest
status: 1, the lowest status: 5), and MMSE (Mini-Mental
State Examination) data are used. MMSE is a standardized
questionnaire survey to analyze a test subject’s cognitive
intelligence and dementia. In the examination, the full score
is 30 points; the lower score, the higher dementia risk [31].
As a dependent variable to predict dementia risk, CDR is used
in this study. The CDR developed by ADRC of University of
Washington in the US is a scale to evaluate the severity of
dementia. Dementia breaks out due to complex causes, not
one cause. Therefore, the CDR is evaluated in six domains:
Memory, Problem-Solving, Judgment, Orientation, Commu-
nity Affairs, Home and Hobbies, and Personal Care. In the
CDR score categories, ‘0’ = ‘Normal’, 0.5 = ‘Very Mild
Dementia’, 1 = ‘Mild Dementia’, 2 = ‘Moderate Demen-
tia’, and 3 = ’Severe Dementia’. OASIS data include the
variables unnecessary for learning, the variables not influ-
ential on response variable CDR, and missing values, each
of which has a different number unit. For this reason, data
preprocessing is applied appropriately in order to remove
variables without discrimination and missing values, and
feature scaling is performed. Fig. 4 shows dementia data
preprocessing.

FIGURE 4. Dementia data preprocessing.

In Fig. 4, Input Raw Data means the combined data of
OASIS-1 and OASIS-2. The two data sets include the data
missed in statistics, or the values not saved in variables in
the data collection step. These missing values can nega-
tively influence dementia risk prediction so that the data row
including missing values is removed. In this process, a data
volume is reduced. Therefore, by combining the two data
sets with the same format, it is possible to secure more data
with a variety of situations. Among unnecessary and common
variables, there are ID, Hand, and Delay. ID is a test subject’s
index number. The variable is removed from independent

variables, since it does not influence the dependent variable
CDR at all. All the test subjects are right-handed so that Hand,
the variable representing handedness, is meaningless and
removed. Delay means a MRI delay time. Since the variable
does not influence CDR prediction at all, it is removed from
independent variables. In Table 1, differences are MRI_ID,
Group, and Visit variables. MRI_ID is a MRI serial number,
which does not influence the dependent variable CDR at all.
Group is the binary-type variable to represent whether there
are any dementia symptoms. The variable is unnecessary,
since it can be expressed with the result of CDR. Visit is
the number of visits, which does not influence CDR at all.
These three variables are removed, since they have no dis-
crimination for CDR prediction. In the last step of prepro-
cessing, variables have a different number unit. Therefore,
Min-Max Scaling as a Feature Scaling method is applied for
normalization. Equation (2) shows the formula of Min-Max
scaling [32].

Min−MaxScaling X =
x−min (x)

max (x)−min (x)
(2)

In the Equation (2), max(x) and min(x) represent the max-
imum value of x and minimum value of x, respectively. Data
is adjusted in the range of 0 to 1, and is normalized to make
the total standard deviation of a data set as ‘1’. In addition, the
mean value of the total data set is normalized to ‘0’ through
centering technique. Scaling and centering makes all features
set to the same scale, supports faster learning, and prevents
over-fitting [33].

B. EXTRACTION OF DERIVATIVE VARIABLES USING
GRADIENT BOOSTING
For the improvement in dementia risk prediction, derived
variables are generated and then are added to existing inde-
pendent variables. Through the creation of derived vari-
ables, significant and new indexes are generated with existing
independent variables. In terms of risk prediction, learning
through the creation of a significant ratio of independent
variables, rather than simply using the values of existing
independent variables, positively influences dependent vari-
ables. To create derived variables, gradient descent based
Gradient Boosting is applied to extract Cover, Frequency, and
Gain indexes that contribute to variable importance. Fig. 5
shows the relative values of independent variables according
to Cover, Frequency, and Gain values.

In Fig. 5, Gain is the measured value of the contribution
to each tree of an ensemble model. Cover is the relatively
measured value of the observed value through the leaf node of
each tree in the model. Frequency is the measured value as to
how frequently each independent variable is used decisively
in the model. In MMSE, the Frequency value is 12%, which
is not a relatively high, but Cover and Gain values are 20%
and 42%, respectively, which are relatively high. The Cover
value of eTIV and of nWBV is 26% and 19%, respectively,
and the Frequency value of eTIV and of nWBV is 27% and
23%, respectively. It means that the use frequency of eTIV is
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FIGURE 5. Relative values of independent variables according to Cover,
Frequency, and Gain values.

FIGURE 6. Results of variable importance extracted with gradient boost.

relatively higher than that of nWBV. The Gain value of eTIV
and of nWBV is 17% and 16%, respectively, which are not
much different. It means that the two independent variables
similarly contribute to dementia risk prediction, relatively.
In terms of Age, Cover, Frequency, and Gain values are 17%,
18%, and 14%. It means that age also has relatively large
variable importance. Each variable importance is extracted
according to indexes. Fig. 6 shows the results of the variable
importance extracted with gradient boost.

In Fig. 6, the variable importance of MMSE is 0.43,
which is the highest value. The variable importance of eTIV,
of nWBV, and of Age is 0.18, 0.16, and 0.14, respectively,
which are relatively high. Compared to the values, the vari-
able importance of Educ, of MF, and of SES is relatively
low. ASF has the lowest variable importance. It means that
MMSE, eTIV, nWBV, and Age variables have relatively high
importance to the prediction of the dependent variable CDR.
In the Gradient Boosting process using ensemble technique,
a small number of independent variables can lower accuracy
and performance of prediction. Therefore, this study applies
the extraction of derived variables in order to expand inde-
pendent variables. Accordingly, seven independent variables
except for the categorical independent variable MF are uti-
lized so that a total of twenty-one derived variables are gener-
ated. In this way, all the cases that two different variables are

TABLE 2. Twenty-one derived variables created with existing
independent variables and their description.

selected among seven independent variables are generated.
Table 2 shows the twenty-one derived variables created with
existing independent variables and their description. It is
necessary to make an objective judgment as to how positively
the twenty-one derived variables shown in Table 2 influence
the prediction of the dependent variable CDR. That is because
a lot of variables whose contribution to CDR prediction
is not measured can negatively influence CDR prediction.
Therefore, derived variables and eight independent variables
are used in gradient boosting to extract variable contribu-
tion values. In order to compare the contribution of each
derived variable with the contribution of each independent
variable, this study measured Gain, Cover, and Frequency
values.

Fig. 7 shows three kinds of contribution values of the
generated derived variables and existing variables. In Fig. 7,
the Gain and Cover values of MMSE are 46.5% and 15.8%,
respectively, which are the highest values. A Gain value
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FIGURE 7. Three kinds of contribution values of the generated derived
variables and existing variables.

decreases in the order of Mmge, Mmiv, nWge, eTge, nWas,
and nWBV. It shows that other variables than MMSE have
no big difference in relative contribution. The Cover value,
which is a relative value of the observed value through the
leaf node in each tree, is 15.8% in MMSE, which is the
highest. Subsequently Cover value decreases with a small
difference in the order of nWge, Mmge, Mmiv, Mmas, and
nWas. Just like gain, the observed values of other vari-
ables than MMSE show a small difference. The Frequency
value, which represents the frequency of independent vari-
ables in the classification of the dependent variable CDR,
is 7.2% in nWas, which is the highest. And this decreases
with a little difference in the order of Mmge, nWge, eTge,
Mmas, and MMSE. It means that, unlike other two indexes,
the use frequency of all variables including MMSE has a
small difference. Among independent variables, ASF, eTIV,
Educ, and SES had low values in terms of three indexes for
CDR prediction. In case of SES and eTas, their Gain value
is 0.001 or less. Since these variables are not significant,
they are excluded in terms of contribution. Based on the
indexes, the variable importance of each one of eight indepen-
dent variables and twenty-one derived variables is extracted.
Fig. 8 shows their variable importance from existing inde-
pendent variables and derived variables using gradient
boost.

In Fig. 8, as an independent variable, MMSE has about
45.67% variable importance, which is the highest. That is
because compared to other variables, MMSE data can pro-
vide a variety of information for dementia risk measurement.
Regarding the importance of other variables than MMSE,
in between MMSE and nWBV, Mmge, eTge, nWas, and
nWge derived variables show a relatively even difference,
and an importance value decreases. In between nWBV and
Age, an importance value constantly decreases in the order of
Mmas andMmiv. In other words, other variables thanMMSE
which has the highest variable importance keep a relatively
constant difference all, and their importance value decreases.
Given the result, on the basis of Fig. 7, it is difficult to set
a reference as to what kinds of derived variables should be
incorporated into independent variables in order to classify

FIGURE 8. Extract the variable importance from existing independent
variables and derived variables using gradient boost.

the dependent variable CDR. Therefore, in this study, a Top-N
group is generated on the basis of the importance of top
variables. The letter ‘N’ of Top-N means that the top N
number of variables in terms of variable importance is used
as independent variables for a learning model. At this time,
eTas whose variable importance is 0.001 or less is excluded
from Top-N groups. N ranges from 1 to 28. For example,
Top-12 group has the top twelve variables (MMSE, Mmge,
. . . , nWss) in terms of variable importance. Algorithm 1
represents the algorithm of extracting derived variables with
the use of gradient boosting.

In the Algorithm 1, Input values represent eight inde-
pendent variables: MMSE, eTIV, nWBV, Age, SES, Educ,
ASF, and MF. Output values represent twenty-eight Top-N
models.

C. XGBOOST-BASED DEMENTIA RISK PREDICTION
MODEL WITH HYPER-PARAMETER OPTIMIZATION
For the effective prediction modeling of dementia risk,
the extraction of derived variables and the optimization
of hyper-parameters are applied, and XGBoost is used to
design a model. The model learns with the uses of var-
ious independent variables influencing dementia and the
dependent variables CDR indexes. XGBoost uses gradi-
ent descent to reduce the residual of a classifier, showing
good performance of classification model prediction [34].
By enabling a user to optimize hyper-parameters in line
with data characteristics, it is possible to do modeling more
flexibly [35]. A hyper-parameter is an important variable
that a user needs to set up directly when a certain model
is learned through machine learning [36]. If its value is not
set up, learning is processed with its default value. Since
each data has their own unique characteristic, it is necessary
to adjust a hyper-parameter appropriately in order to con-
sider these characteristics. A XGBoost model has over thirty
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Algorithm 1 Derivative Extraction Algorithm Using Gradi-
ent Boosting

Input: Existing Independent Variable(MMSE, eTIV,
nWBV, Age, SES, Educ, ASF, MF) → existVariable [1]
to existVariable [8]
Output: Top [1] to Top [28] Group
Feature_Importance_list[k]← NULL
for i is number of existing independent variables do
result_1[i]← Gradient_Boosting

_Algorithm(existVariable[i])
Cover← Cover + Cover(result_1[i])
Frequency← Frequency + Frequency(result_1[i])
Gain← Gain + Gain(result_1[i])

end for
VI_1 ← extract_Variable_Importance(Cover, Frequency,
Gain)
for i is existVariable[1] to existVariable [7] except MF do
for j is (i+1) to existVariable [7] do
derivedVariable[i, j]← extract_Derived_Variable(i, j)
result_2[i, j]← Gradient_Boosting

_Algorithm(derivedVariable[i, j])
Cover← Cover + Cover(result_2[i, j])
Frequency← Frequency + Frequency(result_2[i, j])
Gain← Gain + Gain(result_2[i, j])

end for
end for
VI_2 ← extract_Variable_Importance(Cover, Frequency,
Gain)
Feature_Importance_list[k] ←

sum_of_Variable_Importance(VI_1, VI_2)
for i is length of Feature_Importance_list[k] do
if Feature_Importance_list[i] < 0.001
Except from Feature_Importance_list[k]
//Arrange the Feature_Importance_list[k] in descending

order
Sort(Feature_Importance_list[k])
//Create Top-N Group
Top[i]← Feature_Importance_list [1] to

Feature_Importance_list[i]
return Top [1] to Top [28]

hyper-parameters. Performance highly relies on how to opti-
mize hyper-parameters. For this reason, it is very important
to tune up hyper-parameters. In this study, Gradient boosting
was applied to draw the hyper-parameters optimized to each
Top-N learning data. In this process, parallel processing based
on Grid Search and Cluster was used to increase efficiency.
Fig. 9 shows the Grid Search and parallel process applied
to Top-N groups. As shown in Fig. 9, with the use of Grid
Search, the grid of each hyper-parameter is generated for
parameter tuning. Grid Search combines all possible parame-
ters to be optimized, and then produces the value that supports
the most improved performance. To minimize the time of
parameter tuning, seven clusters that can be used most by the

OS hardware in this study are generated for parallel process-
ing. As a result, compared to single processing, the parallel
processing speeds up training-set learning. In the above fig-
ure, eta means a learning rate. In the way of reducing a weight
of each step in tree, model learning is more stabilized. If a
learning rate is too high or too low, it is impossible to find the
position of minimum loss function. Therefore, it is important
to use an optimized value. Gamma specifies the loss reduction
which is necessary to split tree nodes rightly in a loss function.
In other words, It is a parameter that contributes to making
an algorithm conservative. A different value can be specified
depending on a loss function. It is significant to select an
optimized value. max_depth is the maximum depth of a tree.
The larger the max_depth value is, the more a model learns
a very characteristic relation for a particular sample. The
parameter is used to adjust over-fitting. min_child_weight is
the parameter to adjust the minimum value of the sum of
weights for all the observed values necessary to a particular
child node. When the parameter value is relatively high,
under-fitting occurs. For this reason, the parameter is also
used to adjust over-fitting. The parameter Objective is set to
multi: softprob in all models, since it is necessary to return
the prediction probability of each class for multiple classi-
fication. As shown in Fig. 9, this study utilizes grid search
and parallel processing to extract hyper-parameters which are
used to minimize a value of mlogloss as an evaluation index
of a training set.

IV. RESULT AND PERFORMANCE EVALUATION
The test hardware and software environment for imple-
menting the proposed outlier detection model is as follows:
Window10 Pro, AMD Ryzen 5 1600 Six-Core Processor,
NVIDIA GeForce GTX 1070, and RAM 16GB. In the
test, dementia risk prediction is performed with the use of
OASIS (Open Access Series of Imaging Studies) OASIS-1
and OASIS-2 dementia data, and with the application of
the extraction of derived variables and the optimization of
hyper-parameters. The test subjects’ longitudinal and cross-
sectional MRI data are presented as numbers according to
whether they have dementia. Unnecessary variables andmiss-
ing values are removed from the combined data. Data is
normalized by Min-Max Scaling and Centering technique.
Table 3 shows the preprocessed data.

In the process of learning a risk prediction model, k-folds
cross validation is utilized. k-folds cross validation is a data
segmentation learningmethod to improve generalization abil-
ity. It segments a training set into k subsets with the same
size. The method uses all regions of the whole data in order
to validate a model. Since the validation method does not fix
a validation set to one, it prevents over-fitting of a particular
evaluation data set [37]. However, with a rise in the count
of iteration, it can take long to do model training. A k value
needs to be selected appropriately depending on the size of
data in use. In this study, in order to increase generaliza-
tion ability, 5-folds cross validation (k = 5) is applied in
consideration of OASIS data set size. For the performance
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FIGURE 9. Grid Search and parallel process applied to Top-N groups.

TABLE 3. Preprocessed data with min-max scaling and centering
techniques.

evaluation of dementia risk prediction, the performance of
within theXGBoostmodels is evaluated, and the performance
comparison with other models is evaluated. More specifi-
cally, for each one of Top-N groups generated on the basis
of the variable importance of derived variables, the XGBoost
model performance is evaluated. In addition, the XGBoost
model that has the best performance is compared with other
classification models, in terms of the goodness-of-fit evalua-
tion. The XGBoost model without derived variables, and the
XGBoost model without hyper-parameter optimization are
also compared in terms of performance. As for the perfor-
mance evaluation of classification, Accuracy and F-measure

are used. Equation (3) shows the formula of Accuracy.

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

In Equation (3), TP (True Positive) represents the case that
the CDR whose actual dementia risk score is ‘1’ is correctly
classified as ‘1’. FN (False Negative) represents the case
that the CDR whose actual dementia risk score is ‘1’ is
incorrectly classified as ‘0’. TN (True Negative) represents
the case that the CDR whose actual dementia risk score is ‘0’
is classified as ‘0’. FP (False Positive) represents the case that
the CDRwhose actual dementia risk score is ‘0’ is incorrectly
classified as ‘1’. Accuracy is an evaluation index to measure
a performance in the most intuitive way. However, if data is
imbalanced and the input volume of each class is different,
data bias problems can occur. For this reason, F-measure is
used as well. It is an index to evaluate performance in the
trade-off integration of Precision and Recall. Equation (4)
shows the formula of F-measure.

F − measure =
2× Recall × Precision
Recall + Precision

(4)

In Equation (4), Precision represents the case that CDR is
an actual risk index, among all the cases that CDR is predicted
to be dementia risk index.Recall represents the case that CDR
is predicted to be a risk index, among all the cases that CDR
is an actual risk index. With the harmonic mean of Precision
and Recall, it is possible to present a F-measure value. In this
way, the performance of a model with imbalanced data label
can be evaluated effectively.

A. PERFORMANCE EVALUATION OF XGBOOST MODEL
ACCORDING TO TOP-N MODEL
In this study, twenty-one derived variables are generated from
seven independent variables. It is combined with existing
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FIGURE 10. Performance evaluation results of Top-N models according to Accuracy and F-measure.

independent variables to extract variable importance. On the
basis of the importance order, a total of twenty-eight Top-N
groups are made.With the uses of the objective indexes Accu-
racy and F-measure, performance evaluation is applied to
Top-Nmodels in order to select a set of variables that show the
best performance. Fig. 10 shows the visualized performance
evaluation results of Top-N models according to Accuracy
and F-measure. In Fig. 10, in terms of Accuracy, Top-20
group has 85.61%, which is the highest. In terms ofPrecision,
Top-19 group has 85.50%, which is the highest. Regarding
Recall, Top-20 had the highest value, or 77.27%. With an
increase in the number of the derived variables incorporated
in independent variables, the value of each performance eval-
uation index was measured to be high.

In case of Top-28 group that has twenty derived vari-
ables except for eTas (whose variable importance is 0.001
or less) included in independent variables, its Accuracy and
F-measure are 3.69% and 12.01%, which are lower than
those of Top-20 group. As the result of the objective perfor-
mance evaluation with 28 groups, fifteen derived variables of
Top-20 group, which are Mmge, eTge, nWas, nWge, Mmas,
Mmiv, eTbv, nWss, Asge, Asss, Mmbv, Edas, eTed, eTss,
and Edge, are finally extracted. Table 4 shows the optimized
hyper-parameter values of Top-20 group.

Table 4 shows the hyper-parameter values extracted with
the use of Grid Search and Parallel Processing. These
hyper-parameters are used to minimize a value of mlogloss
which is an evaluation index of a training set. After the
optimization, eta that represents a learning rate was 0.10,
gamma for specifying loss reduction was 0, max_depth that
represents the maximum depth of an ensemble model tree
was 4, and min_child_weight to adjust the minimum value
of the sum of weights for all the observed values necessary to
a child node was 1.

TABLE 4. Hyper-parameter values extracted with the use of grid search
and parallel processing.

B. MODEL FIT EVALUATION
For performance evaluation, the dementia risk prediction
model proposed in this study is compared with machine
learning models in terms of goodness-of-fit. As the models
to be compared with a XGBoost model, there are Deci-
sion Tree [38], Random Forest [39], SVM (Support Vector
Machine) [19], and k-NN (k-Nearest Neighbor) [23]. Deci-
sion Tree is a model to solve a classification problem with the
use of a binary tree. Random Forest uses Ensemble Bagging
technique and generates a decision tree to predict a class, just
as Gradient Boosting. SVM finds an optimal model to max-
imize the margin between two support vectors. k-NN finds
the k number of data closest to the model and then classifies
a class with high frequency. As the independent variables
for these four models, the eight independent variables are
used. A XGBoost model is divided into three types. The
first type is a conventional XGBoost without hyper-parameter
optimization and with no use of derived variables [40]. The
second type is XGBoost Plus with hyper-parameter optimiza-
tion. The third type is the proposed XGBoost model with
hyper-parameter optimization and with the use of derived
variables. At this time, the XGBoost model based on derived
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parameters utilizes Top-20 group. nrounds, which represents
Epoch in XGBoost at the time of learning, is set to 1000.
As an evaluation index for data validation, mlogloss loss
function is used. mlogloss is a loss function used mainly
for the classification problem called negative log-likelihood.
It helps to improve learning flexibility, since it is possible to
assume a variety of probability distribution in the modeling
process. Eachmodel’s performance is comparedwith the uses
of Accuracy and F-measure. Table 5 shows the goodness-
of-fit evaluation results according to performance evaluation
indexes.

TABLE 5. Goodness-of-fit evaluation results according to performance
evaluation indexes.

As shown in Table 5, compared to other machine learn-
ing models, the proposed model has the highest Accuracy,
or 85.61%. In addition, Accuracy and F-measure of the
proposed model are 1.57% and 4.91% higher than those of
XGBoost Plus, so that it has relatively better performance.
k-NN model has the lowest Accuracy, or 65.96%. In terms
of the classification of CDR as dementia risk index, most
models have a higher Recall value than Precision value.
It means that these models expect that a ratio of actual
CDR values among predicted CDR values is higher than a
ratio of predicted CDR values among actual CDR values.
In conclusion, derived variables were extracted from exist-
ing independent variables according to Cover, Frequency,
and Gain as variable importance indexes, and Gradient
boosting based hyper-parameter optimization was applied
to Top-N groups that include different numbers of derived
variables. Parameters were optimized precisely in line with
the data characteristics of each one of twenty-eight Top-
N groups. Therefore, the proposed model better performed
CDR prediction and produced better performance than other
models.

V. CONCLUSION
For dementia risk prediction, this study proposed XGBoost
model through the derived variable extraction and hyper-
parameter optimization with the use of gradient boosting.
It is a CART based ensemble learning model using Boost-
ing that enables weak classifier models to learn sequentially
and thereby generates a strong classifier model. A strong

classifier is generated in the way of reducing residual through
gradient descent technique from an initial classifier. For
dementia risk prediction, the variable importance of indepen-
dent variables is drawn. Top-N groups are generated in order
to add significant independent variables that can positively
influence CDR prediction. A Top-N group is extracted on the
basis of the variable importance of existing independent vari-
ables and the derived variables extracted from the indepen-
dent variables. After variable importance is drawn with the
use of gradient boosting, top N variables are grouped sequen-
tially. Of Top1 to Top28 groups, Top-20 group with the best
performance was selected by objective performance compar-
ison. Accordingly, for the prediction of Clinical Dementia
Rating as a dependent variable, the independent variables of
a XGBoost model were finally determined. Top-20 group
consists of the following variables: MMSE, Mmge, eTge,
nWas, nWge, nWBV, Mmas, Mmiv, Age, ASF, eTbv, nWss,
Asge, Asss, Mmbv, MF, Edas, eTed, eTss, and Edge. For the
effective prediction of dementia risk, the hyper-parameters
of XGBoost are optimized. In line with data characteris-
tics, a user can optimize important parameters directly. Grid
Search technique and parallel processing are applied to find
optimized parameters more efficiently. For the performance
evaluation of the dementia risk prediction based on the
derived variable extraction and optimized XGBoost model,
different types of XGBoost models and different classifica-
tion models are compared. A XGBoost model is divided into
three types: a type of the model without parameter optimiza-
tion and with no use of derived parameters; a type of the
model with parameter optimization andwith no use of derived
parameters; a type of the model with parameter optimization
and with the use of Top-20 group through the extraction of
derived variables. The parameter optimization results of the
Top-20 group with the best performance are as follows: eta
(learning rate) = 0.10, gamma = 0, max_depth = 4, and
min_child_weight = 1. As different classification models,
there are Decision Tree, Random Forest, Support Vector
Machine, and k-Nearest Neighbor. As evaluation indexes,
Accuracy, Precision, Recall, and F1-score are used. They
can be obtained from a confusion matrix. According to the
evaluation, the XGBoost model proposed in this study had
85.61% accuracy and 79.28% F1-score. Compared to other
classification models, the proposed model showed the best
performance. It proves that the XGBoost based on derived
variable extraction can generate effective performance for
dementia risk prediction.

The purpose of this study is to apply a XGBoost model,
which shows strong performance for classification predic-
tion, to OASIS dementia data and thereby to proposed a
more effective model of dementia risk prediction. For per-
formance improvement, derived variables were extracted and
hyper-parameters were optimized. Given the drawn results
in terms of performance evaluation indexes, the proposed
method effectively predicted dementia risk. This study has
the following limitations: Firstly, all the hyper-parameters of
XGBoost failed to be optimized. Secondly, the size of OASIS
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data set was not large enough. For this reason, there is a
possibility to increase performance. If these limitations are
overcome in a future study, it will be possible to improve the
performance of the proposed dementia risk prediction model.
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