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ABSTRACT Wireless sensor network is a fast-growing research field. In recent years, it has attracted
considerable research attention. The generation of large-scale sensor networks interconnected hundreds of
sensor nodes, opening up some technical challenges and huge application potential. This article mainly
introduces multi-target tracking and detection based on wireless sensor network. This paper studies the
positioning methods and target tracking algorithms of wireless sensor network nodes. It mainly studies the
positioning algorithms based on ranging in the positioning algorithms in detail, analyzes the advantages and
disadvantages of the algorithms, and analyzes the system models and related targets in the target tracking
algorithms. The filtering has been studied in detail. In addition, a tracking algorithm under the mixed linear
and non-linear motion of the moving target is also proposed, namely the hybrid filtering algorithm. This
algorithm makes the motion state of the tracked moving target no longer restricted, and can freely switch
between linear motion and nonlinear motion. The experimental results in this paper show that Kalman filter
can effectively track moving targets without sudden changes in speed. When the mobile robot switches the
grid, it will bring about the switching of the observation model. Compared with the least squares positioning
algorithm, the smooth switching rate of the Kalman filter positioning algorithm is increased by 24%. When
the three robots are running at a speed of 0. Sm/s in the monitoring area, the system can track the target in
real time and send the positioning result to the robot to provide position navigation for the next formation
feedback control.

INDEX TERMS Wireless sensor network, multi-target tracking, target tracking algorithm, target detection
GMM algorithm.

I. INTRODUCTION

With the rapid development and maturity of hardware man-
ufacturing and software development technologies, such
as embedded technology, micro-electromechanical systems,
wireless communication technology, and sensor technology,
the development and application of highly integrated, multi-
functional and miniaturized sensor nodes has become may.
These sensor nodes have the capabilities of information col-
lection, data processing and wireless communication. They
can form a network through free organization and connection,
and cooperate to sense, collect, process and transmit various
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sensing data. This self-organizing network is called a wireless
sensor network.

At the beginning of the transition from military to civilian
use, wireless sensor networks were mainly used in envi-
ronmental monitoring. With the development of research,
wireless sensor networks have obvious advantages in target
tracking applications. The densely deployed sensor nodes can
accurately sense, track and control the moving target, so that
the movement of the moving target can be displayed in more
detail. Due to the autonomy, self-organization, and high-
density deployment of wireless sensor networks, when nodes
fail or new nodes join, they can be automatically deployed and
fault-tolerant in harsh environments, making wireless sensor
networks more reliable when tracking targets. Fault tolerance
and robustness. Synchronous monitoring of multiple sensors
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makes the discovery of moving targets more timely and
easier. Distributed data processing and coordinated work of
multiple sensor nodes make tracking more comprehensive.

The wireless sensor network(WSN) proposed by
Hammoudeh M is a low-cost technology that provides a
smart-led solution that can effectively continuously monitor
large, busy, and complex landscapes. The linear network
topology created by the structure of the surveillance area
presents challenges that have not been fully resolved in the
literature to date. In addition, he also determined an appropri-
ate metric to measure the quality of WSN boundary detection.
However, the complexity of wireless sensor networks is
too high, making the whole process very complicated [1].
The unique characteristics of the acoustic communication
channel proposed by Farwa A (such as high propagation
delay, multipath fading, rapid attenuation of acoustic signals,
etc.) limit the use of underwater wireless sensor networks
(UWSN). However, the immutable choice of the transponder
node will lead to the sudden death of the node, resulting in an
imbalance of energy consumption and voids [2]. Soderlund
A A proposed a new fast and efficient clustering algorithm
for sensor nodes in heterogeneous wireless sensor networks.
The goal is to make the optimal configuration of the sensor
reduce the positioning uncertainty in multi-target tracking.
The algorithm is based on three indicators: 1) perceived
feasibility, 2) measuring quality to maximize information
utility, and 3) communication cost to minimize data routing
time. The derived cluster is used as the search space of the
sensor. By optimizing the differential entropy, the uncertainty
of the target prediction posterior distribution is effectively
reduced. But this method is not very accurate, and there will
be errors in the results [3].

The innovation of this paper is (1) combines the geometric
characteristics of the binary sensor network model and the
error restriction conditions, improves the quality of sampled
particles, filters out redundant particles, and improves the
accuracy of target tracking. (2) Summarize the current domes-
tic and foreign related issues of wireless sensor network target
detection and tracking protocol algorithms, and analyze the
advantages and disadvantages of various protocol algorithms
for different target detection problems.

Il. MULTI-TARGET TRACKING AND

DETECTION ALGORITHM

A. TARGET TRACKING ALGORITHM

Tracking targets requires the use of state-space methods to
model dynamic systems. To describe a dynamic system,
at least two models are needed: one is the model that describes
the state transition, that is, the system model; the other is
the state measurement equation [4]. For the Bayesian method
of dynamic estimation, it is necessary to use all available
information to construct the posterior density function of
the state [S5]. If the system model or measurement model is
nonlinear, then the posterior density function will be non-
Gaussian [6]. In principle, the best estimate of the state
may be included in the posterior density function. For many
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problems, an estimate is required for every measurement [7].
An iterative filtering method means that the received data is
obtained sequentially rather than all at once, so it is not nec-
essary to store a complete data set [8]. Such a filter consists of
two important stages: prediction and update. The prediction
stage uses the system model to predict the state density func-
tion of the next stage [9]. The update phase uses the latest
measured value to modify the predicted density function.
This is achieved by the Bayesian theory of a mechanism for
updating the target state based on additional information from
new data [10].

For nonlinear filtering, the target state vector Ay is intro-
duced, where A, is the dimension of the state vector, f is the
set of real numbers; x is the time index; N is the set of nat-
ural numbers. The target state is expressed by the following
discrete event model:

Ay Zf;cfl(Axflv V1) 1

Among them, f;_1 is the determined non-linear function
of state a,_1, process noise is represented by V,_1, and the
target measurement equation is:

Zx = hy(Ax, W) @)

hy is a known nonlinear equation, Wy is the measurement
noise [11]. The noise sequences V,_; and W, are assumed to
be Gaussian white noise, and the probability density equation
is known and independent of each other. Assume that the
initial target state has a known initial probability density
function P(yp), which is independent of noise [12].

We filter and estimate A, based on all available measure-
ments. From the perspective of Bayesian theory, this problem
is to iteratively obtain a certain degree of credibility under
a given situation. Therefore, this requires the construction
of the posterior probability density function [13]. The initial
density function of the state vector, where zo has no measured
value. Then, the probability density function P(Ay|Z,) can
be obtained from the two steps of prediction and update
mentioned earlier [14].

Assuming that the required probability density function
is available, for the system model (1) the predicted density
function is obtained through the C-K equation at time x:

P(Ax—l|Zx—1)=/P(Ax|Zx—l)P(Ax—l|Zx—1)dAx—l 3)

When the measured value is available at time x, then
the prediction step can be implemented, which involves
an update under the prediction probability density function
under Bayes’ rule:

P(Ax|Zy) = P(Ax|Zx, Zx-1)
= P(Ax|Zy, Zx—1)P(Ax|Zy—1)P(2x|Zy)

= P(zx|Ax)P(Ax| Zy— 1)P(zx|Zx—1) “4)

Regularization constants are available:
Pz = [ PAZOPAZ DA, )
209529
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B. TARGET DETECTION GMM ALGORITHM

In order to adapt to the above-mentioned environment, some
people proposed the GMM algorithm [15]. The idea of the
GMM algorithm is: set K different situations to describe
the color content of the same pixel in a video image
sequence [16]. The higher the K value, the more models,
the stronger the anti-interference ability, and the more stable
the background modeling result. However, as the K value
increases, the complexity of the algorithm will increase and
the speed of background modeling will also slow down, so the
K value generally lasts 3-5 [17]. The probability density
function of the GMM algorithm is expressed as:

k
g =Y wirxnifi.fir D ir) (6)
i=1

In formula (1), f; represents the color value of the pixel
at the current position at the current moment, w;, and
n(fs, fi,,, > ;1) respectively represent the weight and proba-
bility density function of the i-th Gaussian model of the cur-
rent pixel, and w; ; and ) ; ; are respectively the i-th Gaussian
density function when Expected value and variance at the
previous moment [18]. In order to meet the requirements of
the probability density function, the sum of the weights of the
K Gaussian models needs to be 1, namely:

K
ZW,’)[ =1 (7)
i=1

In the GMM algorithm, each Gaussian probability den-
sity function component can be described by the following
formula:

- 1 Lop _7iyslig 7
nilfi i ) i) = e 2R g
Qm)21 ) idl?

In formula (3), n represents the dimension of the image
color, and the variance matrix is:

> i =ai,I ©)

aj is the standard deviation of the i-th Gaussian model at
the current moment [19]. In the RGB color image obtained
in this paper, R = G = B, so it is directly converted to a
gray image, and a Gaussian model is established for it, so
n = 1, the variance and standard deviation a are scalars. Can
be reduced to:

R
oo Y i) = e YA 6D

1 )

— it
a; V21
(10)

When initializing the background model, the average gray
level in the video sequence images and the change of each
image over a period of time are usually used to initialize the
K states of the Gaussian distribution from each pixel [20].

The update of the Gaussian mixture model is mainly
the Gaussian parameter value of the Gaussian distribution
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function of each pixel in the background model, includ-
ing weight, average, average, etc., parameter variability and
learning rate [21]. The update of model parameters is related
to whether the current pixel matches the Gaussian model in
the background. As:

Ife — fie1] < Caair—1 (11)

Indicates that the pixel point matches the i-th Gaussian
model, then this point is a background pixel, record the
matching position, and update the parameters of the Gaussian
model at the corresponding position:

fio = —pi))+Tire1 +pidhs (12)
af, = (I —piai,_y +pislfi — fir)* (13)

In formula (9), M;, is a binary number. If the current
pixel matches any Gaussian model at the current position, its
value is 1; otherwise, its value is 0. a represents the model
learning rate, which needs to be customized by the user [22].
Generally, the value is 0, 1, and its size is related to the back-
ground model update speed. % represents the fixed time of the
algorithm update interval, and p; , represents the parameter
learning rate of the i-th Gaussian model. In other Gaussian
models, except the weight decreases, other parameters remain
unchanged:

Wit = (11— G)Wi,t—laMi,t (14)

If the current pixel value does not match the K Gaussian
model, replace the Gaussian model with the smallest weight
with the new Gaussian model, and give the new Gaussian
model a lower value [23]. Because both weight and change
can indicate whether image pixels are background pixels,
according to the selection method of the update rate, the
distribution is classified in descending order.

C. TARGET LOCATION ALGORITHM OF WIRELESS
SENSOR NETWORK
1) TARGET POSITIONING TECHNOLOGY BASED ON RSSI
When the radio wave signal propagates in the atmospheric
space, there will be different degrees of loss. The RSSI rang-
ing technology uses the attenuation of the signal in the prop-
agation process to estimate the distance between nodes. The
RSSI signal power receiver can receive specific signal power
in space, and the received signal power is a function of time,
frequency and space. Signal loss is generally divided into path
loss, shadow slow fading and multipath fast fading [24]. The
path loss is mainly the propagation loss caused by the distance
between the signal power transmitter and the receiver, and
the slow shadow fading is the change in the average signal
strength caused by the complex and changeable terrain envi-
ronment. Multipath fast fading is related to the signal strength
characteristics of signals closer to the receiver.

RSSI-based positioning technology mainly measures the
difference between the signal strength transmitted by the
transmitter and the signal strength received by the receiver,

VOLUME 8, 2020



X. Xu et al.: Multi-Target Tracking and Detection Based on Hybrid Filter Algorithm

IEEE Access

and then converts the change in signal strength into the dis-
tance between the target and the receiver according to the
channel attenuation model. When radio wave signals prop-
agate in free space, a shadowing model is generally used to
characterize changes in signal strength [25].

2) TARGET POSITIONING TECHNOLOGY BASED ON TDOA
TDOA positioning technology is to simultaneously trans-
mit two types of radio wave signals with different speeds
from the transmitting end, and estimate the distance
between the transmitting end and the receiving end based
on the time difference between the two types of sig-
nals reaching the receiving end. The radio wave signals
commonly used in TDOA-based ranging and position-
ing algorithms are radio frequency signals and ultrasonic
signals. It should be pointed out that compared with TOA
ranging technology, TDOA ranging technology does not
require time synchronization between the transmitter and the
receiver [26].

Ill. WIRELESS SENSOR MULTI-TARGET

TRACKING EXPERIMENT

A. WIRELESS SENSOR NETWORK EXPERIMENT
Comparing the algorithm with Matlab2014a platform using
Mica2 sensor node, material 2 = 0. 0125, PT = 0dB, d0 =
1, Om, PL(dO) = 50dB, n = 4. A random node network is
established in the 100-x100m monitoring area, and the model
is used to establish a grid scanning algorithm to detect errors
and an improved grid scanning algorithm is broadcast through
a true edge distribution model and a BP neural network. In the
experiment, the traditional grid scanning algorithm is referred
to as GS, and the improved grid scanning algorithm in this
paper is referred to as TGS. The average correlation detection
error normalized by unknown nodes in the computer network
should be used .

Where: (xi, yi) represents the position coordinates of
unknown nodes, (xi, yi) represents the actual coordinates of
unknown nodes, r represents the communication radius of the
nodes in the network, Nu represents the number of unknown
nodes that can be detected in the network, k Represents
the rules and regulations of the number of nodes randomly
created in the network. In the experiment, the number of
normalized modes k = 100 means that 100 random node
developments are generated. Allow the number of nodes in
the network to be N, the number of nodes to be A, and the
length of the grid edge to be.

In the experiment, each time the network topology is cre-
ated randomly, the Gaussian random XS variable caused by
the weakening of the shadow is different, the loss coordi-
nator is also different, and the path Ki is different for each
Mica?2 node. Therefore, the XS and Ki parameters generated
each time are stored in the experiment, and the detection
errors of the GS and TGS algorithms before and after instal-
lation are simulated; the BP neural network improves the
credibility of the experiment.
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B. TARGET TRACKING EXPERIMENT OF WIRELESS
SENSOR NETWORK

This experiment uses Matlab to carry out the simulation
experiment, and what needs to be considered is the target
tracking based on the sensing distance algorithm under ideal
conditions. Due to its low algorithm complexity, this article
adds routing errors and attacks on the basis of this algorithm,
discusses the ideal sensing distance algorithm (algorithm a),
non-ideal sensing distance algorithm without detection mech-
anism (algorithm b), and non-ideal addition The performance
of the sensing distance algorithm (algorithm c) for informa-
tion detection. The simulation environment is: 500 sensor
nodes are scattered in the 10 x 10/ monitoring area, and the
sensor node’s sensing radius is 10 m, and the communication
radius is 5 m. The initial position of the target is (20, 100).
At the beginning, the initial speed is Om/s in the direction of
the x axis, and the linear motion is performed on the y axis
at a speed of 3 m/s, then the uniform acceleration motion
is performed, and finally the uniform velocity is performed
movement.

Since the sampling frequency, target speed and network
status are the factors that affect the disorder, the simulation
first uses the target to move at a constant speed to keep
the target speed constant to study the influence of different
sampling frequencies on the error. As shown in Figure 4, in a
certain period of time, too many sampling times increase the
disorder rate, but too few acquisition times affect the posi-
tioning accuracy, so the appropriate sampling times should
be selected. This article takes 500 sampling times.

C. PRECISE POSITIONING OF WSN CLUSTERING MODEL
A wireless sensor network (WSN) is an autonomous net-
work composed of a large number of small, low-cost sensor
nodes that integrate sensing, data collection, processing, and
wireless communication capabilities. A typical hierarchical
WSN is composed of sensor nodes (Sensor Node, SN), clus-
ter head nodes (Cluster Head, CH) and base stations (Base
Station, BS).

The classic IDSQ algorithm is based on the fact that when
the target moves in the geographic area covered by the wire-
less sensor network, its trajectory is continuous in time and
space. Once the target enters the geographic area, it is already
in the monitoring range of a certain sensor node; when the
target leaves the monitoring range of a node, it immediately
enters the monitoring range of its neighboring nodes until the
target leaves the geographic area covered by the sensor net-
work. Let each node record the status and monitoring time of
the monitored target. In this way, the sensor network records
the trajectory of each target. Due to the limited storage space
of sensor nodes, if too many targets have been monitored,
the information of all targets may not be saved, and due
to energy problems, sensing range, estimation capabilities,
bandwidth and energy constraints, each sensor node cannot
be the whole process Record information about the status
of the target. In this regard, we divide the sensor nodes into
different clusters according to the location and energy of the
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nodes in the wireless sensor network. Each cluster is com-
posed of a cluster head node and a number of ordinary nodes.
The ordinary nodes in the cluster only report to the cluster
head to which they belong. The node transmits data, and the
cluster head node transmits data to the sink node level. From
a logical point of view, the nodes that were originally equal
are divided into different levels. The cluster head node with
higher energy or closest to the target position is at a higher
level and undertakes more tasks, not only for perception and
upper level The node transmits its own new data, and also
transfers the data passed by the lower node, and performs data
fusion. The ordinary node with lower energy and far away
from the target location is at a lower level, and only performs
the task of sensing and transmitting to the upper node.

Assuming that the sensor nodes are clustered in the form
of virtual cells, each virtual cell in the clustering model has a
cluster head node CH (Cluster Head). The cluster head node
can receive messages sent by nodes in the cluster, and Fusion,
sometimes only need to ensure that a cluster has only one
active node CH, and other nodes are in a sleep state and take
turns as cluster head nodes. This can greatly save the energy
consumed by the entire network and extend the life cycle of
the entire sensor network. The cluster model is for ease of
discussion.

D. TARGET TRACKING AND POSITIONING EXPERIMENT
The experiment will verify the effectiveness of the proposed
CS-based SAOMP algorithm through experiments in actual
positioning and monitoring scenarios. The monitoring area
is defined as a square area 63, which targets three people of
different heights. Eight sensor nodes are evenly developed on
both sides of the monitoring area. The radio communication
unit used is the radio communication unit CC2530. One of
the sensor nodes is used as a cluster node, which is mainly
responsible for transmitting the collected data to the com-
puter. Run data processing.

In the experiment, the heights of the three targets were
1 meter, 1 meter, 3 meters, and 1. 6 meters, the height of the
sensor node was 0. 8 meters, and the actual heights of the three
targets relative to the sensor launch node were 0, 2 m, 0, and
5 m, respectively. And 0, 8m. These three goals are called
Goal 1, Goal 2, and Goal 3 in the series. CS-based SAOMP
passive location algorithm mainly includes two steps:

The first step is to build the perception matrix. First, before
the target does not enter the monitoring area, let the i-th link
record the RSSI measurement value, and use Fj to represent
the average value of the recorded RSSI measurement value.
Then, let target 2 traverse all N grids in the monitoring
area. When the target is the j-th grid, let the i-th link record
the RSSI measurement value, and use Rj; to represent the
recorded RSSI measurement value average of.

The second step is to set goals. Objective To randomly
assign K (3 persons, dilution K) to K grids in the monitoring
area. In order to make the experiment closer to the actual
layout scene, unlike the previous layout algorithm search,
the target is set at the center of the grid. Let the target
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TABLE 1. Setting of simulation parameters.

Parameter name Value
Sampling period T 0. 1s
Shortest delay t 10ms
Max of random delay (tran) 1 ms
Select cluster head time threshold 50ms
TTH
Cluster head node built-in threshold n 25

Dynamic subnet
network wide activation

10 |

Static subnet

Prediction error/%

1 2 3 4 5
Sampling times/time

FIGURE 1. Estimated error of the three strategies.

stand randomly anywhere on the grid. When the target exists,
the MSI connection is used to record the RSSI measurement
value to form the measurement vector Yjs«1, and transfer
all the collected data to the computer through the conver-
gence node, and restore the target position vector Q through
the SAOMP algorithm to achieve the positioning of the
target.

IV. SENSOR MULTI-TARGET TRACKING ANALYSIS

A. ANALYSIS OF SENSOR NETWORK RESULTS

Through statistical analysis, the network data can be obtained
as follows: In a 50 x 50 x 50 area, 1000 sensor nodes
are evenly arranged, the sensing radius between the nodes
is 5, and the communication radius is 10. At the same time,
suppose that a target with an energy of 1000 moves in a
straight line at a speed of 6m per second, enters from the
point (4, 60, 50), and leaves the area from the point (30, 2,
20). Other parameters are shown in Table 1.

The error of target position estimation under three strate-
gies is shown in Figure 1.

The figure above shows that the projected dynamic infras-
tructure algorithm has a relatively small estimation error.
This is because all activation algorithms will cause more
values to deviate from the goal of participating in the position
evaluation, resulting in greater errors. The scale and scale
of the fixed network algorithm complex should be stable.
When the target moves to the edge of the infrastructure,
due to incorrect header settings and other reasons, the target
enters the regional infrastructure and detects that the node
is inactive and cannot complete network monitoring. The
dynamic infrastructure strategy can dynamically adjust the
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35

I nctwork wide activation
30| [ Dynamic subnet
“ | [ Static subnet

energy consumption x 10000

Aquisition times

FIGURE 2. Energy consumption of the three policies.

TABLE 2. Comparison of positioning errors of three algorithms.

Number of groups Al A2 A3 A4
centroid 0.55 0.75 0. 66 0.38
Trilateral 0.42 0.34 0.37 0.4

multilateral 0, 16 0.12 1. 14 0.15

complex’s network according to the location of the target for
target detection, detection, and monitoring .

The energy consumption under the three strategies is
shown in Figure 2. Figure 2 shows that when monitoring
targets, the algorithm has lower energy consumption than
the other two strategies. Both this algorithm and the fixed
infrastructure algorithm must activate candidate nodes in the
target area and select the head node to be complex. Assuming
that the two algorithms consume the same energy in this
process, the energy consumption of the stable infrastructure
algorithm is even higher than that consumed by the entire
network. In addition, although the strategy of activating the
entire network does not require this part of the loss, in target
detection, the energy consumed by the entire network acti-
vation is much higher than the energy consumption of this
part. Therefore, in order to reduce the energy consumption of
the network, the algorithm is designed to reduce the number
of activated nodes as much as possible while ensuring low
error.

B. ANALYSIS OF MULTI-TARGET TRACKING RESULTS
Through analysis, the error comparison of the three algo-
rithms for positioning can be obtained, as shown in Table 2:
The analysis and comparison in Table 2 show that the posi-
tion of the center of mass is very different from the positions
of the three views. Due to the interference of many uncertain
factors, the layout results are unreliable. The algorithm and
multilateral positioning algorithm proposed in this paper have
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FIGURE 3. Effect picture of path selection.

@ Centroid energy consumption @ Mulilateral energy consumption
Trilateral energy consumption

1004 9

804

604

40+

23:5-!-!-|'I

FIGURE 4. Target positioning energy consumption comparison.

the advantages of narrow positioning range and high posi-
tioning accuracy. This is due to the coordination of multiple
nodes and the two-step optimization method, which weakens
the impact of large error nodes on accuracy placement.

On the basis of the coordinate information at each time
obtained by the positioning algorithm, the running track of
the target can be obtained by curve fitting.

Figure 3 is a roadmap for target monitoring following
the model selection mechanism described above. From this
shape, it may solve the problem of path distortion caused by
quadratic curve target tracking. If a curve with a level greater
than 2 is used to adjust the route, even if the positioning
accuracy is very high, it is still necessary to reduce expenses
when dealing with complex or long journeys. The result is
similar to the second-order segmented layout curve, but the
energy consumption is much higher than the second-order
curve.

From the simulation results shown in Figure 4, it can be
seen that the energy loss of the two-step target placement
algorithm also increases with the position node and width, but
compared with the polymer placement algorithm, in general,
the sensor network saves a lot of energy . A comprehensive
comparison of the four layout algorithms. The calculations
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of these four algorithms are not complicated and are suitable
for execution on sensor network nodes. The center and three-
sided layout algorithm saves more energy, but the layout
accuracy is lower. power consumption. The two-step opti-
mization algorithm proposed in this paper can also obtain
relatively ideal positioning accuracy, and consider the energy
cost, which has high practical value.

C. ANALYSIS OF TARGET LOCATION ALGORITHM

From the statistical data, the evaluation results of the OMP,
SAMP and SAOMP algorithms on the target position can be
obtained. From the position evaluation results of the three
targets, the position evaluation error of target 2 is the smallest,
and the position evaluation errors of target 1 and target 3 are
the smallest. The bigger reason is that it is mainly due to the
early development stage, and goal 2 spans all networks in the
monitoring area. For the construction of Table A, the effective
heights of the three targets are different from the sensor nodes.
Therefore, the actual size of the target is one of the factors
that affect the accuracy of target setting. Studying the effect
of the actual height of the target on the positioning accuracy
will be our next step. jobs. In general, the OMP algorithm has
the worst performance when extracting the target Q position
vector. The main reason is that the OMP algorithm must first
obtain the dilution Q in the process of recovering the dilution
Q, and the dilution is unknown in the unit. The proposed
SAOMP algorithm has the best performance.

Therefore, two targets with different motion directions and
trajectories can also be monitored. Let target 2 pass through
the four sides on the left side of the rectangle at a uniform
speed, and let target 3 turn to the right at a uniform speed.
First, use the SAOMP algorithm to estimate the target posi-
tion within time t; then, use the OCKF algorithm to predict
and estimate the target’s next position, and monitor the target
throughout the process; observe. It can be seen from the result
data that the target monitoring format using the combina-
tion of SAOMP algorithm and OCKF algorithm is feasible,
basically meets the default requirements, and the monitoring
error is small. Since the experiment is conducted in an open
external environment, some random factors will cause large
monitoring errors in a short time. In the future, we will focus
on how to improve the robustness of the algorithm. Similarly,
the accuracy of monitoring target 2 is also higher than that of
target 1. The reason is that target 2 constructs the perception
matrix A across all networks in the surveillance area.

The data can then be used to show the effect of the tar-
get number (K axis) on the placement result. The detection
error is used to evaluate the performance of different recov-
ery algorithms for the target location. This paper compares
the positioning performance of OMP, SAMP and SAOMP
algorithms. The results show that as the number of targets
(dilution K) increases, the detection error gradually increases,
especially the performance of the OMP algorithm is more
obvious. The reason for the poor performance of the OMP
algorithm when identifying multiple targets is that you should
know the vector dilution K in advance, ie. The target number
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and target number of carrier signal search in this module
are unknown. Both the SAMP algorithm and the SAOMP
algorithm can estimate the dilution of the cross section, so the
positioning performance is similar. However, the SAMP algo-
rithm must gradually approach the initial signal with a fixed
step size. How to choose the step size is a difficult problem
to solve .

V. CONCLUSION

This article mainly introduces the overall architecture of the
system platform, related material elements, and the soft-
ware involved, such as the OpenCV function library, classi-
fies the project implementation process blocks and program
flowcharts. Then it is divided into three parts according to the
functions of target detection and monitoring: target detection,
target positioning and target monitoring, which are described
in detail. In this paper, the theoretical basis, experimental
results and comparative description of the algorithms on
the functional platform of each functional unit are given in
detail.

This article introduces the situation of introducing multiple
similar moving targets into the monitoring network at the
same time, and analyzes the possible problems and causes.
At the same time, the multi-target signal generated from the
network node is collected to calculate a signal alias. Based
on the potential personal target monitoring system, according
to actual needs, multiple dynamic monitoring sets are com-
bined into one or more dynamic monitoring sets. Aiming at
the problem of very random target behavior when multiple
targets are monitored centrally, it is impossible to use the path
estimation process of a single target monitoring process and a
circle of "buffer" around the dynamic complex; for dynamic
maintenance of dynamic assembly projects.

This article introduces several important classic state eval-
uation algorithms, such as small block evaluation algorithm,
Kalman filter estimation algorithm, a new state evaluation
algorithm ECEF filter estimation and particle filter algorithm.
Particulate filtration technology is suitable for target state
assessment under non-linear and non-standard conditions,
and thus has been widely used. However, particle filtering
also has the problems of large amount of calculation, particle
degradation and particle exhaustion during particle monitor-
ing. And improved the sampling process in the particle filter-
ing algorithm. The sampling algorithm can not only suppress
the degradation of particulate matter during the monitoring
process, but also effectively reduce the calculation of partic-
ulate matter filtration.
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