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ABSTRACT Time-Stable Geocast is a group communication pattern where the destination is composed
of a set of nodes that, at any time during a predefined time interval, have been located within a given
geographic destination region. Time-Stable Geocast is well suited to supporting Smart City and Intelligent
Transportation Systems (ITS) applications such as road safety, crowdsensing, entertainment, and business
applications that can benefit from disseminating position and time-based abiding information. In this paper,
we present GeoTemporal-cast, an opportunistic time-stable geocast routing protocol for Delay-Tolerant
Vehicular Ad Hoc Networks (DT-VANETS) that, unlike previous proposals, does not assume that either
data messages are generated inside the geographic destination region or that an underlying routing protocol
will deliver the packets there. GeoTemporal-cast computes shortest-path trees over the street-layout graph
that are rooted at a connected component that includes all the nodes representing intersections located
inside the destination region. By traveling along the edges of these trees, data messages can reach the
destination region from all the streets with access to the destination region. We evaluate the performance of
GeoTemporal-cast using detailed simulations in NS-3 that consider city-wide realistic scenarios involving
up to 9,080 vehicles. Our results show that GeoTemporal-cast outperforms a set of time-stable protocols
for Delay-Tolerant Networks, including Time-Stable Geographically-Restricted Epidemic and variations of
Spray & Wait, in terms of delivery ratio, delivery delay, and overhead.

INDEX TERMS Routing, VANET, DTN, time-stable geocast, smart city, intelligent transportation system.

I. INTRODUCTION
Delay-Tolerant Vehicular Ad-hoc Networks (DT-VANETS) is
atechnology that integrates the capabilities of ad hoc wireless
networks into vehicles to provide ubiquitous connectivity
to mobile users while on the road, even if there are no
contemporaneous end-to-end paths connecting data sources
to destinations. DT-VANETSs can incorporate Vehicle-to-
Vehicle (V2V), Vehicle-to-Roadside (V2R) and Vehicle-to-
Infrastructure (V2I) communications to support a growing
number of Intelligent Transportation Systems (ITS) [1], [2]
and Smart City applications [3].

DT-VANETs and regular Vehicular Ad-hoc Networks
(VANETs) belong to a subcategory of Mobile Ad-hoc Net-
works (MANETS) because they share similar general features
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including self-organization, self-management, and restricted
access to bandwidth. However, VANETSs and DT-VANETSs
experience unique conditions such as frequent topological
changes, large variations in the speeds of nodes, and restricted
mobility patterns imposed by the streets and roads [4], [5].
VANETSs and DT-VANETS can also be distinguished from
other forms of Mobile Ad-hoc Networks because their nodes
have less stringent constraints in terms of energy consump-
tion, storage, and computing power. Additionally, VANET
and DT-VANET nodes usually have access to a variety of
sensors that produce information that can be used in the
routing process, for example, a Global Positioning Sys-
tem (GPS) receiver that provides vehicles with their geo-
graphical position [6]. DT-VANETS are further characterized
by low node densities and the fact that they do not assume the
existence of contemporary end-to-end paths from sources to
destinations.
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In the context of Smart Cities and ITS, DT-VANETS can
help offloading delay-tolerant traffic from the infrastructure-
based networks but perhaps more importantly, serve as
the communication platform connecting a swarm com-
posed of vehicles, personal mobile devices, Internet of
Things (IoT) devices installed at buildings and roadside
furniture, and the Cloud [7]. This, to support a growing
number of position- and time-based cooperative applica-
tions such as Amber Alerts [8], crowdsensing applications
(e.g. [9]-[17]), virtual warning signs [18], and traffic man-
agement applications [12], [19].

Traditionally, this type of application employ geocast rout-
ing protocols for VANETS (e.g., [20]-[22]) to deliver infor-
mation to groups of nodes located at a given geographic
destination region (also referred as the Region of Interest).
Unfortunately, traditional geocast communication does not
consider the temporal scope of data, and hence, data is deliv-
ered to the nodes that happen to be located at the region
of interest (Rol) at the time the packets arrive. This is par-
ticularly disadvantageous for delay-tolerant communications
because it can be the case that at that time, no node is
inside the Rol. Moreover, when the network is intermittently
connected, the set of nodes that compose the destination
is not well specified because the time in which the packet
will arrive at the Rol is highly unpredictable. Time-Stable
Geocast (also referred to as abiding geocast) solves this
problem by explicitly defining the data messages’ tempo-
ral scope in terms of a time interval (%, #;) during which
a data packet has to be delivered to any node inside the
Rol.

As concrete examples of applications of the time-stable
geocast communication pattern, we identify the following
motivating scenarios:

o Amber Alerts. An Amber Alert is sent to the devices in

the vicinity of the last place a missing child was seen.
The data messages that carry information about the alert
remain active around the place during the alert’s lifetime,
even if there are neither intelligent roadside furniture
nor vehicles in the vicinity for an arbitrarily long time.
This way, during the time defined in the alert, any device
entering the geographic region will receive the alert.

« Delivery of sensing requests in crowdsensing platforms.
A crowdsensing application uses sensing request mes-
sages to recruit vehicles and pedestrians to monitor a
region of interest during a predefined time interval. The
request is retained in the vicinity of the area of interest
during the request’s lifetime, even if there are no nodes
nearby for arbitrarily long times.

« Delivery of requests for data muling. Similarly to the
crowdsensing application, a data collection application
can recruit vehicles to act as data mules for the informa-
tion collected by sensors located in an area of interest.
This functionality is well suited to collect data from
cheap sensors with no direct connection to the Internet.

« Virtual signs. Applications can temporarily post infor-
mation to specific regions of the City. For instance,
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a data analytics application running on the Cloud can
post findings obtained from analyzing crowd-sensed
data to specific geographic areas of a City. This infor-
mation remains posted for as long as it is relevant.
For instance, an application can alert drivers about a
predicted surge in ground-level pollution that will take
place between 5:00 and 7:00 PM. Drivers can also post
virtual signs, for instance, to notify other drivers about
road hazards.

In this paper, we present GeoTemporal-cast, an opportunis-
tic time-stable geocast routing protocol that, unlike previous
proposals, does not assume that either data messages are
generated inside the geographic destination region (e.g., [8],
[19], [23]-[29]) or that an underlying routing protocol will
deliver the packets to the destination region (e.g., [18],
[30]). Section II presents a more detailed analysis of these
proposals.

The proposed protocol takes advantage of the informa-
tion available to current navigation systems to compute
shortest-path trees over the street-layout graph. These trees
are rooted at a connected component that includes all the
nodes representing intersections located inside the destina-
tion region. By traveling along the edges of these trees, data
messages can reach the destination region from all the streets
with access to the region. Moreover, in situations where no
vehicles are inside the destination region, GeoTemporal-cast
will use these trees to keep messages as close as possible to
that geographic region.

GeoTemporal-cast disseminates data messages towards the
destination regions according to the packets’ priorities, which
can be either high or regular. Nodes use a priority queue that
also considers the distance to the destination region in the
street-layout graph, the traveling direction of the vehicles,
and the number of hops that packets have traversed so far.
When two vehicles meet, high-priority packets are exchanged
before regular priority packets. Low-priority packets are also
discarded first when the data queues get full. The objective
is to maximize the delivery probability while minimizing the
delay with which high-priority packets are delivered to their
intended receivers.

Our experimental results, based on detailed simulations in
NS-3 that consider real city layouts and real mobility traces
involving up to 9,080 vehicles, show that GeoTemporal-cast
performs well in realistic scenarios. It attains better delivery
ratio and delivery delay while inducing far less overhead than
a group of time-stable protocols for Delay Tolerant Networks,
including geographically-restricted epidemic and variations
of Spray & Wait. To the best of our knowledge, this is the
largest-scale simulation-based study for time-stable geocast
routing protocols presented to date.

The rest of this paper is organized as follows. Section II
presents a sample of the work devoted to time-stable geocast-
ing. Section I1I presents the system model and the formulation
of the problem of routing time-stable traffic in Delay-Tolerant
VANETS. Section IV presents the proposed protocol and
related algorithms as well as a series of theorems that
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characterize their temporal complexity. Section V presents
the results of our simulation experiments and Section VI
presents our concluding remarks.

Il. RELATED WORK
In this section, we present a sample of the work devoted to
designing time-stable (also referred to as abiding) geocast
routing protocols. This analysis reveals that previous work
assumes either that the data messages are generated inside
the geographic destination region (see Section II-A) or that
there is an underlying geocast routing protocol that delivers
the packets to the destination region (see Section II-B). Both
assumptions limit the applicability of these protocols to very
specific scenarios.

Based on these assumptions, previous proposals focus only
on retaining the time-stable packets within their destination
region during their predefined lifetime.

A. PROTOCOLS THAT RETAIN PACKETS WITHIN THE
DESTINATION REGION

In [24], the authors present a protocol based on the IEEE
802.11 technology that delivers abiding messages to nodes
located within a destination region. Nodes carrying an abid-
ing message, dynamically define a forwarding region that
contains the destination region and whose size depends on
the perceived vehicle density. The objective of having an
extended forwarding region is to improve the probability of
nodes receiving the packet before entering the destination
region. For each destination region, the protocol sets a unique
Service Set Identifier (SSID) and nodes inside the destination
region form an Independent Basic Service Set (IBSS). When
a node in the forwarding region detects a new node within its
communication range, it relays the message. If the receiver
node does not already possess the message, it checks if it is
inside the destination region, and if so, it passes the packet
to upper layers and joins the IBSS. Nodes keep abiding data
messages for as long as they remain in the forwarding region
and while the lifetime of the packets has not expired.

In [25], the authors propose a timer-based protocol
designed to disseminate and retain safety information along a
bidirectional stretch of road. When a vehicle detects an emer-
gency, it starts broadcasting a warning message to inform
other vehicles about the event. Upon receiving a warning
message, vehicles become active relays responsible for relay-
ing the warning message to vehicles traveling in the oppo-
site direction. The protocol also defines a forwarding region
where the warning message is disseminated. The computation
of this forwarding region assumes that vehicles enter the road
from both ends following a Poisson distribution. When nodes
receive a message from a vehicle traveling in the same direc-
tion, they wait for a dynamically computed time before the
next broadcast. This time depends on the vehicles’ direction
and speed, their relative positions, and the distance to the
boundaries of the forwarding region.

The Dynamic Time Stable Geocast (DTSG) [26] proto-
col is also a timer-based protocol designed for two-way
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highways. As in the previous approaches, the protocol defines
an extended forwarding region that covers the original des-
tination region where vehicles disseminate time-stable mes-
sages. The dynamic behavior of the protocol allows reducing,
extending, or canceling the packets’ lifespan. The proto-
col has two phases, the pre-stable phase, which ends when
the message has been disseminated along the destination
region, and the stable phase, which is in charge of retain-
ing the message during its lifespan. In the pre-stable phase,
the source vehicle generates and broadcasts a message upon
encountering an event. The source vehicle periodically broad-
casts the message until at least one helping vehicle mov-
ing in the opposite direction receives the message. Each
time a vehicle receives a message, it immediately broad-
casts the message, thus acknowledging the reception. The
helping vehicle periodically broadcasts the packet until it
reaches the end of the destination region, where a extra
region begins. At this moment, it changes the status flag
of the message to the stable phase. Later, it starts broad-
casting the message again, until at least one vehicle moving
towards the event receives it. Then, this receiver vehicle stops
broadcasting the message until it reaches the extra region.
In this region, the vehicle periodically broadcasts the message
until it receives an acknowledgment. This cycle continues
until the message expires or is canceled. The Traffic light
Time-Stable Geocast (T-TSG) [28] protocol is an extension
to DTSG for urban environments that takes into account
the state of the traffic lights when selecting the forwarding
vehicles.

The Abiding Geocast for Warning Message Dissemina-
tion (AGWMD) [27] protocol is a timer-based protocol that
assumes that a roadside unit (SRU) initiates the dissemination
of a warning message. The process starts when the RSU
transmits an advertisement (ADV) message, which includes
the next two forwarders’ identity. When a selected vehicle
receives a message transmitted by the RSU, it waits for a time
proportional to its current distance to the center of the desti-
nation region before forwarding the message. This message
also contains the list of the next forwarder vehicles selected
by the current forwarder. If the current forwarder receives
another broadcast from a vehicle traveling ahead in the same
direction before the timer expires, it cancels its timer. This
process is repeated until the message reaches the destination
region’s boundary and for as long as the message is still
active.

The Semantic and Self-Decision Geocast Protocol
(SAS-GP) [8] is also a timer-based protocol where vehi-
cles disseminate a warning message when encountering
an accident, to inform other vehicles located in the area
affected by the event. This area, referred to as the Semantic
Geocast Domain (SGD), includes all the streets that lead
to the location of the event, and its size depends on the
current traffic information. SAS-GP operates in three phases,
namely, the spread, preserve, and assurance phases. During
the spread phase, the packet is disseminated up to the bor-
ders of the SGD. Then, in the preserve phase, the message
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is retained in the SGD during the message lifetime. The
assurance phase’s objective is to guarantee that the message
is delivered to all the vehicles inside the SDG. The abiding
geocast protocol based on carrier sets (AG-CS) [29] divides
the destination area into street segments covered by a set
of carrier vehicles. The vehicles in a carrier set store and
periodically retransmit abiding messages. These vehicles
are selected by other carrier vehicles based on the stability
estimation index, which is a function of the link’s duration
and connectivity. In [19], the authors propose a probabilistic
timer-based approach to retain packets within the destination
region by periodically retransmitting data messages. Time is
divided into time frames, and at the beginning of each frame,
the protocol randomly determines the next transmission
time within the frame. The protocol adapts the transmission
probabilities based on the density of neighboring vehicles.
It controls the data transmission period according to the
vehicle’s degree of contribution to the coverage, which is
proportional to the size of the area where the communication
range of the vehicle does not overlap with that of its nearest
neighbor.

B. PROPOSALS THAT ASSUME AN UNDERLYING GEOCAST
ROUTING PROTOCOL

In [18], [23], Maihofer er al. propose three approaches
for implementing abiding geocasting, namely, server-based,
election-based, and neighbor-based approaches. In the
server-based approach, packets are unicasted to a geocast
server responsible for periodically flooding the destination
region. Alternatively, the geocast server can transmit pack-
ets on-demand to respond to requests transmitted by nodes
within the destination area. The election-based approach
assumes that packets are delivered to the destination area
by an underlying geocast routing protocol. A dynamically
elected node within the destination region stores and delivers
the message to other nodes in the destination region either
on-demand or periodically with one-hop broadcasts. The
neighbor-based approach is similar to the previous approach,
but in this case, every node within the destination area stores
and delivers packets to neighbors located within the destina-
tion region.

The Opportunistic ~ Spatio-Temporal Dissemination
(OSTD) [30] protocol disseminates event information in
a destination geographic region during the lifetime of the
event. OSTD follows a published/subscriber approach where
events are delivered only to vehicles that have subscribed
to the event’s topic. Similar to previous approaches, OSTD
assumes that either the packet is generated inside the desti-
nation region or that there is an underlying geocast routing
protocol for DT-VANETS (e.g., GeOpps [31]). OSTD keeps
multiple replicas of the messages at designated vehicles,
which periodically broadcast the message to cover the areas
where intended receivers are likely to be. When a vehicle
carrying a replica moves outside of the destination region,
it has to transfer the replica to a vehicle moving back
inside.
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Ill. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we present the notation used throughout the
paper and a precise formulation of the problem of routing
time-stable geocast traffic in Delay-Tolerant VANETS.

Let Gsrreer = (I, S) be a weighted directed graph that
describes the street layout of a geographic region, where [ is
the set of street intersections, and S is the set of road segments
connecting the intersections. An edge (iy,7,) € S indicates
that there is a road segment that vehicles can use to get to
intersection #, from intersection i,. The weights of the edges
are determined by a function / : § — R™ based on the length
of the corresponding street segments. We use p(i,) to denote
the position of intersection i,, and x,,) and y,,) to denote
the x and y coordinates of p(i,).

Let Gyaner(t) = (V(¢), E(t)) be a time-varying directed
graph that represents the topology of the VANET at time 7,
where V (¢) is a dynamic, time-dependent set of vehicles, and
E is also a dynamic, time-dependent set of wireless links that
connect two vehicles v,, v, € V(¢) at time ¢ if v, can decode
a packet received from from v, at time . We say that there
is a contact opportunity COy,, v,) between vehicles v, and v,
during time interval (LTRSS TR N if Vt € (104 01> Ty )
exist e,, = (v, vy) and ey, = (v, v,) in E(¢). During the
lifetime of the contact opportunity, vehicles v, and v, can
exchange either control or data packets.

We assume that vehicles are equipped with an onboard
Navigation System with a GPS receiver. We further assume
that an instance of the protocol running on vehicle v, € V(¢)
can access the graph Ggrreer and the current geographic
position of v, denoted by p(v,, t). We use x,(,,») and yp(,.1
to denote the x and y coordinates of the position of node v, at
time 7.

A time-stable geocast data flow generated by source vehi-
cle vy € V(¢), denoted by f,, is a sequence of n = |f,,| data
messages (mp,my, ..., ny,). Each data message m is |m| bytes
long, and contains the following information:

Vi vy

« A unique identifier composed of the source address and
a sequence number.

« A rectangular geographic destination region, denoted by
DR(m) = {(-xO(m) > yO(m))7 (xl(m> s }’I(m))}’ where (X()(m) ’ )’O(m))
and (x1,,,y1,,,) are the coordinates of its south-west and
north-east corners, respectively.

o The packet’s temporal scope, denoted by t(m) =
(104 11(y)» Which is defined by the time interval
between 10y and -

o A priority denoted by PRIO(m), which can be either
HIGH or REGULAR.

o The number of hops m has traversed so far, denoted by
HOP(m).

« The payload denoted by P(m).

We use M to denote the set of all time-stable geocast data
messages generated by all the sources in the network.

We define the set of intended receivers of a time-stable geo-
cast message m, as IR, = {ve V(t): X0 < Xp(vit) < X1y A
Yo = Ypit) < Vigy Nogy <1 =< tl(m)}. We use p(vy,t) €
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DR(m) to denote that vehicle v, is within the destination
region of message m at time . We also define the indicator
function I: M x V(t) — {0, 1} that equals 1, if and only if
message m € M is received by intended receiver v, € IR, at
time ¢, such that W0y <1 =1, Lastly, the delivery delay of
message m, experienced by an intended receiver v,, denoted
by 8(m,v,), is computed as the time elapsed between the
arrival of v, at the destination region DR(m) and the time in
which message m was received by v,,.

From the previous definitions, we can formulate the
problem of time-stable geocast routing in DT-VANETs in
terms of the messages that are transmitted by the vehi-
cles during their contact opportunities. The problem con-
sist in, given a DT-VANET Gyngr and a set of N data
flows {f 1 fz,..., fN }, determine a sequence Txa)[‘wv] =
(my,my,...,my) of data packet transmissions that occur in
each contact opportunity COyy, .} in Gyaner, such that:

« The packet delivery ratio (DR), as defined in (1), is max-

imized.

N
Dict Zmeff ZvuelRm 1(m, vy)
N
Dzt 2myegi MRl

« The average delivery delay (D), as defined in (2), is min-
imized.

DR =

ey

N

R — Zi:l Zmefi ZvuelRm 8(m, vy)
Y

D imi Zmeff ZvuelRm I(m, vy)

« The data overhead (DO), as defined in (3), is minimized.

@

ZCO(,%W} in GyANET ZmETxCO(vu.vv} |I’I’l|

DO = N 3)
>in Zmefi 2 vty 10m, vi)m|

By using the indicator function I, the numerator of (1)
only considers the messages m that were actually received
by an m’s intended receiver v, € IR,, during m’s temporal
scope. The denominator of (1) is the sum of the cardinalities
of the sets of intended receivers IR, of all the messages
that compose the set {f',...f"V} of data flows. Similarly,
(2) employs function § to compute the sum of the delivery
delays experienced by all the messages that were received by
an intended receiver. Lastly, the data overhead is computed
in (3) as the ratio between the sum of the length in bytes of
all the messages that were exchanged during all the contact
opportunities COyy,v,} in Gyangr, and the length of the data
packets that were received by the intended receivers.

Table 1 summarizes the notation introduced in this section.

IV. THE GEOTEMPORAL-CAST PROTOCOL

A. OVERVIEW

GeoTemporal-cast is an opportunistic time-stable geocast
protocol that employs contact opportunities between vehicles
to disseminate time-stable geocast messages towards their
corresponding geographic destination regions and then retain
the messages there during their lifetime. Vehicles use small
HELLO packets to detect contact opportunities during which
data messages are exchanged.
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TABLE 1. Summary of notation.

GSTREET Graph representing the street layout

1 Set of street intersections

N Set of road segments

1((iy,iy)) Length of the road segment connecting
intersections i, and i,.

Gyaner (1) Time-varying graph representing the topology of
the DT-VANET

V(t) Time-varying set of vehicles

E(1) Time-varying set of wireless links

p(iy) Position of intersection i,

p(vu,1) Position of vehicle v, at time 7

S, Data flow generated by source vy

DR(m) Destination geographic region of packet m

T(m) = (tow Jh (m)) Temporal scope of packet m

M Set of all the time-stable geocast
messages in an experiment

IR, Set of intended receivers of message m

COy} Contact opportunity between vehicles v, and v,

TXCO(V,‘_\,-‘,) Set of messages transmitted during a contact
opportunity between vehicles v, and v,

I(m,vy) Indicator function that indicates the correct
reception of message m by receiver v,

o(m,vy) Delivery delay of message m, experienced by an
intended receiver v,

Vehicles route a time-stable geocast message m towards
its destination region DR(m) following a shortest-path tree
Tpremy € Gstreer = (I,S) that is rooted at a connected
component that contains all the intersections i, € I such
that xo,,, < Xp(i,) < X1 A Y0 =< Yplis) < Vi Namely, all
the intersections inside m’s destination geographic region.
By traveling along the edges of Tpg(n), a copy of message m
can reach the DR(m) from any of the streets with access to that
geographic region (see Fig. 2). Moreover, during m’s lifetime
T(m) = (10, » 11y )» TDR(m) will keep attracting the replicas of
m towards the streets with access to DR(m). Once a replica of
m reaches the extended destination region DR'(m) that con-
tains the connected component and the original destination
region, GeoTemporal-cast operates in Epidemic mode [32]
to inform all the vehicles about the packet. Please note that
all the vehicles in DR(m) during 7(m) are intended receivers
of message m.

During a contact opportunity, GeoTemporal-cast employs
a priority-based scheme to compute the messages’ forward
priority that is used to select which messages to exchange
first. We define a total order relation over the packets that
considers the packet type (high-priority packets are preferred
over regular-priority packets), the positions of the vehicles
(packets already in the extended destination region are pre-
ferred over packets traveling towards the region), the posi-
tions and traveling directions of the sender and receiver
vehicles, and the number of hops that packets have traversed
so far. This same ordering relation is used to discard pack-
ets when the data queue of a node gets full. Data mes-
sages are also discarded when their lifetime ends. Vehicles
use the Viable Carrier Condition to forward data messages
only to viable carriers, which are neighboring vehicles that
make progress in Tpg(,) towards the extended destination
region.

VOLUME 8, 2020



L. R. Gallego-Tercero et al.: Efficient Time-Stable Geocast Routing in Delay-Tolerant Vehicular Ad-Hoc Networks

IEEE Access

TABLE 2. Summary of notation used in the protocol and algorithms
specifications.

TpR(m) Shortest-path tree rooted at super node igper

DR’(m) | Extended destination region of packet m

NS Summary vector of vehicle v,

DV, Disjoint vector of vehicle v,

IsypeR Connected component of Gsrregr that defines the
extended destination region

Isuper A node that replaces Isypeg in Tpr(m)

Lastly, in order to limit the amount of resources assigned to
individual messages, GeoTemporal-cast restricts the number
of replicas of regular-priority messages that vehicles can
forward when they are located outside of the extended des-
tination region.

Table 2 summarizes the notation used in this section.

B. INFORMATION EXCHANGED
In this section, we present the protocol implemented
by GeoTemporal-cast to detect contact opportunities and
exchange data messages. Our presentation is succinct because
this message exchange is similar to the one used by Epi-
demic [32]. The main difference resides in how nodes com-
pute the data messages’ forward priority, and the use of the
Viable Carrier Condition to determine if a given vehicle is a
suitable next hop towards the destination region.
GeoTemporal-cast defines a DATA packet and five control
packets.

o HELLO: Announces the presence of a vehicle to sur-
rounding vehicles.

o REPLY: Response to a HELLO. It includes a Summary
Vector with the identifiers of the DATA packets this
vehicle offers.

« REPLY_BACK: Response to a REPLY. It includes a
Disjoint Vector with the identifiers of the DATA packets
that the node requests.

o ACK: Transmitted to acknowledge a DATA packet.

« DATA_ACK: A DATA packet piggybacked in an ACK
packet.

All these packets contain the current geographical infor-
mation (position and traveling direction) of the vehicle that
transmitted them. The routing protocol uses this information
to determine if anode is a viable carrier for the DATA packets.
We describe this process in Section I'V-C.

Fig. 1 illustrates the message exchange during a contact
opportunity. When two vehicles, v, and v,, come into commu-
nication range of one another, an anti-entropy session initiates
(Step 1). Nodes ignore HELLO packets broadcasted by nodes
with a smaller id. In this example, the node with a larger iden-
tifier (node v, ) ignores a HELLO packet broadcasted by anode
with a smaller identifier (node v,,). Then node v, broadcasts a
HELLO packet that is not ignored and is processed to initiate
the exchange of control packets.

When a HELLO packet is processed, the protocol inserts
the identifier of the node that broadcasted the packet into a
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Step 1

GE) HELLO x(:)

tep Computes Disjoint Vectors
SV,
©) REPLYY @-—[Dvwesvw—svw and ]—

DVy,«SVy,—SVy,

HELLO ignored: V, <V,
(Anti-entropy session)

Step 4
@REPLY BACK
Y Step 5

DATA A,

@« )

©

v,

V
@ Step 6

ACK A;) DATA B
()-A A L (V) €T DV =0 & DV 50—
[ 3

°
°

@ (ACK Bj-1) DATA An®

@ (ACK A,) DATA B, @

| End of exchange | €—{if [DVy,|=0 & [DVy, |[=0——
FIGURE 1. Sequence of packets exchanged during a contact opportunity

between vehicles vy and vy. SVy,, and SV, are Summary Vectors, and
DVy, and DVy, are Disjoint Vectors of nodes vy and vy, respectively.

cache of recently contacted neighbor nodes. Nodes included
in this list are not contacted again within a configurable
amount of time to avoid frequent redundant connections. In
Step 2, as a response to the HELLO packet from node v,,
node v, sends a REPLY packet with its Summary Vector
SV,, that contains the identifiers of the DATA packets that
v, has in memory. In Step 3, node v, uses the Summary
Vector §V,, and its own Summary Vector SV, to compute
Disjoint Vectors DV,,, < SV, \SV,, and DV, <« SV, \SV,,.
Node v, also caches the Disjoint Vector of the other node
(DV,,) and uses the cardinality of both disjoint vectors to
decide which packets to exchange. In Step 4, node v, sends a
REPLY_BACK packet that includes its Disjoint Vector DV,
to node v,. Node v, caches the received Disjoint Vector in
memory.

In Step 5, the sender node v, uses the time- and
position-dependent total order relation defined in (4) to estab-
lish an ordering over the packets m € DV, and to decide
which message is going to send first. As it can be seen
in (4), GeoTemporal-cast prioritizes high-priority packets
(PRIO(m) = HIGH), then packets which are currently in
their destination region (p(v,, t) € DR(m)), then packets with
lower hop count (HOP(m)), and then packets that have been
reported by a fewer number of neighboring vehicles. Ties are
broken based on the IP address of the source vehicle. The
aim of this total order relation is to assign more network and
computing resources to high-priority messages, and then to
messages that are about to be delivered to intended receivers.
It also promotes the dissemination of messages that have
reached a small number of vehicles.

As it is described in Section IV-C, nodes always use the
Viable Carrier Condition to check if the receiver node v, is
a viable carrier for the message before actually transmitting
it. v, also checks if the counter of available replicas of the
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selected packet is larger than zero, and if so, it decrements
the counter in one unit and transmits the packet.

When node v, receives the transmitted DATA packet
replica, it increments the hops count of the packet by one,
set its number of available replicas to the maximum value,
and stores the packet in memory. This completes Step 5.

m; <Vu m]
iff PRIO(m;) < PRIO(m;) or
PRIO(m;) = PRIO(mj) Ap(vy, 1)
€ DR(mj) Ap(vy,t) ¢ DR(m;) or
PRIO(m;) = PRIO(mj) Ap(vy, 1)
€ DR(mj) Ap(vy,t) € DR(m;) A
HOP(m;) > HOP(m;) or
PRIO(m;) = PRIO(mj) Ap(vy, 1)
€ DR(mj) Ap(vy,t) € DR(m;) A
HOP(m;) = HOP(mj) A COPY (m;) > COPY (m;) or
PRIO(m;) = PRIO(m;) Ap(vy, 1)
€ DR(mj) Ap(vy,t) € DR(m;) A
HOP(m;) = HOP(m;) A COPY (m;)
= COPY (mj) NID(m;) < ID(m;)
PRIO(m;) = PRIO(m;) Ap(vy, 1)
¢ DR(m;j) Ap(vy,t) ¢ DR(m;) A
HOP(m;) > HOP(m;) or
PRIO(m;) = PRIO(mj) Ap(vy, 1)
& DR(mj) Ap(vy, t) ¢ DR(m;) A
HOP(m;) = HOP(m;) A COPY (m;) > COPY (m;) or
PRIO(m;) = PRIO(mj) Ap(vy, 1)
& DR(mj) Ap(vy, t) ¢ DR(m;) A
HOP(m;) = HOP(mj) A COPY (m;)
= COPY (mj) NID(m;) < ID(m;) “4)

Afterward, in Step 6, the receiver node v, transmits back
either an ACK packet that contains the identifier of the DATA
packet being acknowledged or a DATA_ACK packet that
also contains a DATA piggybacked. Nodes use DATA_ACK
packets when they also have packets to send, namely, when
|DV,,| > 0. Nodes select the packet to be transmitted in a
DATA_ACK packets in the same way as described in Step 5.
Lastly, nodes repeat Step 6 until they have exchanged all the
packets in DV, and DV, , or the contact opportunity ends.

These two nodes do not initiate a new conversation with each
other until the recently contacted neighbor timer expires.

C. VIABLE CARRIER CONDITION

Before relaying a message m to a requesting vehicle, nodes
use Algorithm 1 to determine if that vehicle is a viable
data-carrier for m. Algorithm 1 receives as input an extended
destination area DR’'(m) that contains the original destina-
tion region DR(m), a shortest-path tree Tpg(,) rooted at the
extended destination region DR’'(m), the current data-carrier
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node v, and the candidate data-carrier node v,. Section IV-D
presents the details on how the shortest-path tree Tpg(,) and
the extended destination region DR’(m) are computed.

Algorithm 1 is based on the Viable Carrier Condition that
states that a vehicle is a Viable Carrier if it meets any of the
following criteria:

(i) Any of the two nodes is inside the extended destination
region (Line 2). This is because nodes operate in Epi-
demic mode when they are inside this region.

(it) The candidate data-carrier node v, is closer, in Tpg(m),
to the extended destination region DR'(im) than the cur-
rent carrier v, (Line 5), and v, is not moving away
from the extended destination region (Line 8). These
distances (Line 5) are computed over the three Tpgrgy) to
consider the actual distance that a vehicle should travel
to get to the extended destination region.

(iii) The candidate data-carrier node v, is farther away,
in Tprom), to the extended destination region DR’ (m) than
the current carrier v, (Line 6) but v, is moving towards
the destination region and v, is moving away from the
destination region (Line 10).

Algorithm 1 Determines if a Node is a Valid Packet
Carrier
Input: Shortest-path tree Tpg(m), current data-carrier
node v,, candidate data-carrier node v,, extended
destination area DR’ (m)
Output: Returns True if node v, is a valid packet
carrier, Fal se otherwise.

1 Function IsvalidPacketCarrier (v, vy, DR (m),
Tpr(m)) ¢

2 if p(vy,t) € DR (m) or p(v,,t) € DR'(m) then
3 | return True
4 end if
5 if distance(,, Tprum)) < distance(,, Tpr(m))
then closer < True
6 else closer < False
7 if closer is True then
8 if v, is moving away from DR'(m) in Tpg(yy and
vy is moving towards DR'(m) in Tpg(yy then
return False
9 else
10 if v, is moving towards DR'(m) in Tprgn) and v,
is moving away from DR’'(m) in Tpg(y) then
return True
11 return False
12 end if
13 return True
14 end

By selecting carriers according to (if) and (iif) of the Viable
Carrier Condition, GeoTemporal-cast relays DATA packets
from sources to their corresponding destination regions by
selecting vehicles that are closer to the extended destination
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region in terms of the actual distance that a vehicle has to
travel to get there. On the other hand, the purpose of (i) is
twofold. To disseminate replicas of the packet along the
destination region and then retain those messages there during
the packets’ lifetime. In the case that no vehicle is inside the
destination region, (i) and (iif) will continuously attract the
message replicas to the destination region because vehicles
will keep forwarding the replicas to vehicles closer to that
region.

D. EXTENDED DESTINATION REGION AND
SHORTEST-PATH TREE COMPUTATION

GeoTemporal-cast uses Algorithm 2 to compute m’s extended
destination region DR’(m), which is the minimum-size rect-
angular geographic region (see Lines 15-19) that contains:
(i) m’s original geographic destination region DR(m), and (ii)
a connected component Isyppr C I that is composed of the
set of intersections Ijy C I located inside the DR(m) (see
Lines 4-8) and a set of intersections laying in shortest-paths
connecting them (see Lines 11-14). The purpose of having an
extended destination region is to define a geographic region
that includes streets segments connecting all the reachable
points within the destination region DR(m). This way, vehi-
cles operating in Epidemic mode can disseminate data packet
across the whole destination region DR(m).

In order to compute the shortest-path tree Tpg(n), Algo-
rithm 2 operates over an undirected version Ggppppr Of the
street-layout graph Gsrregr. This is because data messages,
unlike vehicles, can travel in any of the directions of a street
segment. Algorithm 2 replaces the connected component
Isyper with a super node igper Where ig,p,., is connected to all
the intersections i, such that there is street segment (i, i,) € S
with i, ¢ Isyper and iy, € Isypgg (see Lines 25 and 28). Lastly,
Algorithm 2 simply employs Dijkstra’s algorithm to compute
a shortest path tree rooted at iy,

Figures 2(a-d) illustrate the previous concepts. Fig. 2(a)
shows, with black dashed lines, the geographic destination
region of a packet m that contains intersections iy, i, and i,,.
Fig. 2(b) shows in red the intersections contained in the con-
nected component Isypgg that includes iy, i, and i,,, as well as
other intersection needed to keep them connected. Fig. 2(b)
also shows the extended destination region DR’(m) computed
by Algorithm 2 that contains the intersections in Isypgg and
the original DR(m). In Fig. 2(c), the connected component
Isyper 1is substituted by a single supernode igper. Lastly,
Fig. 2(d) shows the resulting directed shortest-path tree where
the arrows indicate the direction of the shortest-paths towards
the extended destination region. In this last figure, we use red
arrows to highlight that all the street segments with access to
the extended destination region are directly connected to the
supernode.

E. DATA PACKET REPLICAS

As a way to limit the amount of network and comput-
ing resources assigned to regular-priority time-stable geo-
cast messages, GeoTemporal-cast nodes have a configurable
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Algorithm 2 Computes a Shortest-Path Tree Rooted at
the Destination Region of Message m

Input: Street-layout graph Gsrreer = (I, S) and the
destination region DR(m) of packet m.

1 Function StreetTree (Gsrreer, DR(m)) :

2 G’STREET = (I,S’) < undirected version of GsrreeT
3 1 IN < )
4 foreach intersection i, € I do
5 if p(i,) € DR(m) then
6 | Iy < Iy Ui}
7 end if
8 end foreach
9 Icentroid <— Iy € Ipy such that it is the closest to the
centroid of DR(m)
10 Isuper < IIn
1 foreach intersection i, € Ijy — {icentroid} do
12 Pl oriroia-in} < shortest path from icensroiq to i, in
/
Grreer
13 Isurer < IsUPER Y Pliconia iu)
14 end foreach
15 Xmin < min{xo(m), Cmin {xy,)}}
iu€ISUPER
16 Xmax <= max{xy,,, max {x,}}
iu€lSUPER
17 Vmin < mln{yo(m), Cmin {Ype )}
iu€ISUPER
18 Ymax < max{yi,,, max {ypi,}
iun€lsuPER

19 DR/(m) = {(Xsmin, Ymin)s (Xrmax ymax)}
20 I <~ I\ Isyper; I' <= I' U{iguper}; 8" <0
21 foreach street (i, i,) € S’ do

22 if iy, ¢ Isyper N1y ¢ Isyper then

23 | 8" < 8" UG, iv)}

24 else if i, € Isyper N1, ¢ Isyper then
S// <~ S// U {(isuper, lv)}

26 Hsuper» iv)) < 1((iy, i)

27 else if i, ¢ Isyper NIy € Isypeg then
28 §" <« 8"V {(ixupera iu)}

29 l((isuperv iu)) <~ l((iuv lv))

30 end if

31 end foreach

2 Gsuper = (I',S")
33 Tpr(my < Dijkstra(Gsuper, isuper)

25

34 return Tpg(y, DR’ (m)
35 end

maximum number of L message replicas that they can for-
ward to vehicles located outside of the extended destination
region. This limitation does not apply to packets inside the
destination region because all the vehicles there are intended
receivers.

GeoTemporal-cast does no limit the number of replicas of
high-priority messages because this type of packet is typically
used to support emergency-like applications.
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FIGURE 2. A visual example of the computation of the extended destination region and its corresponding shortest-path
tree. (a) A black dashed line rectangle delimits the destination region DR(m). (b) The extended destination region DR’(m),
in blue, contains the street intersection iy, iy and iy that are located inside the DR(m) as well as other intersections
needed to connect them in the street-layout graph Ggrpeer- (€) The undirected street-layout graph, where Igypgp is the
connected component that contains all the paths needed to connect all the reachable points of the destination region.
(d) The resulting shortest-path tree rooted at a supernode isuper. Red arrows indicate streets with access to the extended

destination region.

F. PROPERTIES, COMPLEXITY, AND IMPLEMENTATION
ASPECTS

We first present Theorem 1 and Theorem 2 that character-
ize the temporal complexity of the most relevant algorithms
that implement the GeoTemporal-cast protocol. We also
present a small discussion about implementation aspects of
GeoTemporal-cast; in particular, we discuss strategies that
can be used to perform the most computing-intensive tasks
before their corresponding results are needed.

Lastly, we present Theorem 3 that shows that all the street
segments with access to the destination region are either
inside the extended destination region or directly connected
to the supernode. The effect of this last property is that by
following the gradient distances defined by the shortest-path
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tree Tpren), packets will tend to be disseminated towards
vehicles that are likely to enter the destination region.

Theorem 1: The complexity of Algorithm 1 is O(|S|) where
S is the set of road segments.

Proof: Computing the distance () function of Line 5
takes O(]S|) because determining the street segment where a
vehicle is located takes O(|S|) and computing the distance
from any node to the root of a tree also takes O(|S]). All the
other operations can be computed in constant time. O

Theorem 2: The complexity of Algorithm 2 is O((|S| +
|I|)1og|I|) where S is the set of road segments and I is the
set of street intersections.

Proof: Computing G’STREET takes O(|S| + |/]), comput-
ing Ijy takes O(]I]), and determining icensoig takes O(|I]).
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Computing Isypgg takes O((|S| + |7])1og|I|) because we can
use a single execution of Dijkstra’s algorithm to compute
and store the shortest paths from icensoig to all the nodes
in I;y. Determining the vertices of the extended destination
region takes O(|I]) because it involves computing max and
min operations over sets of real number of cardinality O(|I]).
The foreach loop of Lines 21-31 can be implemented in
O(|S|log|S]) if the set Isypgg is stored in a self-balancing
binary search tree. Therefore, the overall complexity of Algo-
rithm 2 is ®((|S|+ |I])log|I|). 0

Given that the size of the street-layout graph Gsrreer
can be in the order of thousands of intersections and street
segments, computing Algorithm 2 can be considerably time-
consuming. Fortunately, this computation can be performed
in the background, before its result is needed. This is possible
because the information needed to execute Algorithm 2 (i.e.,
DR(m)) is received with message m when the current node
is elected as a viable carrier. The result of the execution
of Algorithm 2, namely Tpg(m), Will be needed during a
future contact opportunity when the current vehicle needs to
determine if another vehicle is also a viable carrier. Moreover,
nodes can store Tpgy, for as long as they have replicas to
share of packets with the same destination region DR(m).

This way, the overall complexity of determining the order
in which data messages are forward during a contact oppor-
tunity (see Section IV-B, Steps 3 and 4) can be reduced to
the cost of maintaining a fixed size priority queue, times the
complexity of Algorithm 1 which is O(|S|). It is important to
point out that the execution time of Algorithm 1 can be further
improved by executing a background process that prunes the
street segments of Tpg(y) that are far away from the current
location of the vehicle.

Theorem 3: All the street segments (iy, i) in G&TREET =
(I, S") with access to the destination region DR(m) are either
inside the extended destination region DR'(m) or directly
connected to the super node igyper in Tprim) (see Line 33 of
Algorithm 2).

Proof: Let us proceed by contradiction and assume
that there exist an (iy, i,) € S’, such that p(i,) € DR(m) A
p(iy) ¢ DR(m) ((iy, i,) has access to the destination region),
and i, ¢ Isyper N iy ¢ Isypeg. This is not possible because
by Lines 4-8 and 10 of Algorithm 2, i, has to be in Isypgg.
Now, since all the nodes in Isypgg are substituted by igper
(Lines 24-30), if p(i,) ¢ DR'(m) then i, ¢ Isypeg and hence
(isuper» Iv) € S” (Lines 25 and 28). O

V. PERFORMANCE EVALUATION

In this section, we present the results of a set of experi-
ments based on detailed simulations in NS-3 [33], [34] and
SUMO [35], [36]. For these experiments, we use the LuST
Scenario [37] that is based in the city of Luxembourg, Lux-
embourg (Fig. 3). The map area is 155.95 km? (13.61 x
11.46 km), and has a 1,568.9 km road network. The LuST
scenario contains the measured traffic load of the city during
an entire day. From this information, we extracted mobility
traces corresponding to three different periods. The one with
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TABLE 3. Number of vehicles in every Luxembourg scenario.

Traffic Number of vehicles

load Max. simultaneous  Total
Low 1,691 3,127
Medium 3,479 6,370
High 5,201 9,080

FIGURE 3. Realistic map of the city of Luxembourg, Luxembourg. The
12 blue rectangles represent the destination regions.

the highest traffic load, the one with the lowest traffic load,
and a typical interval with medium traffic load. Fig. 3 also
shows the 12 destination regions used in the three scenar-
ios. Their area size range from 1,760.78 m? to 5.18 km?.
Table 3 summarizes the number of vehicles involved in each
scenario.

In all the scenarios, vehicles are equipped with IEEE
802.11b wireless radio interfaces with a maximum possible
transmission range of 250 m. The reason for this selection is
twofold. The first one is to consider heterogeneous scenarios
where nodes can be the vehicles themselves, but also other
types of devices, such as personal mobile devices that are
transported in the vehicles. The second one is to obtain a
baseline of the performance of the protocols when using off-
the-shelf radios.

We compare the performance of GeoTemporal-cast
against that of time-stable geocast variations of Spray &
Wait [38], Binary Spray & Wait [38], Epidemic [32], and
Geographically-Restricted Epidemic. The source code of
all the protocols is available at https://github.com/
LuissRicardo/NS3-GeoTemporalProtocols

These protocols operate as follows.

o Time-Stable Epidemic. Messages are disseminated epi-
demically until the expiration of their lifetime.

o Geographically-restricted Time-Stable Epidemic. Mes-
sages are disseminated epidemically until the expira-
tion of their lifetime, but only within the minimum-size
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TABLE 4. Simulation parameters.

Parameter Value

Simulation time 600 seconds

Messages’ lifetime 100 seconds

Emergency messages ratio 20% (rounded to nearest integer)
HELLO message interval 1 second

Packets queue size 128 packets

Wi-Fi interface IEEE 802.11b

Transmission rate 1 Mbit/s
Transmission power 33 dBm
Energy detection threshold -61.8 dBm

Transmission range 250 m (approximate)
Simulation independent runs 30

Confidence levels 95%

NS-3’s version 3.29

rectangle that contains the destination region and the
source node’s location.

o Time-Stable Spray & Wait. Outside of the destination
region, messages are disseminated using Spray & Wait.
When a message reaches the destination region, it is
disseminated epidemically until the expiration of their
lifetime.

o Time-Stable Binary Spray & Wait. Outside of the desti-
nation region, messages are disseminated using Binary
Spray & Wait. When a message reaches the destination
region, it is disseminated epidemically until the expira-
tion of their lifetime.

We use delivery ratio, delivery delay, data overhead, con-
trol overhead, and total overhead as performance metrics. The
delivery ratio is computed according to (1), the delivery delay
according to (2), and the data overhead according to (3). The
total overhead is computed as the ratio between the total num-
ber of data and control bytes transmitted by all the vehicles,
and the total number of data bytes successfully delivered at
intended receivers. Similarly, the control overhead is com-
puted as the ratio between the total number of control bytes
transmitted by all the vehicles, and the total number of data
bytes successfully delivered at intended receivers.

Table 4 summarizes the values of the remaining simulation
parameters.

For all the results presented in the following sections, each
colored line in the plots represents the average of the rep-
resented metric over thirty independent runs, and the shaded
arearepresents the confidence interval with a confidence level
of 95%. We performed a sensitivity analysis to determine
adequate values for the most relevant configuration param-
eters of Time-Stable Epidemic, Geographically-Restricted
Time-Stable Epidemic, Time-Stable Spray & Wait and,
Time-Stable Binary Stray & Wait. The legends of the plots
include, between parentheses, the values of these configura-
tion parameters.

A. PERFORMANCE WITH INCREASING VEHICLE DENSITY
For this set of experiments, we vary the vehicle density
to evaluate the protocols under different conditions related
to the contact opportunities’ length and frequency. There
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are 32 source vehicles, 16 of them are selected uniformly
at random from vehicles that visit any of the destina-
tion regions. Upon arrival to their corresponding destina-
tion region, the source vehicles will generate 32 messages
of 256 bytes. From these 32 messages, six (approximately
20%) are randomly marked as high-priority (Emergency)
traffic, while the rest are marked as regular-priority (Nor-
mal) traffic. The temporal scope of these messages is set to
T = (time_of _arrival,time_of_arrival+100 seconds), which
means that the messages have to be delivered right away
and retained there for 100 seconds. The remaining 16 source
vehicles are randomly selected from vehicles that do not visit
a destination region. As in the previous case, these vehicles
generate 32 messages where 20% are randomly marked as
high-priority traffic. The destination region for these sources
is selected uniformly at random from the set of destination
regions. The temporal scope of these messages is set to
T = (current_time+30 seconds, current_time+130 seconds),
which means that they have to be delivered 30 seconds after
they were generated and retained there for 100 second. We
executed each simulation for 600 seconds for each value of
vehicle density (low, with 3,127 total vehicles participating in
the simulation; medium, with 6,370 total vehicles; and high,
with 9,080 total vehicles).

From Fig. 4(a) we can observe that GeoTemporal-cast
for high-priority (Emergency) traffic outperforms the other
protocols by consistently delivering 60% or more messages
in the three scenarios, and 20% more messages than the
second-best performing protocol in the high-density scenario.
This indicates that by using the Viable Carrier Condition (see
Section IV-C)) to select carrier vehicles, GeoTemporal-cast is
able to take advantage of the contact opportunities to effec-
tively transport and retain the time-stable geocast messages in
their corresponding destination region during their lifetime.
It is also worth noticing that even though regular-priority
(Normal) traffic share the network with its high-priority coun-
terpart, GeoTemporal-cast for normal traffic still attains a
delivery ratio that is similar or better than that of the other
protocols that are agnostic to the priority of the packets. It
is also interesting to note that Time-Stable Epidemic per-
forms slightly better than Geographically-Restricted Time-
Stable Epidemic. The reason is that due to the way in which
Geographically-Restricted Time-Stable Epidemic computes
the forwarding regions, it is possible for street segments
needed to get to the destination region to be left out of
the forwarding region. In these situations, messages are not
always forwarded towards the destination region. Lastly,
the figure also shows that Time-Stable Spray & Wait and
Time-Stable Binary Spray & Wait are the worst-performing
protocols. This is due to the arbitrary way messages are
forwarded by these protocols. It is common that none of the
L = 128 replicas arrive on time to the destination region.
A detailed analysis revealed that most of the messages that
reach the destination region are generated by vehicles that
are either close or inside their corresponding destination
region.
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FIGURE 4. Performance with increasing node density. (a) Delivery ratio, (b) Delivery delay, (c) Total overhead, (d) Control overhead and, (e) Data overhead.

Fig. 4(b) shows that Time-Stable Binary Spray & Wait and
Time-Stable Spray & Wait attain the lowest delays. However,
as we argued in the previous paragraph, most of the messages
that these two protocols deliver in time to their corresponding
destination regions are generated by vehicles that are either
close or inside these regions. The figure also shows that
GeoTemporal-cast for emergency traffic attains better deliv-
ery delays than the Epidemic-based protocols. These results
indicate that by forwarding packets according to the Viable
Carrier Condition, GeoTemporal-cast effectively reduces the
number of message replicas, which reduces the queuing delay
experienced by them. As in the previous metric, even though
emergency traffic is always forwarded before normal traffic,
GeoTemporal-cast for normal traffic attains delays similar to
those of the Epidemic-based protocols.

From Fig. 4(c) we can observe that GeoTemporal-cast
nodes transmit consistently fewer bytes, per each byte
of data that is received at an intended receiver. This
is more apparent for the high-density scenario where
GeoTemporal-cast induces close to half of the total over-
head induced by Geographically-Restricted Time-Stable
Epidemic, the second-best performing protocol for this met-
ric. Similar to the previous metrics, the reason behind
the efficiency exhibited by GeoTemporal-cast is that by
using the Viable Carrier Condition to select carrier nodes,
GeoTemporal-cast nodes only forward messages to vehicles
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which are closer to the destination region, and hence more
likely to deliver the message to the intended receivers. This
contrasts with the brute force approach of Time-Stable Epi-
demic that induces up to four times more overhead.

Figures 4(d) and (e) confirm the previous notion. Fig. 4(d)
shows that GeoTemporal-cast consistently induces less con-
trol overhead than the other protocols. This indicates that
GeoTemporal-cast effectively takes advantage of the extra
control bytes containing the position and traveling direction
of vehicles included in the control packets to efficiently
deliver messages to the intended receivers. From the fig-
ure, we can also notice that, for this metric, the Spray
& Wait-based protocols are the worst-performing proto-
cols. The reason is that nodes that have spent their L repli-
cas tend to transmit useless control packets. Lastly, from
Figure 4(e), we can notice that the data overhead incurred
by GeoTemporal-cast is similar to that of the Spray &
Wait-based protocols that strictly limit the total number of
replicas of any given packet in the network. As expected,
this figure also shows that Time-Stable Epidemic is the least
efficient protocol.

B. PERFORMANCE WITH INCREASING NUMBER OF
SOURCE VEHICLES

In this set of experiments, we evaluate the protocols’ perfor-
mance as we increase the number of vehicles that generate
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time-stable geocast messages. The propose is to evaluate the
ability of the protocols to handle an increasing data traf-
fic load. We use the scenario with medium vehicle density
(6,370 total vehicles) and vary the number of sources from
8 to 128. All the remaining simulation parameters are the
same as in the previous section.

Fig. 5(a) shows that GeoTemporal-cast for emergency traf-
fic and Time-Stable Epidemic attain a similar delivery ratio
under light traffic load. Unfortunately, due to its brute force
approach, the performance of Time-Stable Epidemic drops
drastically when more vehicles inject messages into the net-
work. This is not the case of GeoTemporal-cast for emergency
traffic that manages to deliver up to 20% more messages
that the second-best performing protocol when there are
128 source vehicles. From the figure, we can also notice
that the performance of GeoTemporal-cast for normal traffic
is similar or better than that of Geographically Restricted
Time-Stable Epidemic, and consistently better than that of the
Spray & Wait-based protocols. It is important to remark that
GeoTemporal-cast for normal traffic achieves these results
while sharing the network resources with the high-priority
emergency traffic. In general, GeoTemporal-cast scales better
than the other protocols thanks to the street-layout-aware way
in which it selects message-carrier vehicles.

The results presented in Figs. 5(b-e) are consistent with
those of the previous section, namely, that GeoTemporal-cast
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attains similar or better delays than that of the other protocols
but at a smaller network cost.

VI. CONCLUSION

We introduced GeoTemporal-cast, an opportunistic time-
stable geocast routing protocol for DT-VANETS that takes
advantage of the street-layout topological information avail-
able to current navigation systems to select, according
to the Viable Carrier Condition, message-carrier vehicles.
These vehicles disseminate time-stable geocast messages
towards their corresponding geographic destination regions
and then retain the messages there during the messages’
lifetime. GeoTemporal-cast is the first time-stable geocast
routing protocol for DT-VANETSs that does not assume
that either the messages are generated inside the desti-
nation region or that an underlying routing protocol will
deliver the packets there. A detailed large-scale simula-
tion study based on real mobility traces revealed that
GeoTemporal-cast outperforms Time-Stable versions of Epi-
demic, Geographically-Restricted Epidemic, Binary Spray &
Wait and Spray & Wait by consistently delivering, in time,
more messages to their intended destinations while induc-
ing less overhead. These results indicate that by using
the Viable Carrier Condition, GeoTemporal-cast effectively
selects message-carrier vehicles that are likely to reach the
destination region.
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An important implementation aspect is that the computa-
tion of the shortest-path tree rooted at a connected component
that includes all the relevant street intersections, which is the
most computing-intensive task, can be performed between
contact opportunities. This way, the result can be avail-
able before the next contact opportunity when it is actually
needed.

Due to its efficacy and efficiency, GeoTemporal-cast
can support a growing class of Smart City and Intelli-
gent Transportation Systems applications that require effi-
cient dissemination of position- and time-based abiding
information.
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