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ABSTRACT Visual Sentiment Analysis (VSA) has attracted wide attention since more and more people are
willing to express their emotion and opinions via visual contents on social media. Meanwhile, extensive
datasets drive the rapid development of deep neural networks for this task. However, the annotation of
large-scale datasets is very expensive and time consuming. In this paper, we propose a novel active learning
framework, which uses few labeled training samples to achieve an effective sentiment analysis model. First,
we attach a new branch to the traditional Convolution Neural Network (CNN), which is named "texture
module". The affective vector will be obtained by computing inner products of feature maps from different
convolutional blocks in this branch. We will utilize this vector to distinguish affective images. Second,
the query strategy is formed by the classification scores from both the traditional CNN and the texture
module. Then, we can use samples obtained by utilizing the query strategy to train our model. Extensive
experiments on four public affective datasets show that our approach uses few labeled training samples to
achieve promising results for VSA.

INDEX TERMS Visual sentiment analysis, active learning, convolutional neural network, texture informa-
tion.

I. INTRODUCTION
Visual Sentiment Analysis (VSA) is aimed to subjectively
describe images and enable computers to detect and express
emotion. Since the number of active Internet users who
express their emotion and opinions on the web is rapidly
increasing worldwide, the automatic assessment of image has
become a fashion trend and widely been used in many fields
(e.g., education, entertainment and advertisement) [1], [2].
In the early years, many methods of hand-crafted features
have been proposed, which focus on the low-level visual
features (e.g., color, texture and shape) to predict sentiment.
Recently, the effectiveness of machine learning based on deep
features has been demonstrated over hand-crafted features
by automatically learning effective feature representations
from large amounts of training samples. More and more
researchers apply numerous deep approaches to VSA [3].

For image classification task, DeepNeural Network (DNN)
has demonstrated the ability of learning representative fea-
tures by many literatures [4]. It can get better classification
accuracy when using more annotated samples. However, the
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labeled samples are not available and enough for annotation
labor and cost of time [5], which is a challenge in the VSA.
In addition, image labeling is more difficult than traditional
vision tasks for that the emotions are not absolutely indepen-
dent in the aspect of semantic. On the contrary, those concrete
objects (e.g., cat, dog and bird) are more independent [6].

To solve the above problems, we introduce the active learn-
ing method [7], which overcomes the labeling bottleneck by
effectively selecting few labeled training samples and apply-
ing them to achieve high accuracy. Active learning has been
developing for decades. Reference [8] first proposed a kind
of active learning method by looking for the most uncertain
samples. At present, there are few literatures about the intro-
duction of active learning into CNN. Specifically, most of
methods use general uncertainty sampling strategies for unla-
beled samples which are hard to obtain with traditional CNN
[9]. Given an unlabeled data pool, active learner evaluates all
instances in this pool and selectively queries useful samples
from the pool. There have been three major selection crite-
ria: uncertainty sampling approach, diversity-based approach
and expected model change [5]. The simplest and most
commonly used query framework is uncertainty sampling.
Meanwhile, the simplest method of the uncertainty sampling
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approach is to utilize class posterior probabilities [10] to find
uncertainty.

In this paper, we propose a novel framework and a new
uncertainty sampling strategy for VSA with active learning.
Specifically, we attach the texture module to a traditional
DNN, which will obtain emotion information to effectively
distinguish affective images. While, the traditional CNN
model is the one branch of our framework and the texture
module is the other branch. We joint training these two
branches to find the class posterior probabilities to define
uncertainty. Then, the further study is facilitated by selecting
samples according to the uncertainty. The illustration of pro-
posed branches is shown in Fig. 1, including the traditional
CNN, texture module, classifiers A and B.

FIGURE 1. A new active learning method with a texture prediction
module. The proposed texture prediction module is attached to the
traditional CNN.

To our best knowledge, we are the first paper introducing
active learning method to VSA. By the proposed method,
we can achieve robust classification performance by using
few labeled samples to reduce annotation burden. The main
contributions of this paper are:

1) By attaching the texture module to the traditional CNN,
we compute inner products of feature maps from mul-
tiple convolutional layers to obtain affective vectors.
These vectors can effectively express emotion for our
VSA task.

2) We design a new query strategy, which utilizes few
labeled samples to train model. Specifically, the query
strategy is formed by the classification scores from the
traditional CNN and the texture module.

II. RELATED WORK
In this section, we review of related traditional methods for
VSA, and then focus on active learning methods, as they are
related to our work.

A. VISUAL SENTIMENT ANALYSIS
VSA is a challenging task, which makes its automated iden-
tification more tricky. In addition, because of the immense
application potentials of VSA, numerous researchers focus
on how to analysis the emotion in social media [11], [12].
At present, primary studies on VSA have mainly focused on
visual cognition and machine learning.

Sentiment analysis based on visual cognition maps the
low-level visual features of images to the high-level emo-
tional semantics by applying the knowledge of visual cog-
nition and psychology. Colombo et al. [13] propose a visual
sentiment method utilizing the theory of art painting for art

images. Wang et al. [14] empirically develop a systematic
method based on psychology and cinematography to distin-
guish the semantic orientation of movies. In [15], they extract
low-level image features to represent affective content, while
these features mainly apply theoretical and empirical con-
cepts from psychology and art. In [16], they survey and
discuss the problems in aesthetics and emotion inference
from images. Zhao et al. [17] extract principles-of-art-based
emotion features to mine the emotion of images later.

Sentiment analysis based on machine learning extracts
low-level features (e.g., color, texture and shape) from
images, which is followed by training the classifier.
Lu et al. [18] study the computability of emotion by
investigating how shape characteristics in images acting on
emotion of human beings. Early works use a variety of
hand-crafted features to represent emotion evoked by images.
Yanulevskaya et al. [19] design a emotional classification
system by assessing local image statistics. Zhang et al. [20]
leverage on Tamura texture and other features giving rise to
image emotion classification. In [21], Gabor texture feature,
HSV color histogram feature and bag of words on SIFT
descriptor are all used to analyze visual sentiment.

In recent years, deep learning technology has made a
breakthrough in VSA. More and more researchers have
implemented the deep learning model to analyse visual sen-
timent. Chen et al. [22] present a method of visual sentiment
classification based on CNN. In [23], they use the results
of the models that have been trained by large-scale dataset
(using ImageNet [24]) as initialization parameters, which can
obtain much better performance than training from visual
sentiment dataset alone. Next, fine-tuning the CNN for VSA,
which is a current trend [25]–[27]. You et al. [28] utilize
large-scale web samples to progressively learn CNN. Then
they further utilize texts and images for multi-modality sen-
timent analysis on the Flickr and Instagram dataset [29]. The
work in [30] applies weight multi-modal conditional proba-
bility neural networks to solve VSA task that is thought as
a probability distribution problem. Wu et al. [31] propose an
augmented CNN to improve sentiment classification result.

B. ACTIVE LEARNING
In supervised learning of a CNN, a large number of labeled
samples are necessary, or the model will face generaliza-
tion issues [32]. Recently, with the implementation using
GPUs, deep learning approaches have made a huge success
on VSA in large-scale annotated training samples [33]. The
problem is that manual annotation of sentiment labels takes
time and manpower. Meanwhile, the budget for annotation
is limited [5]. Most of the existing emotion datasets that are
no more than 1,000 images [2]. For the training CNN, this
is far from the required scale. Because a limited financial
budget is existing, or a few experts are available, techniques
to reduce labeling effort become important. The goal of such
algorithm is to find few labeled training samples to reach
high classification performance. So we use the framework of
active learning to solve this problem.
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FIGURE 2. Illustration of the proposed algorithm. We first feed the input image into the ResNet-101, the response feature maps are then delivered into
two classifiers. The texture module extracts texture information by the inner product operation. Our framework simultaneously optimizes the two
classification losses (e.g., softmax).

Active learning is a subfield of machine learning, and it has
been developing for decades. In [34], they combine Markov
randomfield and active learning to study hyperspectral image
classification. After that, Zhou et al. [35] compute entropy
and diversity locally on a small number of patches in the
unlabeled pool as evaluation criteria to determine which unla-
beled images are worth to label. It effectively demonstrates
that the cost of annotation can be reduced by at least half to
solve the problem of lacking annotated datasets in biomedical
imaging. Yang et al. [36] use a novel active selection strategy
of uncertainty estimation and similarity estimation in the field
of medical image segmentation. But there is currently little
literature on active learning for CNN [9]. To the best of our
knowledge, [10] first incorporates CNN into active learning
framework and selects some uncertain images to label.

For active learning, the uncertainty-based selection [37]
as one of the most common query strategy measures the
uncertainties of unlabeled data. Inspired by the idea of many
large collections of unlabeled samples can be gathered at once
in the real world, the pool-based sampling [38] is proposed to
assume that there is a small set of labeled data L and a large
pool of unlabeled data U available. Then they select samples
from the pool. There have been many proposed methods of
how to formulate query strategies in the literature.

To our knowledge, we are the first to integrate active
learning into VSA task. Our work focuses on achieving good
classification performance by using few labeled samples.

III. VISUAL SENTIMENT ANALYSIS WITH ACTIVE
LEARNING
In this section, we present our new method using active
learning in VSA. The architecture is shown in Fig. 2, which
has an input layer, one fully convolutional layer, one texture
synthesis module, four fully connected layers and two classi-
fiers. The goal is to select worthy samples to join the training

process, and then achieve good classification performance.
Specifically, the proposed framework learns the classification
task jointly with two network branches. We use the tradi-
tional CNN branch and texture module branch to extract the
high-level emotional semantics and low-level texture infor-
mation respectively. Then, these information will be used
to help the classifiers achieve better performance. Finally,
we apply the classification scores through the two branches
to form a new uncertainty calculation method.

A. TEXTURE MODULE FOR VISUAL FEATURE EXTRACTION
The texture information as one of the important low-level
visual features plays an important role for image affective
classification [15]. While, our proposed texture module is
trained to generate the texture information from a given
image.

The affective image was passed through the traditional
CNN. Then, we will obtain a set of feature maps for each
layer in the network. Taking l th layer as an example, the
output feature maps will be with pixel size Hl and Wl , and
Nl channels. These feature maps are stored in the matrix
F l ∈ RNl×Hl×Wl , where F lkj is the activation value of the
jth feature map at the position k of layer l. Before stored,
we apply the 1× 1 convolutional layer to shrink the number
of parameters [6] after the previous convolution operation.
We mainly use layer-to-layer correlation to represent tex-
tures which stored in the Gram matrix Gl ∈ RNl×Nl , where
Glij =

∑Hl×Wl
k=1 F lkiF

l
kj represents the inner product between

filter i and j in layer l. Because of the symmetry of the
matrix, the size of the Gram matrix can be shrunk again,
where V l

= {Gl1,1,G
l
2,1,G

l
2,2, . . . ,G

l
Nl ,1

, . . . ,GlNl ,Nl } is the
sentiment vector of layer l [6].

These vectors of each layer of the texture synthe-
sis module are then stacked into one feature vector as
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V = {V 1,V 2, . . . ,V l
}, which provides a stationary descrip-

tion of the texture.

B. UNCERTAINTY SAMPLING FOR AFFECTIVE SAMPLES
SELECTION
There have been many types of common actively learning
criteria can be used in our framework. In particular, the three
uncertainty sampling criteria are:

Entropy: Entropy is a concept used to measure infor-
mation content [39]. The higher entropy value, the more
informative the sample will has, which sample can be as the
uncertain sample. According to the entropy value in descend-
ing,K most uncertain samples that contain the most abundant
information will be picked adding to labeled pool L. Given
a set of samples {(xi, yi)}Ni=1, here yi is the corresponding
sentiment label for ith affective image xi. The entropy is
defined as:

Eni = −
∑
j

p(yi = j|xi; θ ) log q(yi = j|xi; θ ). (1)

Least confidence: If the class label with the highest pos-
terior probability is low [10], which class label for affective
sample is uncertain for the classifier. p(yi = j|xi; θ ) is the
output of the network for the ith example, which responses
mapping relationship from input space to class confidence
scores. The ranking of all the unlabeled samples is obtained
via:

Lci = max
j
p(yi = j|xi; θ ). (2)

Learn Loss: This study takes advantage of recent method
to obtain uncertain samples from CNN: Loss Prediction (LP)
module. The LP module is attached to the traditional CNN,
which uses the representation of multi-level layer of the
traditional CNN. After each of the active learning cycle, all
the affective samples are evaluated in the unlabeled pool by
the LP module to obtain data-loss pairs {(xi,Lli)|xi ∈ U},
then human oracles manually annotate the samples of the
K -highest losses [5]:

Lli = 2loss(h), (3)

where the feature set h will be obtained to compute the
Lli. h can be obtained from all intermediate layers of the
traditional CNN.

Our solution is to provide a more convenient uncertainty
sampling strategy. The detailed steps are shown in Fig. 3 and
Algorithm 1.

Given training sample xi, we consider the classification
probability p(yi = j|xi; θ ) as the output of classifier A.
This probability p is a ground-truth target of the proposed
texture module. At the same time, we obtain another clas-
sification probability q(yi = j|xi; θ ) through classifier B,
which is defined as predicted probability. After getting the
ground-truth and the predicted probability, we do not use the
mean square error (MSE) which may be easy to consider.
However, we propose a new choice that involves the concept

Algorithm 1 The Training Process of Our Proposed Frame-
work
Input: Given the small labeled pool L, the large unlabeled

poolU , uncertain samples number K , maximum training
iteration number T , fine-tuning interval t .

1: while not reach maximum training iteration T do
2: Compute the classification probabilities via the tradi-

tional CNN and the texture module.
3: Pick K uncertainty samples from U into L in Eq.(4).
4: In every t iterations:
5: Fine-tuning the network and update CNN parameter
ω.

6: end while

FIGURE 3. The proposed uncertainty sampling method. Given an input,
the traditional CNN outputs the target prediction and the texture module
outputs predicted value. The target prediction and the predicted value are
jointly calculated to form a new uncertainty sampling method. According
to the uncertainty sampling rule, we choose top-K samples to label and
add them to the labeled pool.

of information content. Now, −logq(yi = j|xi; θ) represents
the information content which is more emotional because
of the texture module. Our new sampling strategy noted as
"Ground-truth and Prediction" (GP) findsmost emotional and
informative samples by:

Gpi = −
∑
j

p(yi = j|xi; θ) log q(yi = j|xi; θ ), (4)

where probabilities of all class labels will be taken to measure
the uncertainty. The higher Gpi value, the more emotional
informative the sample will has, which sample can be as the
uncertain sample.

C. JOINT TRAINING PROCESS FOR VISUAL FEATURE
LEARNING
In this section, we provide a detailed description of how
to train the proposed framework, pick the most informative
samples and ask human oracles to annotate them for the next
stage of active learning.

We all know that there are a mass of CNN models devel-
oped in deep learning filed. The exact forms could vary, but
the major components and computations are similar [40].
For our task, the input vectors of the two classifiers are
different, which leads our framework to produce two outputs.
In particular, classifier A can effectively learn the high-level
semantic feature that is extracted from input sample step by
step. Meanwhile, classifier B learns the specific texture infor-
mation. Given the affective images and the labels, we mainly
train the deepmodel byminimizing the joint loss to obtain the
correct class as far as possible. Our loss function is integrated
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FIGURE 4. The first(a) and second(b) line respectively show partial images from Twitter I and EmotionROI dataset. They are collected from the social
websites like Flickr and Twitter. Meanwhile, they also cover multiple domains such as art, life and abstract.

with two losses:

L = LclsA + λLclsB, (5)

where λ is a parameter taking the balance between LclsA and
LclsB. The network parameters are learned by using adaptive
moment estimation (Adam) to minimize the loss function.

D. THE PROCESS OF SENTIMENT ANALYSIS WITH ACTIVE
LEARNING
Recently, active learning has been incorporated into deep
CNN [10], which offers a promising way to get a good classi-
fication performance by using the least number of annotated
training samples. The purpose of our framework for VSA
is gradually selecting the most useful samples for model
updating in each of the iterative process.

All the affective training examples constitute a large unla-
beled samples U that are easily obtained. We denote unla-
beled pool U = {(xi, yi)}Ni=1, where yi ∈ {1, . . . ,C} is the
corresponding sentiment label of the affective image xi. The
subscript N means the number of affective samples. At first,
we randomly pick K affective examples from the unlabeled
pool and annotate them, which will constitute an initial small
labeled pool L. Then the unlabeled pool will became UN−K .
After that, we enter the next iteration: evaluating all unla-
beled samples in UN−K according to our new uncertainty
calculation method. Those most uncertain samples will be
manually annotated and added to L. This process is repeated.
Then, the labeled dataset L will be consistently growing.
Once the labeled pool is obtained, we retrain the model with
the selected and the initial labeled samples, until a satisfactory
model performance is reached or the budget of annotation is
exhausted.

IV. EXPERIMENTS
In this section, we apply our method to VSA. Compared
with several baseline methods, our framework achieves better
performance.

We have implemented our method for VSA with PyTorch.
Then datasets, implementation details, experimental settings

and performance evaluation are described in the following
sections.

A. DATASETS
We perform our active learning framework on four popular
affective datasets, including Twitter I [28], EmotionROI [41],
the Flickr and Instagram (FI) [29] and Instagram [42] dataset.

Twitter I: The Twitter I dataset is the most popular
image sentiment benchmark with 1,269 images collected
from tweets [43]. Each image was labeled with a sentiment
label (e.g., positive and negative) by five Amazon Mechan-
ical Turk (AMT) works. There are three different opinions,
including "Five agree", "At least four agree" and "At least
three agree". In particular, "Five agree" means that all the five
AMT participants give the same sentiment label for a image
[44].Wewill use this annotation result in the next experiment.

EmotionROI: The EmotionROI dataset consists of 1,980
images with six sentiment categories (e.g., anger, disgust,
fear, joy, sadness and surprise). Fig. 4 shows examples from
Twitter I and EmotionROI dataset.

FI: The FI dataset is a public dataset with 23,308 affective
images crawled from social websites. There are 225 AMT
workers asked to generate sentiment label (i.e. anger, amuse-
ment, awe, contentment, disgust, excitement, fear and sad-
ness). In our paper, we just get partially valid 21,829 images.

Instagram: The Instagram dataset contains 42,856 images
from Instagram, including two sentiment categories (i.e. pos-
itive and negative).

B. IMPLEMENTATION DETAILS
Target model: We employ ResNet-101 [45] as the traditional
CNN, which has 101-layer residual network. Meanwhile,
we apply the pre-trained weights of the large-scale hierar-
chical image database (e.g., ImageNet) [46] to initialize our
network. The softmax layer is added on the top of the convo-
lutional layers which changed to the corresponding number
of categories.

Texture module: There are 4 basic blocks for ResNet-101
after the first convolution layer. Each block respectively
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comprises three, four, twenty three and three convolution
layers. Starting from the first convolutional block, the number
of channels in the outputs of successive blocks gradually
increase as 256 → 512 → 1024 → 2048 [47]. This design
makes the net to learn richer and high-level semantic feature.
The proposed texture module is connected to each of the basic
blocks to utilize the four rich features from the blocks [5].
The feature maps are calculated via inner product operation
to learn low-level texture feature. Then, we use the sentiment
vector to denote the correlation between each pair of feature
maps. Taking the output of conv5-3 layer as an example, after
using 16 filters with kernel size of 1×1, the sentiment vector
is 136. Finally, by stacking vectors of each layer of the texture
module, we can obtain a total of 680-dimensional features.

C. LEARNING
For training, the size of original images is too large to
compute efficiently, and hence all samples are resized to
224 × 224 [48]. Meanwhile, we utilize the channel mean
and standard deviation vectors estimated to normalize the
image. For every active learning cycle, we jointly learn with
the two branches (the traditional CNN and texture module).
The learning rate is initialized as 10−4. A weight decay of
5 × 10−4 with a momentum of 0.9 is used in our method.
Due to the limit of GPU memory and the large image size,
it is necessary to reduce the batch size for the iterations [49].
We fine-tune all layers by Adam through the whole net to a
mini-batch size of 8 in each iteration. The total number of
iterations is 30 epochs. The datasets are randomly split into
80% training and 20% testing sets. Among the training set,
we randomly select 10% samples to initialize the network and
the rest are the unlabeled datasets for the subsequent learning
process. We average 6 trial results as the final result, and this
help us get rid of the influence of randomness that will lead
to unreliable experimental results.

D. EVALUATION SETTING
We compare our method with random sampling (RS),
entropy-based sampling (ES), least confidence-based sam-
pling (LCS) and learn loss (LL) method [5] to prove the
effectiveness of our framework with few labeled samples
for VSA. For the RS method, we randomly select affective
samples to be annotated which will be used to fine-tune the
deep network architecture. This method do not need any
active learning techniques and can be thought as the lower
bound [10]. For the ES method, we calculate the entropy
values of an image which from softmax activity function
outputs. The simple ES method works very effectively for
the classification task which is typically learned to minimize
cross-entropy between predictions and target labels. For LCS
method, we mainly consider the sample that the classification
probability of the most probable class is low, then this sample
will be annotated. Moreover, we also evaluate our method
against the LL method. For LL, to the best of our knowledge,
it is the recent state-of-the-art approach for active learning.
During the experiment, we use the same hyper-parameters.

FIGURE 5. Comparison between different uncertainty sampling strategy
on (a) EmotionROI, (b) Twitter I and (c) FI dataset.

E. PERFORMANCE EVALUATION
We evaluate the proposed method on four public emotional
datasets, including Twitter I, EmotionROI, FI and Instagram
dataset.

1) ACCURACY ON PUBLIC EMOTIONAL DATABASES
We set the hyper-parameter λ = 0.5 in the proposed method,
which is the weight to control the tradeoff between the losses
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TABLE 1. Classification accuracy (%) on the test set of four datasets:
EmotionROI, Twitter I, FI and Instagram. Here, ’

√
’ denotes using different

CNNs structure (e.g., GAP+FC and texture synthesis).

from the two classifiers. Specifically, λ indicates the weight
of texture module in the optimization objective function.
In order to inspect its influence on the classification accuracy,
we test different threshold values, which are performed in
the range of [0.1, 0.9] on four datasets. We greedily search
the parameter values according to the classification perfor-
mance through an incremental iterative process [50], [51].
Our method achieves the best performance with λ = 0.5,
and it becomes worse when the threshold is larger or smaller.
We can conclude that a well-designed threshold can effec-
tively mine minority informative samples and improve the
performance for our task. Table 1 shows the classification
accuracy when we trained with different network structures.
Compared with using the traditional classification frame-
work (eg., +GAP+FC), results of using texture synthesis
module are more effective for the emotional classification.
Moreover, the result of our proposed framework using tex-
ture synthesis outperforms the traditional CNN model by
2.69% on EmotionROI dataset and achieves 55.72%. Texture
synthesis method for FI dataset reaches 61.50%, making
improvement over the traditional framework (+GAP+FC)
by 1.44%. On Instagram dataset and Twitter I dataset, our
method outperforms the traditional CNN model by 0.97%
and 0.56%, respectively. This illustrates that utilizing the tex-
ture information from the CNN can be more discriminative,
and the texture information will be as one of the important
low-level visual features for visual sentiment categorization.

2) ACTIVE LEARNING RESULTS FOR VSA
As shown in Table 2, Table 3 and Table 4, our proposed
method is better adapted to VSA. It exceeds the compared
methods to performing the highest classification accuracy
when given the same percentage of annotated samples in
almost every active learning cycle. To justify the effective-
ness and the consistently good performance of this method,
we implement 6 trials for every compared methods. Each
result that shown in Table 2, Table 3 and Table 4 is an average
of 6 trials. We compare our method with RS, ES, LCS and
LL method [5] as uncertainty sampling strategy to assess
the effectiveness of ours. In particular, most of the compared
methods have better results than the RS strategy [5]. In the last
cycle, RS, ES, LCS and LL method show 50.84%, 52.35%,
52.69% and 52.17% respectively, while our method shows
53.46% on EmotionROI dataset. This is 0.77% higher than

FIGURE 6. Accuracy of the texture module.

FIGURE 7. Data visualization on the testing set of the Twitter I. The blue
and black colors represent different sentiment samples. As we can see,
our method can obtain higher real loss values.

the best compared result. From the aspect of the sample
annotation amount, to achieve 52.60% recognition accuracy
by using 60% labeled samples for ours, ES, LCS and LL
method require almost 100% labeled samples. Meanwhile,
for Twitter I dataset, to achieve the 92.13% accuracy, RS,
ES and LLmethod require 100% labeled samples. Ours needs
only 90% labeled samples. On FI dataset, the results demon-
strate that giving the same percentage of labeled samples and
compared with RS, ES, LCS and LL method, our method
obtains better performance. This justifies that our proposed
sampling strategy can effectively get promising performance
with few labeled samples.

As illustrated in Fig. 5, these curves demonstrate the results
of classification under different percentages of annotated
samples of different uncertainty sampling strategies (e.g., RS,
ES, LCS and LL method) on EmotionROI [41], Twitter I and
FI dataset in the whole training process. Giving the same
percentage of labeled samples, our method shows the best
results in almost all active learning cycles. This validates
that our proposed sample strategy can further improve the
classification accuracy and select informative samples for
feature learning in every steps.

Fig. 6 shows the accuracy of the texture module for the
test set. As more labeled samples are added to the training
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TABLE 2. Classification performances under different percentages of annotated samples on the EmotionROI dataset. The recognition accuracy is reported
in %..

TABLE 3. Classification performances under different percentages of annotated samples on the Twitter I dataset. The recognition accuracy is
reported in %.

TABLE 4. Classification performances under different percentages of annotated samples on the FI dataset. The recognition accuracy is
reported in %..

FIGURE 8. Image classification results under different percentages of
annotated samples of the whole training process on EmotionROI. Our
proposed method performs better than the compared ones.

process, the accurate of texture module gradually increases,
which effectively proves that the texture module can get the
classification scores like the traditional CNN. Then, these
scores will help us form the novel sampling strategy.

In Fig. 7, all of the points are selected by our method or
entropy from the last active learning cycle. Our method has
higher real loss values than the ES method, which effectively
illustrates that our method can obtain more informative sam-
ples to further learning emotional features for VSA task.

3) COMPARISON ANALYSIS
To comprehensively demonstrates that our proposed
framework and uncertainty sampling strategy can improve
the classification performance with few labeled samples,

we compare our method with CNN_RS, LP_LL and LP_GP.
For CNN_RS, it is the baseline method that we randomly
select samples to be annotated to fine-tune the CNN. LP_LL
is a new state-of-the-art active learning approach and has
overcome the state-of-the-art methods with much less anno-
tations, which using the state-of-the-art deep network model
that researchers attach the LP module to the traditional CNN,
and new sampling strategy that called LL. LP_GP is applied
with the LP framework and GP that we proposed. Fig. 8
shows the results. Our method needs only 57% (nearly 800)
labeled samples to reach the better performance for LP_LL
and LP_GP. This justifies the effectiveness of our framework
and the proposed sampling method.

V. CONCLUSION
In this paper, we incorporate deep CNN into our proposed
new active learning method for VSA. The proposed novel
method employs a new sample strategy: progressively select
part of the most informative affective data by calculating
the classification probability values of the outputs of two
classifiers. Experimental results justify the effectiveness of
our method on four public affective datasets. In future works,
we will apply our framework on more challenging sentiment
classification tasks, and continue this research to structure
a better architecture and uncertainty sampling method to
increase the classification accuracy.
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