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ABSTRACT The sensor-cloud system (SCS) integrates sensors, sensor networks, and cloud for managing
sensors, collecting and processing data, and decision-making based on data processed. Though the SCS
has received tremendous attention from both academia and industry because of its numerous exciting
applications, it still faces the challenge in reliability. The reliability of an SCS is generally referred to as
the ability to perform required functions for a given period of time. This work is focused on the K-terminal
reliability of an SCS, which is concerned with the successful communication between all pairs of network
nodes belonging to a pre-specified subset K. The increased complexity and scale of real-life SCSs require
new efficient techniques to evaluate their K-terminal reliability. In this work we make novel contributions
by proposing a network simplification method that can effectively remove all redundant network edges and
vertices, leading to a significantly reduced network model for accurate and efficient K -terminal reliability
analysis. The method is based on graph decomposition and reconstruction through articulation vertices.
Empirical studies show that the proposed simplification method integrated with the binary-decision-diagrams
based evaluation algorithm can significantly speed up K -terminal reliability analysis of large real-life SCSs.

INDEX TERMS Sensor-cloud system, K-terminal reliability, network simplification, binary decision

diagram.

I. INTRODUCTION

The sensor-cloud system (SCS) integrates sensors, sensor
networks, and cloud for managing sensors, collecting and
processing data, and subsequent decision-making [1], [2].
The integration provides flexible, low-cost, and reconfig-
urable platforms for monitoring and controlling objects
in various applications, including emerging applications of
the Internet of Things (IoT), machine to machine, and
cyber-physical systems.

Network models are widely applied for analyzing many
SCS systems. Because networks in SCSs usually display a
high degree of tolerance to random failures and attacks due
to redundant paths, the SCS network reliability analysis is a
challenging task. There are two classes of reliability metrics
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for SCS systems: network-level metrics and application-level
metrics.

Network-level metrics concern the reliability or resilience
of the whole network. For example, two metrics of isolation
time and probability of isolation were studied in [3], where
the isolation time is the expected delay before a vertex is
forcefully isolated from the network (i.e., the time before
all neighbors of the vertex are simultaneously in the failed
state) and the probability of isolation is the probability of the
isolation occurring within the vertex’s lifetime.

Application-level metrics often concern the successful
communication among a specified set of vertices through
at least one fault-free path or tree [4]. For example, the
K -terminal reliability of a network system is concerned with
the successful communication between all pairs of vertices of
a subset K. The K-terminal network reliability evaluation is
known to be an NP-hard problem [5]. In this article, we focus
on the problem of K-terminal network reliability evaluation.
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One common class of traditional exact evaluation of
K-terminal reliability is based on the enumeration of all min-
imal paths (MPs) or minimal cuts (MCs). Once all MPs/MCs
are identified, the network reliability can be evaluated using
different techniques, like inclusion-exclusion (IE) or sum of
disjoint products (SDPs) [6]. The major limitation of the
MPs/MCs-based methods is as the number of network edges
becomes large, the number of MPs/MCs can become too large
to be evaluated using the IE or SDPs expression. Recently,
the recursive decomposition algorithms have been proposed
by integrating a shortest path search algorithm and a disjoint
path identification process to improve the efficiency of net-
work reliability calculation [7]. In [8], a matrix-based system
reliability method was proposed based on efficient matrix
manipulations and MCs identification. Later, the methods
in [5]-[8] were integrated and applied to estimate the relia-
bility of a real-world network in [9], where a smaller number
of non-minimal disjoint sets were identified to fully represent
the network connectivity. Although the methods in [5]-[9]
improved the computational efficiency, they still need to
deal with the exponentially increasing number of MPs/MCs.
In [10], in order to improve the computational efficiency
of MP/MC identification or inclusion-exclusion calculation,
a universal generating function (UGF)-based recursive pro-
cedure was proposed to evaluate the network reliability. The
UGF-based method was improved by Yeh through some
reduction techniques in [11]. However, the UGF-based meth-
ods still suffer from computational inefficiency on large-scale
networks. A survey of recent developments of UGF-based
methods in the field of network reliability estimation can be
found in [12].

To solve large-scale networks, the Monte Carlo Simulation
(MCS) approaches can be used because their computational
efficiency depends largely on the convergence of probabil-
ity not the size of networks. However, it has been shown
that in highly reliable networks the crude MCS method is
impractical, because the probability of network failure is
a rare-event probability [13], [14]. The search for efficient
MCS algorithms for highly reliable networks has resulted
in a number of variance reduction methods, such as condi-
tional MCS approaches, approximate zero-variance impor-
tance sampling [15], and combinations of these [16]. For a
survey of these methods see [17]. It should be noted that
the statistical errors in the simulation-based approaches may
result in slow convergence for achieving acceptable accuracy
in low probability estimations and in parameter sensitiv-
ity calculations, and this challenge may hamper the rapid
reliability estimation for large-scale networks.

In the last few decades, binary decision diagrams (BDD),
an extraordinarily efficient method to represent and manipu-
late Boolean functions [18], [19], [36], have been exploited
to model different classes of systems, such as multi-state sys-
tems [20], [21], dynamic systems [22], [37], phased-mission
systems [23], [24], [38], IoT systems and networks [39], [40],
wireless sensor networks [41], [42], and online social net-
works [43]. Among these efforts, BDD-based approaches for
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reliability analysis of large-scale networks were proposed
in [25]-[29]. Despite the efficiency improvement over the tra-
ditional MP/MC based approaches, the BDD-based method
can become inefficient or even impractical for analyzing very
large networks. Therefore, some researchers have attempted
to develop network reduction techniques to simplify the
target network for BDD-based network reliability analysis.
However, these efforts are still partial; the existing network
simplification techniques cannot effectively remove all the
redundant vertices. For example, in [25]-[27], a vertex (other
than the source and sink) is defined as a redundant vertex if
only one another vertex is connected to it. These redundant
vertices can be easily identified using the definition and be
removed to avoid manipulation of some redundant graph
searching. In practice, vertices with more than one neighbor-
ing vertex can also be redundant vertices and thus should be
removed for efficient network reliability analysis.

In this article,, we focus on this line of research and make
novel contributions by proposing a comprehensive network
simplification method. The main contributions of our study
can be summarized as follows:

1. Based on the concept of articulation vertices, we con-
struct a valid subnetwork from the original net-
work by removing all redundant networking elements
(edges and vertices) that have no contribution to the
K-terminal reliability to be evaluated. The method
is based on graph decomposition and reconstruction
through articulation vertices and has polynomial time
complexity. Based on the generated valid subnetwork
having fewer elements (edges and vertices), the BDD
model can be constructed more quickly by avoiding
inefficient manipulations involved in the analysis based
on the original network.

2. The size of BDD (i.e., the number of non-sink nodes)
encoding a network heavily depends on the chosen
ordering of the network components. A comprehen-
sive comparative study has been conducted on the
high-performance edge ordering for SCS networks.
The performance comparisons among existing order-
ing heuristics are conducted and some improvements
on the heuristic performance for SCS networks are
proposed.

The rest of this article, is organized as follows: Section II
introduces background. Section III is devoted to the develop-
ment of a simplification method based on articulation vertices
for constructing the valid subnetwork and shows the correct-
ness of the proposed simplification method. Experimental
data of applying the proposed method to two large real-life
SCS network models are presented in Section IV. Finally,
Section V gives conclusions.

Il. BACKGROUND

In the network reliability analysis, a K-terminal network
is typically modeled using an undirected probabilistic graph
G = (V,E,K), with V as the vertex set, E C V x V as
the edge set and K < V as a vertex subset. Fig.1 gives
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FIGURE 1. An example network (K set is denoted by shaded circles).
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FIGURE 2. lllustrative K-trees.
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an example network, where V. = {1,2,3,4,5,6,7,8},
E = {(1,2),(1,4),(2,3),(2,5),(2,8),3,4),(3,5),(3,06),
(3,7),(4,5),(6, 7}, and K = {1, 4, 5}.

A. THE CONCEPT OF K-TREE

A K spanning tree, or simply, K-tree of G = (V,E,K),
denoted by kt, is a connected tree in G if all vertices of the K
set are connected in k¢. A minimal K-tree of G = (V, E, K),
denoted by mkt, is a K-tree containing no subgraphs that
are also K-trees. For example, the network in Fig.2(a) is a
K-tree of G in Fig.1, but it is not a minimal K-tree because
one of its subgraphs as shown in Fig.2(b) is also a K-tree.
Fig.3 presents all different minimal K-trees for the example
network in Fig.1.

B. K-TERMINAL RELIABILITY
Each edge k of G is subject to failure with a known probability
qr (0 < gr < 1) or time-to-failure distribution that can derive
qk- Thus, pr = 1 — gy represents the reliability of edge k.
We assume that all the edge failure events are statistically
independent and all the nodes are perfectly reliable. Let mkt;,
1 < i < N, be a minimal K-tree of a network G with N
minimal K -trees. The K -terminal reliability of G, denoted by
R, can thus be calculated as shown in Equation (1).
N
Rg = Pr{\/mkti} 1)
i=1
Because mkt; (1 < i < N) are not disjoint events,
the evaluation of (1) cannot be performed by simply adding
the probability of each mkt;. Instead, several techniques such
as the IE, SDPs, and BDDs can be applied. It has been shown
that BDDs are generally more efficient than the IE or SDPs
based evaluation. Hence BDDs are selected to evaluate the
network reliability R in this work.

C. VALID SUBNETWRK

According to Equation (1), it can be derived that the
K -terminal reliability of G can be correctly calculated from
a subgraph of G where edges and vertices that are not
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FIGURE 3. Eleven minimal K-trees of G in Fig.1.

included by any minimal K -tree are deleted. Such a subgraph
without edges and vertices that make no contribution to the
K-terminal reliability being evaluated is referred to as a
valid subnetwork in this work. More formally, a connected
subgraph in G = (V, E, K), VG, is a valid subnetwork iff
each edge in VG is included by at least one of the minimal
K -trees of G. For the same K set and same network G, the set
of all minimal K-trees is unique so there is a unique valid
subnetwork. However, different K sets of the same network
G have different sets of minimal K-trees and thus cause
different valid subnetworks. For example, when K = {1, 4, 5}
the valid subnetwork of G in Fig.1 is shown in Fig.4(a), and
when K = {3, 8} a different valid subnetwork is shown in
Fig.4(b).
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FIGURE 4. Two different valid subnetworks of G in Fig.1. (a) K = {1, 4, 5},

(b) K = {3,8}.
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FIGURE 5. Network simplification using the method in [25]-[27].
(a) original network K = {1, 6}, (b) valid subnetwork K = {1, 6}.

In general, the valid subnetwork has fewer elements (edges
and vertices) than the original network, leading to faster
reliability evaluations. Specifically, based on the valid sub-
network, minpaths and mincuts can be enumerated faster or
the BDD model can be constructed more quickly by avoid-
ing inefficient manipulation of numerous redundant graph
searching and graph expansions. The question that has to
be addressed is: Given a specificK-terminal network G =
(V, E, K), how to construct its valid subnetwork?

In [25]-[27], a simple method of removing the redundant
vertices (vertices that have only one another vertex connected
to) is used. These redundant vertices can be simply identified
using the vertex degree (the total number of connections of a
vertex). As an illustration, consider the network G in Fig.5(a).
When K = {I, 6}, vertex 8 is a redundant vertex because
only vertex 2 is connected to it. In this case, the method
in [25]-[27] can simplify the network G into a valid subnet-
work as shown in Fig.5(b). However, when K = {1, 4, 5} or
K = {3, 8}, the network G cannot be successfully simplified
into a valid subnetwork as shown in Fig.4 where the removed
redundant vertices are not only vertices with degree 1
(i.e., having one edge).

In this article, we propose a generalized method to
construct the valid subnetwork of a K-terminal network
by identifying and removing all its possible redundant
elements.

lll. NETWORK SIMPLIFICATION METHODOLOGY
This section presents the proposed network simplification
method based on identification of articulation vertices. The
correctness of the proposed method is also verified.
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FIGURE 6. lllustration of articulation verteics, (a) DFS tree (b) deletion of
articulation vertex 2, (c) deletion of articulation vertex 3.

(b)

FIGURE 7. The valid subnetwork of G in Fig.1.

A. PROPOSE METHOD
The proposed network simplification method consists of the
following three steps.

1) CONSTRUCT AN ARTICULATION VERTICES SET AV
An articulation vertex (AV) in a connected network G is a
vertex by removing which and associated edges the network
is divided into two or more connected subgraphs. Finding
articulation vertices can be done by performing a Depth
First Search (DFS) [30]. Specifically, in the DFS tree of an
undirected network, the root vertex is an articulation vertex iff
it has more than one child; a leaf vertex is never an articulation
vertex; a non-leaf, non-root vertex u is an articulation point
iff no non-tree edge goes above u from a sub-tree below u.
Consider the network in Fig.1. One possible DFS of the
network leads to a tree in Fig 6(a). In this DFS tree, any sub-
tree below vertex 2 has no non-tree edge (dotted edges) going
above it, and one sub-tree (consists of vertices 7 and 6) below
vertex 3 has no non-tree edge (dotted edges) going above it.
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FIGURE 8. mkt has a branch ended by v (a) articulation vertex u not in K
set; (b) articulation vertex u in K set.
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FIGURE 9. Mkt has a loop includes v (a) articulation vertex u in K set;
(b) articulation vertex u not in K set.

FIGURE 10. Any vertex v in the valid subnetwork is not redundant; (a) v is
an articulation vertex; (b) v is not an articulation vertex.

Thus, this network has two articulation vertices, i.e., vertices
2 and 3. If vertex 2 is deleted, the network is broken into
two connected subgraphs as shown in Fig.6(b); if vertex 3 is
deleted, the network is broken into two connected subgraphs
as shown in Fig.6(c).

2) CONSTRUCT A REDUNDANT VERTICES SET RV
For each articulation vertex v in the AV, we first delete v and
associated edges from G to generate two or more connected
subgraphs. For each connected subgraph cc; that does not
inlcude any vertex from the K set, we collect all the vertices
in cc; denoted by V(cc;), and add them to RV, i.e., RV =
RV U V(ccy).

Consider the example network in Fig.l with K =
{1, 4, 5}. After the processing of articulation vertex 2, we get
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FIGURE 11. Three examples for the second case using the network in
Fig.1 with K = (1, 4, 5}; (a) mkt1, (b) v=3,x =4,y =5, p = (4-3-2-5},
q = {4-5) (c) mkt1’; (d) mkt2, (e)v=3,x=1,y=4, p = (1-2-3-4},

q = {1-4}, (f) mkt2’; (g) mkt3, (h) v=3,x=4,y=5, p = {4-3-2-5},

q = {4-5}, (i) mkt3"

RV = {8}, and after the processing of articulation vertex 3,
we get RV = {6,7, 8}.

3) CONSTRUCT THE VALID SUBNETWORK

The valid subnetwork can be simply achieved by deleting all
redundant vertices in RV and their associated edges from G.
Given that the K set in original network G is connected,
the obtained valid subnetwork will be a connected graph
according to the above three steps.

Consider the example network in Fig.1 with K = {1, 4, 5}.
By deleting redundant vertices in RV = {6, 7, 8}, we get a
valid subnetwork as shown in Fig.7. We can easily check that
it includes all edges in the eleven minimal K -trees in Fig.3.

B. CORRECTNESS OF PROPOSE METHOD

In this section, we show that the subnetwork generated by
the above three-step method is a valid subnetwork defined in
Section II.C.

Firstly, we prove by contradiction that for any vertex in RV
it is not included in any minimal K -tree, i.e., it is redundant
for the K-terminal communications. Suppose that there is a
minimal K -tree mkt that includes a vertex v in RV. According
to step 2 in Section III. A, vertex v is in the connected subgraph
cc related to articulation vertex u which has no vertex in the
K set. There are only two possible cases:

VOLUME 8, 2020
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FIGURE 12. Ordering results (a) DFS, (b) BFS, (c) IDDFS, (d) DDDFS,
(e) IDBFS, (f) DDBFS.

1) the minimal K-tree mkt has a branch ended by v as
shown in Fig.8(a) or Fig.8(b). This case is impossi-
ble because v is not in the K set and can be delete
from mkt;

2) mkt has a loop which connects v and its corresponding
articulation vertex u, as shown in Fig.9(a) or Fig.9(b).

This case is also impossible because the minimal
K-tree cannot have a loop.
Therefore, all the vertices in RV are truly redundant
vertices.
Secondly, we prove that for any vertex v appearing in
the final valid subnetwork, it is included by at least one of
the minimal K -trees, i.e., it is not redundant. There are two

possible cases:
1) v is an articulation vertex in the valid subnetwork,

as shown in Fig. 10(a), and each connected subgraph
cc related to articulation vertex v includes at least one
vertex in K (otherwise, cc will be deleted according to
step 2 in Section III.A), thus any minimal K-tree will
pass v;

2) vis not an articulation vertex. For this second case, let
mkt be a minimal K -tree not including v. Given that the
valid subnetwork is a connected graph and v is survived
in step 3, we can easily find a path p (including v)
by adding which to mkt it will have one loop, and in
this loop there will be a path g (not including v) that
connects two vertices x and y in the K set (g is required
to have no other vertices from the K set other than x
and y). We can then add path p and delete path g from x
to y in mkt, as shown in Fig,10(b) to get a new minimal
K -tree mkt’ that includes v. To further illustrate various
scenarios in this second case, we give three examples
using the network in Fig.1 as shown in Fig.11.

IV. APPLICATION

In this section, we apply the proposed simplification method
to two SCS benchmarks. To illustrate the effectiveness of
the proposed method, the BDD-based evaluation method is
then applied to both the simplified network and the original
network for K-terminal reliability analysis.

FIGURE 13. The first benchmark SCS deployed in vertical industry services.

VOLUME 8, 2020
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FIGURE 14. SCS Network simplification, (a) original SCS Network, K = {14, 84},
(b) valid subnetwork, K = {14, 84}, (c) original network, K = {125, 128}, (d) valid
subnetwork, K = {125, 128}.
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A. ORDERING HEURISTICS

The size of BDD (i.e., the number of non-sink nodes)
encoding a network heavily depends on the chosen ordering
of the network components. Empirical studies show that there
is often a variation of several orders of magnitude between
the sizes of BDD of the same network built using different
orderings [31]. From a theoretical point of view, finding
the best ordering for a relatively large Boolean reliability
problem is an intractable task [32]; heuristics have been used
to obtain good orderings.

The ordering heuristics commonly used to compute the
network reliability are typically based on breadth-first search
(BES) or depth-first search (DFS) [31].

The DFS begins at a root vertex and explores as far as
possible along each branch before backtracking. In the imple-
mentation, edge ordering with DFS uses a last-in-first-out
stack data structure to store intermediate results as it traverses
a network graph. To illustrate the DFS heuristic, a simple
SCS network is used, and the DFS ordering results on all the
edges using vertex 0 as the root vertex are given in Fig.12(a).
Note that the successors of the currently processed vertex
are chosen according to the increasing indices of the vertices
during the DFS search process. For example, vertex O has
5 successor vertices 1, 2, 3, 6 and 7, vertex 1 is processed
before the other vertices.

A key difference between BFS and DFS is the order in
which the discovered (adjacent) vertices are explored. The
BFS begins at a root vertex and inspects all its successor
vertices. Then for each of these successor vertices in turn,
it inspects their successor vertices that remain unvisited, and
so on. In the implementation, edge ordering with BFS uses
a first-in-first-out queue data structure to store intermediate
results as it traverses a network graph. Fig. 12(b) illustrates
the BFS ordering results for the network example in Fig.12(a)
using vertex 0 as the root vertex. The successors of the
currently processed vertex are processed in the order of their
increasing indices.

B. BENCHMARK SCS ONE

The first benchmark SCS deployed in industry services
[33]-[35] has totally 130 vertices and 276 edges as shown
in Fig.13.

Consider K = {14, 84}, which are marked with green color
in Fig.14(a). By applying the proposed network simplifica-
tion method, we mark all articulation vertices with yellow
color and all vertices in RV with red color. The simplified
SCS is obtained by removing all vertices in RV and associ-
ated edges, as shown in Fig.14(b). It has 108 vertices and
248 edges.

Consider K = {125, 128}, which are marked with green
color in Fig.14(c). By applying our simplification method, the
simplified SCS is shown in Fig.13(d), which has 46 vertices
and 102 edges.

Table 1 gives the experimental data showing the
performance improvement achieved by our simplification
method. Column ‘77’ gives the K -terminal network reliability
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TABLE 1. Performance improvement of the proposed simplification
method.

Running time (ms)

K Improvement
T1 T2 T3
{14,84} 328855 999 283355 13.53%
{125,128}  13121.1 85.1 10912.8 16.18%

evaluation time by applying the BDD-based algorithms
to the original network. Column ‘7%’ gives the running
time of the network simplification. Column ‘73’ gives the
K-terminal network reliability evaluation time by apply-
ing the BDD-based algorithm to the simplified network.
The last column gives the improvement ratio in terms of
(T- Tr- T3)/ Ty.

Nest we investigate the following two questions:

Question 1: Does BFS heuristic still outperform the DFS
heuristic for the SCS?

Question 2: How to improve the heuristic performance for
SCS networks?

To answer Question 1, we test DFS and BFS heuristics
on two SCS networks in Fig.14(b) and Fig.14(d). Table 2
gives the experimental data of performance comparison. The
‘Rel’ column indicates the evaluated K-terminal reliability
when each edge is subject to failure with a known probability
0.1. The ‘No. ite’ column is the total number of if-then-
else expressions generated during the BDD model construc-
tion. The ‘BDDSize’ column is the total number of non-
sink nodes in the final BDD model encoding a given K-
terminal network. The ‘Time’ column is total running time of
K-terminal reliability evaluation. The columns ‘Size_Comp.’
and ‘Time_Comp.” give the performance comparison in
terms of BDDSize(DFS)/BDDSize(BFS) and Time(DFS)/
Time(BFS).

From the results in Table 2, we get following conclusion,
which does not conform to the widely accepted conclusion
‘BES heuristic outperforms the DFS heuristic’ drawn from
the performance tests based on regular networks [31].

Conclusion 1: For SCS networks, the DFS heuristic is more
likely to achieve better performance in BDD size (and also the
running time) than the BFS heuristic.

Normally, the successors of the currently processed vertex
are chosen according to the preassigned indices of the vertices
during the DFS/BFS search process. This scheme has two
disadvantages: 1) the same heuristic, applied to different
vertex numbering methods of the same network, can give
dramatically different results; 2) it gives little respect to
the inhomogeneous degree distributions found in the SCS
networks.

To answer Question 2 (How to improve the heuristic
performance for SCS networks?), we use an improvement
technique called ‘weighting’ to design some variants based
on BFS and DFS where a weight is computed and assigned
to each vertex before the graph search starts. Then, the succes-
sors of the currently processed vertex are chosen according to
the weights of the vertices. Here, we use the degree of a vertex
as its weight. There are two classes of weighting ordering:
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TABLE 2. Performance comparison: DFS vs. BFS.

DFS

BFS

X Rel. No.ite___BDDSize _Time _ Rel. No.ite___BDDSize Time _ >'e-Comp.  Time_Comp.
(50,128} 0.999999 495886 2032 313 0999999 2230579 413097 1094.3 <1% 3%
Netl (74,88} 0.998899 533749 2762 106.6  0.998899 2779033 442925 3797.1 1% 3%
Fig 14(b) {30,114,5}  0.989998 575539 3098 1144 0.989998 3369723 476148 247738 1% 5%
: {2,100,52)  0.989888 652741 6202 166.6 0.989888 3525440 68532 6263 9% 27%
(128,70}  0.890998 682060 3024 1329 0.890998 3596802 61251 330.6 5% 40%
{96,127} 0.999871 769136 4935 125.6  0.999871 3710270 33477 2353 15% 53%
Nep 1109821141 0999990 819471 3946 815 0.999990 3781421 23937 167.2 16% 49%
Figlad) (119104126} 0989981 878939 4471 1532 0989981 3874142 24627 929.6 18% 16%
: (121,05} 0.989991 992891 5506 7262 0.989991 4173279 162406  1058.4 3% 69%
{103,115} 0.989979 1069729 11178 173.0  0.989979 4295031 40781 568.1 27% 30%
TABLE 3. Performance comparison: DFS vs. IDDFS vs. DDDFS vs. BFS vs. IDBFS vs. DDBFS.
BDDSzie
K DFS__IDDFS_DDDFS_BFS___IDBFS__DDBFs_ C°"pl-  Comp2. Comp3. Compd. Comps.
(50,128) 2032 14057 1354 413097 7265 258030 67% 10% 2% 3% 19%
Netl (74,88} 2762 22313 1827 442925 7146 268629 66% 8% 2% 3% 26%
Fig. 14(b) (30,114,5) 3098 22501 2448 476148 7980 365920 79% 11% 2% 2% 31%
: (2,100,532} 6202 45223 3891 68532 33113 79234 63% 9% 48% 42% 12%
(128,70} 3024 48511 7126 61251 4336 67887  236% 15% 7% 6%  164%
{96,127} 4935 18764 4875 33477 25979 49706 99% 26% 78% 52% 19%
Nep  {109.82,114) 3946 13499 3084 23937 16016 70860 78% 23% 67% 23% 19%
Figla@ (119104126) 4471 22071 8050 24627 21303 74630  180% 36% 87% 29% 38%
: (121,95} 5506 6119 4365 162406 97409 181182 79% 71% 60% 54% 4%
(103,115} 11178 28251 8621 40781 50986 362854 7% 31%  125% 14% 17%

increasing degree ordering and decreasing degree ordering.
For the increasing degree ordering, the discovered (adjacent)
vertices are explored in the order of their increasing degrees,
whereas, they are explored in the order of their decreasing
degrees for the decreasing degree ordering.

As an illustration, ordering results of the increasing degree
DFS (IDDFS), decreasing degree DFS (DDDEFES), increasing
degree BFS (IDBFS), and decreasing degree BFS (DDBFS)
are shown in Fig.12(c)-Fig.12(f).

Table 3 gives the results of performance comparison among
ordinary DFS, ordinary BFS, IDDFS, DDDFS. IDBFS
and DDBFS. The columns ‘Compl., ‘Comp2., ‘Comp3.,
‘Comp4., and ‘CompS. give the performance comparison
in terms of BDDSize(DDDFS) / BDDSize(DFS), BDDSize
(DDDFS) |/ BDDSize (IDDFS), BDDSize(IDBFS) / BDD-
Size(BFS), BDDSize (IDBFS) /| BDDSize (DDBFS), and
BDDSize(DDDFS) /| BDDSize(IDBFYS).

For DFS-style heuristics, it can be concluded that:

Conclusion 2: For SCS networks, the DDDFS heuristic
is more likely to achieve better performance in BDD size
than the other two DFS-style heuristics, i.e., choosing the
successors of the currently processed vertex in the decreasing
degrees order can achieve better performance with a high
probability.

For BFS-style heuristics, we get the following conclusion,
which is different from Conclusion 2drawn from the perfor-
mance tests based on DFS.

Conclusion 3: For SCS networks, IDBFS heuristic is more
likely to achieve better performance in BDD size than the
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FIGURE 15. The second benchmark SCS deployed in a smart grid.

other two BFS-style heuristics. Specifically, DDBFS heuris-
tic has poor performance because for only one case it can
outperform IDBFS but still worse than ordinary BFS.

Finally, according to the comparison results between best
DFS-style heuristic ‘DDDFS’ and best BFS-style ‘IDBFS’,
It can be concluded that:

Conclusion 4: For SCS networks, DDDFS heuristic is
more likely to achieve better performance in BDD size than
IDBFS.
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FIGURE 16. SCS simplification, (a) original network, K = {20, 40, 60, 80}, (b) valid subnetwork, K = {20, 40, 60, 80}, (c) original CN,

K = {0, 3, 6, 21}, (d) valid subnetwork, K = {0, 3, 6, 21}.

TABLE 4. Performance comparison: DFS vs. BFS.

DFS BFS
K Rel. f:’e" BDDSize Time Rel. f:'ef’ BDDSize Time S'e-Comp.  Time_Comp.

(0,45,60]  0.999845 1674 323 19.6 0999845 3881 2371 229 14% 2%

Netl (21331 0.989928 3420 758 127 0989928 4808 2944 26.6 26% 48%
Figlolh) (22480} 0989872 2889 577 134 0989872 5285 2976 27.1 19% 49%
& (27,53,1} 0979974 4271 737 137 0979974 8123 4342 32,0 17% 43%
(2629,5!  0.979100 2964 590 127 0979100 3712 1524 259 39% 49%

(21,33} 0999992 929 154 200 0999992 30371 21404 60.8 1% 33%

Ny 12353} 0997918 2112 292 221 0997918 36160 30569  89.5 1% 25%
Figlo) 1222938} 0989956 1666 242 267 0989956 50633 36251 1235 1% 22%
& (24,3338} 0.987909 2795 470 277 0.987909 45456 24505 1254 2% 22%
(27,4741 0.980060 2550 460  29.5 0.980060 28555 15673 823 3% 36%

C. BENCHMARK SCS TWO

The second benchmark SCS deployed in a smart grid services
[36, 37] has totally 89 vertices and 126 edges as shown
in Fig.15.

Consider K = {20, 40, 60, 80}, which are marked with
green color in Fig.16(a). By applying our simplification
method, we mark all articulation vertices with yellow color
and all vertices in RV with red color. With the removal of all

VOLUME 8, 2020

vertices in RV and associated edges, the simplified SCS is
shown in Fig.16(b), which has 28 vertices and 64 edges.

Consider K = {0, 3, 6,21}, which are marked with
green color in Fig.16(c). By applying our simplification
method, the simplified SCS is shown in Fig.16(d), which has
22 vertices and 58 edges.

Table 4 gives the experimental data of performance com-
parison. The ‘Rel’ column indicates the evaluated K -terminal
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TABLE 5. Performance comparison: DFS vs. IDDFS vs. DDDFS vs. BFS vs. IDBFS vs. DDBFS.

BDDSzie
K DFS _IDDFS _DDDES _BFS IDBFS _DDBFS Compl. Comp2. Comp3. Comp4. Comp5.
Netl {0,45,60} 323 432 262 2371 893 4159 81% 61% 38% 21% 29%
Fig.16(b) {21,33} 758 918 409 2944 1147 6502 54% 45% 39% 18% 36%
{22,4,80} 577 755 260 2976 979 6257 45% 34% 33% 16% 27%
{27,53,1} 737 809 510 4342 972 4219 69% 63% 22% 23% 52%
{26,29,5} 590 397 769 1524 2456 5799 130% 194% 161% 42% 31%
{21,33} 154 180 179 21404 6379 27939 116% 99% 30% 23% 3%
Net2 {23,5,3} 292 327 289 30569 6848 40986 99% 88% 22% 17% 4%
Fig. 16(d) {22,29,38} 242 308 321 36251 10422 51921 133% 104% 29% 20% 3%
’ {24,33,38} 470 461 216 24505 17874 90177 46% 47% 73% 20% 1%
{27,4,74} 460 430 319 15673 13004 59611 69% 74% 83% 22% 2%

TABLE 6. Performance improvement of our simplification method.

Running time (ms)

K Improvement
Tl Tz T3
{20,40,60,80} 12798  0.67  68.17 46.19%
{0,3,6,21} 107.72  0.68.9  63.95 40.00%

reliability when each edge is subject to failure with a known
probability 0.1.

Table 5 gives the results of performance comparison among
ordinary DFS, ordinary BFS, IDDFS, DDDEFS. IDBFS and
DDBFS.

Table 6 gives the experimental data illustrating the perfor-
mance improvement achieved by our simplification method
combined with the BDD-based algorithm. The data in Table 6
show that the proposed simplification method can signifi-
cantly improve the efficiency of the BDD-based K -terminal
network reliability evaluation.

V. CONCLUSION

In this article,, we propose a network simplification method
that can effectively reduce a large network into a smaller
valid subnetwork with significantly fewer edges and ver-
tices while retaining the essential K -terminal communication
structures for correct network reliability analysis [38], [39].
The method is based on graph decomposition and recon-
struction through articulation vertices and has polynomial
time complexity. Based on the generated valid subnetwork
having fewer elements (edges and vertices), the BDD model
can be constructed more quickly by avoiding inefficient
manipulation of numerous redundant graph searching and
ite expansions involved in the analysis based on the original
network.

In this article,, we also investigate the high-performance
edge ordering for SCS networks. For regular network bench-
marks, the BFS heuristic was shown to outperform other
heuristics like DFS in general and thus has been commonly
used to generate the ordering for the BDD-based network
reliability analysis. However, different conclusions have been
derived for SCS networks: 1) the DFS heuristic outperforms
the BFS heuristic for most of tested SCS networks; 2) choos-
ing successors of the currently processed vertex according
to their degrees may achieve better performance, and DFS
and BFS heuristics have different preference for the degree

177216

ordering, particularly, the DFS heuristic performs better when
choosing successors in the decreasing degrees order while the
BFS heuristic performs better when choosing successors in
the increasing degrees order.

This work has focused on the K-terminal network
reliability, which is mainly concerned with the connectiv-
ity of SCSs. In the future we are interested in extending
the proposed methodology to consider other characteristics
(e.g., sensing coverage, network loading) that contribute to
the reliability performance of SCSs [40].

With the drastic development of IoT, the number of
connected mobile users is increasing at an unprecedented
speed. The increasing popularity of mobile devices has trig-
gered more and more new mobile applications. Thus, we are
also interested in extending the K -terminal network reliability
analysis for applications in the edge-cloud environment to
help the design of effective offloading strategies for multiple
mobile devices [41].
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