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ABSTRACT In digital communication systems, error correction codes are used to recover data that has
been disturbed in a noisy environment. Convolutional code is a commonly used error correction code.
In non-cooperative communication systems, it is very meaningful to blindly identify the synchronization
position and coding parameters of convolutional codes. Existing reference had proposed a blind recognition
algorithm for coding parameters of k/n rate convolutional codes in a noisy environment, but it didn’t take
into account the case where the received code words were not synchronized. In this paper, this problem is
improved by using the quasi-correlation between the receive sequence and the check matrix to estimate
the synchronization position, while obtaining the check matrix. It implements blind recognition of the
synchronization position and coding parameters of k/n rate convolutional codes in a noisy environment.
Simulation experimental results show that the improved algorithm in this paper is effective.

INDEX TERMS Blind recognition, coding parameters, convolutional code, non-cooperative communica-
tion, synchronization position.

I. INTRODUCTION
In digital communication systems, error correction coding is
the most effective method to prevent the destruction of infor-
mation. Convolutional codes are another important branch of
error-correcting codes. Along with linear block codes, they
have become one of today’s most dominant error correction
codes, especially in wireless and spatial communication
systems. Among them, the application of binary convolu-
tional codes is usually dominant. At the same time, blind
recognition of binary convolutional code parameters has also
received attention in non-cooperative communication envi-
ronments. At present, there have beenmany research achieve-
ments in the recognition and analysis of coding parameters
of convolutional codes in the public reference. A 1/n code
rate convolutional code recognition method under error-free
conditions was proposed in [1], which was generalized to
arbitrary code rates in [2], [3]. In [4], a fast merging method
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based on Berlekamp-Massey algorithm was proposed. The
method was fault-tolerant, but its computational complexity
was relatively high, and it could only be used for blind recog-
nition of 1/2 rate convolutional codes. In [5], the Euclidean
recognition method was used to identify 1/2 rate
convolutional codes in a noisy environment. This algo-
rithm had a certain error tolerance performance, but it was
difficult to generalize to arbitrary code rates. An iterative
recognition method of 1/n rate convolutional codes based
on the expectation-maximization algorithm was proposed
in [6]. The algorithm didn’t provide a method to identify
the code length and the starting point of the codeword, and
the algorithm had a high computational complexity. It was
also difficult to extend this algorithm to arbitrary code rate.
A Gauss-Jordan elimination through pivoting (GJETP) algo-
rithm based on algebraic properties of convolutional codes [7]
and the structure of dual codes [8] was proposed in [9] for
parameter recognition of (n− 1)/n rate convolutional codes.
It had good fault tolerance and low computational complexity.
Furthermore, the research result of [9] was extended to the
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case of k/n rate in [10], and the parameter recognitionmethod
of convolutional codes at arbitrary code rates was better
achieved with lower computational complexity. This was
also the first proposed algorithm that can completely realize
the blind recognition of k/n convolutional codes in a noisy
environment. The authors of [11] studied the feasibility of
using matrix rank criterion to identify convolutional code
parameters, and emphasized the influence of the generator
matrix on the rank deficit. In [12], the relationship between
rank and convolutional code constraint length was revealed.
The GJETP algorithm for blind recognition of convolutional
interleaving parameters was improved in [13]. It can be seen
that, for the blind recognition problem of k/n rate convolu-
tional codes in a noisy environment, the GJETP algorithm
can be applied to parameter estimation. However, the GJETP
algorithm in [10] didn’t consider the synchronization problem
of convolutional codes, so it could only be used in the case of
frame synchronization.

Before decoding the received sequence, the first bit of the
codeword must be known. This step is called frame syn-
chronization. The traditional frame synchronization method
was to add the synchronization word sequence before the
transmission sequence, and then the receiving side used the
correlator [14] to detect the synchronization word. If the
channel conditions were relatively poor, in order to maintain
good performance, the traditional method was to increase
the length of the synchronization word to solve the problem,
but this greatly reduced the spectrum efficiency of the sys-
tem. Many researchers had begun to study the method of no
synchronization word to achieve frame synchronization. The
authors of [15] introduced a frame synchronization method
with the best maximum a posteriori probability (MAP). The
method was based on the low-density parity check char-
acteristics of the code, and didn’t require the insertion of
synchronization words. The authors of [16] found an impor-
tant detail error in the algorithm in [15] and improved the
method. The improved method was suitable for blind frame
synchronization of low-density parity-check codes (LDPC)
and convolutional codes with sparse check matrix codes, and
the performancewas relatively good. Therefore, when blindly
identifying the coding parameters of the convolutional code,
the frame synchronization problem without synchronization
words must be considered. The authors in [17] improved on
the method in [10], and proposed a method for identifying
synchronization positions and parameters. However, the algo-
rithm only achieved the recognition of synchronized positions
and encoding parameters for some types of convolutional
codes, and the recognition accuracy is low for other types of
convolutional codes. The details will be explained in section
IV below. In this paper, an improved method is proposed to
blindly recognize the frame synchronization positions and
encoding parameters of all types of k/n convolutional codes
in a noisy environment.

The rest of the paper is organized as follows. Section II
introduces the coding principle and features of convolu-
tional codes. Section III briefly describes the algorithm for

FIGURE 1. Convolutional code structure.

identifying the coding parameters of k/n convolutional codes
under noisy channels in [10] and points out the shortcomings
of the algorithm. Section IV introduces the improved method
proposed in this paper. Section V verifies the effectiveness
of the improved method for blind recognition of the syn-
chronization position and coding parameters of convolutional
codes by simulation experiments.

II. THE CODING PRINCIPLE AND CHARACTERISTICS OF
CONVOLUTIONAL CODES
The constraint relationship of the convolutional code spans
multiple code words, and each code word of the encoded out-
put depends not only on the current set of input information,
but also on previous sets of input information. Because the
length of the constraint relationship is limited, convolutional
codes can be regarded as a finite memory system. The general
structure of convolutional code (n, k,L) is shown in Figure 1,
where n denotes the code length of codeword and k denotes
the information bit length. L denotes the constraint length,
meaning that the current encoded output depends on the
current set of input information and previous L sets of input
information.

As can be seen in Figure 1, the convolutional code first
performs serial-parallel conversion of the input information
sequences and then stores them in the k × (L + 1) shifter
group. The leftmost column of the shifter is the current set of
input information, and the columns that follow are the sets of
previously entered information. The data in the shift registers
are combined linearly, and then the code words are output by
parallel-serial conversion.

The mathematical description of the convolutional code is
V = UG, where U =

(
U0,U1,U2, · · · ,U i, · · ·

)
denotes

the input information sequence with information bit length
k ,and U i

=
(
ui0, u

i
1, · · · , u

i
k−1

)
denotes the k bit information

input at the time i. V =
(
V 0,V 1,V 2, · · · ,V i, · · ·

)
denotes

the coded output sequence with codeword length n, and
V i
=
(
vi0, v

i
1, · · · , v

i
n−1

)
denotes the n bit codeword output at

the time i. G =
(
G0,G1,G2, · · · ,GL

)
denotes the influence

of the input information sequence on the encoded output,
where (1)

Gi =


gi(0, 0) gi(0, 1) · · · gi(0, n− 1)
gi(1, 0) gi(1, 1) · · · gi(1, n− 1)
...

...
. . .

...

gi(k − 1, 0) gi(k − 1, 1) · · · gi(k − 1, n− 1)


(1)
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denotes the effect of the input sequence at time i on
the output. It can be seen that the input sequence
U =

(
U0,U1,U2, · · · ,U i, · · ·

)
and the output sequence

V =
(
V 0,V 1,V 2, · · · ,V i, · · ·

)
are both semi-infinite

sequences. Their relationship can be expressed as V = UG∞,
where G∞ can be written as (2).

G∞ =


G0 G1

· · · GL 0 0 0
0 G0 G1

· · · GL 0 0
0 0 G0 G1

· · · GL 0
0 0 0 · · ·

 (2)

It can be seen from (2) that each row is obtained by shifting
G =

(
G0,G1,G2, · · · ,GL

)
to the right, so G is denoted

the basic generator matrix. The entire convolutional code is
obtained by summing the matrices G after linear shifting.
The basic generator matrix of convolutional codes can also
be written in the form of G(D). Therefore, the relationship
between the input information sequence and the output code-
words can be expressed as V (D) = U (D)G(D), where G(D)
is (3).

G(D) =


g0,0(D) g0,1(D) . . . g0,n−1(D)
g1,0(D) g1,1(D) . . . g1,n−1(D)
...

...
. . .

...

gk−1,0(D) gk−1,1(D) · · · gk−1,n−1(D)


(3)

The convolutional code is also linear, and the generat-
ing matrix and the check matrix satisfy the relationship
G∞HT

∞ = 0. The general form of the check matrix for
(n, k,L) convolutional codes is (4).

H∞ =



h0 0 · · ·

h1 h0 0 · · ·

h2 h1 h0 0 . . .

· · ·

hL hL−1 · · · h1 h0 · · ·

0 hL hL−1 · · · h1 h0
0 0 · · ·


(4)

In (4), hi is a matrix of size (n − k) × n. The row L + 1 of
H∞ is the basic parity checkmatrix of the convolutional code,
denoted as h∞ =

[
hL hL−1 · · · h0

]
.

It can be seen from [17] that the form of the basic check
matrix H (D) can be written as (5),

H (D)=

 h0,0(D) · · · h0,k−1(D) h0(D)
...

. . .
...

...

hn−k−1,0(D) · · · hn−k−1,k−1(D) h0(D)


(5)

where h0(D) = h0(0)+h0(1)D+· · ·+h0(L)DL and h0(0) = 1.
The coded output sequence and the check matrix are

consistent with the relation VHT
∞ = 0, thus giving

FIGURE 2. Generation of the observed matrix Rl .

V (D)HT (D) = 0, which can be written as (6),

[
v0(D) · · · vk−1(D) vk−1+s(D)

]


hs,0(D)
...

hs,k−1(D)
h0(D)

=0
(6)

where s = 1, 2, · · · , n − k . From (6), it can be seen that
the basic parity matrix can be obtained based on the linear
relationship between the received convolutional code words.
The generator matrix and other coding parameters are then
obtained.

III. PREVIOUS BLIND RECOGNITION ALGORITHM FOR
CODING PARAMETERS OF CONVOLUTIONAL CODES
The algorithm in [10] had realized the blind recognition of
the coding parameters of the k/n rate convolutional code,
and the computational complexity was low. The algorithm is
mainly divided into two steps. The first step is to identify
the code length of the convolutional code, and the second
step is to identify the code rate, the constraint length and the
check matrix of the convolutional code. This section briefly
introduces the blind recognition algorithm in [10], as shown
below.

A. CODE LENGTH RECOGNITION
Starting at any moment, the received sequence r is sequen-
tially filled into the matrix Rl of size (u × l). The filling
process is shown in Figure 2. It is assumed that the input
information sequence sent to the encoder is random and u is
large enough. When the storage matrix satisfies the following
conditions.

1. The number of columns in Rl is equal to an integer
multiple of the code length, i.e., l = αn.

2. α is greater than the threshold value bL/(n− k)+ 1c.
3. The first bit filled in in Rl is exactly the first bit of a code

word.
4. No errors occurred during the transfer.
Then, the rank of the storage matrix Rl is equal to

rank(Rl) = αk + L. Otherwise, the rank of Rl is l.
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In the actual communication system, the ideal state without
noise does not exist. The above analysis is only to provide
ideas for the recognition and analysis of convolutional codes
in a noisy environment. Received sequences obtained from
noisy channels usually contain error codes, so it is necessary
to investigate whether there are certain columns in Rl that
are linearly related to other columns with probability. The
GJETP method is a good solution to this problem. Given a
storage matrix Rl , an elementary transformation of the matrix
Rl is performed to output the lower triangular matrix X . The
matrices A and B record the row and column transformations
of the matrix Rl during elimination, respectively, satisfying
the relation X = ARlB.

When the receiving sequence is error-free, the storage
matrix Rl is processed by the GJETP method to obtain the
lower triangular matrix X . The lower half of the matrix X
starting from row l + 1 is denoted as Xlow. If some columns
of Xlow are all equal to zero, it means that these columns
of the matrix Rl can be represented as linear combinations
of other columns. These columns are called linear correlated
columns, while the other columns are called linear indepen-
dent columns, which are the largest group of linear indepen-
dent column vectors of the matrix Rl .
In noisy channels where there are errors in the receive

sequence, these columns may not be all-zero columns, but
some columns have extremely small Hamming weights.
In this paper, these columns are referred to as quasi-linear
correlation columns, while other columns are referred to as
quasi-linear independent columns. Thus, quasi-linear cor-
relation columns can be distinguished in the presence of
error codes. According to the analysis in [10], the GJETP
transformation of the matrix Rl containing the error code
is performed to obtain the lower triangular matrix X . The
Hamming weight expectation of the quasi-linear independent
columns of the matrix Xlow is half of the number of rows
of Xlow, and the mathematical expectation of the Hamming
weight of the quasi-linear correlated columns is almost close
to zero.

The algorithm in [10] ignored the codeword synchroniza-
tion problem. In this case, the algorithm in [10] proposed
to make the parameter l of the storage matrix traverse a
relatively wide range. After GJETP transformation of matrix
Rl , the lower triangular matrix X is obtained. If there are
columns in Xlow with Hamming weights less than the thresh-
old βopt [6], then these columns are quasi-linearly correlated
columns, recording the current l. Then according to condi-
tion 1, the smallest of all recorded values of l is na and
the difference between two adjacent l is the estimated code
length.

B. RECOGNITION OF CHECK MATRIX
To identify the coding parameters of the convolutional code,
first identify the check matrix, and then derive other param-
eters such as the code rate and the generation matrix. The
recognition of the check matrix of the convolutional code
is the recognition of its basic check matrix h∞. Therefore,

according to algorithm 1 and algorithm 2 in [10], based on
the code lengths n and na that have been analyzed, the code
rate of the convolutional code and n− k check vectors can be
identified by the following steps.

Step 1. Set the maximum value and minimum values of the
information bit length k to kmax and kmin, where kmax = n−1
and kmin = 1. k is initialized to 1.Then execute Step 2.

Step 2. Set the maximum and minimum values of the rank
deficit value Z to Zmax and Zmin, where Zmax = n − k and
Zmin = 1. Z is initialized to 1. According to [10], the convo-
lutional code constraint length L = na/n× (n− k)−Z . Then
execute Step 3.

Step 3. Set the number of rows of the check matrix
to s with a maximum value of smax = n − k and a
minimum value of smin = 1. s is initialized to 1. The
received sequence is grouped according to the length of
n bits, taking the first k bits and the k + sth bit from
each group. The resulting sequence of bits is rearranged
in grouping order into a vector r , and the form of r is
r = (r1, · · · , rk , rk+s, · · · , rn+1, · · · , rn+k , rn+k+s, · · · ).
Then execute Step 4.

Step 4. Arrange r into a matrix Rsl of size (u × l), where
l = (L + 1)(k + 1) and u = 2lmax . Then execute Step 5.
Step 5. Perform lower triangular transformation on Rsl , and

get X s = AsRslB
s. Then execute Step 6.

Step 6. Let the variable j be incremented from 1 to l.
IfW (j) < (u− l)/2× βopt and Bs(l, j) = 1. Then the jth col-
umn of Bs is the sth quasi-check vector of the convolutional
code. W (j) denotes the Hamming weight of the j-th column
vector of matrix X slow. βopt is the optimal threshold, which is
described in detail in [6]. W (j) < (u − l)/2 × βopt implies
that the jth column of Rsl has a high probability of depending
on other columns. Moreover, W (j) = wt(Rsl × Bs(j)), where
wt(b) denotes the Hamming weight of vector b. From (5),
it can be seen that h0(0) = 1, so the last bit of the check
vector must be 1. Therefore, when the conditions Bs(l, j) = 1
and W (j) < (u − l)/2 × βopt are satisfied, Bs(j) is likely to
be the sth quasi-check vector of the convolutional code. Then
execute Step 7.

Step 7. If s < smax , then set s = s+ 1, and execute Step 3.
Otherwise, execute Step 8.

Step 8. If Z < Zmax , then set Z = Z + 1, and execute
Step 2. Otherwise, execute Step 9.

Step 9. If k < kmax , then set k = k+1, and execute Step 1.
Otherwise, the calculation ends.

The above steps of blind recognition of coding parameters
can be implemented by Algorithm 1 in this paper. It can
be seen from Algorithm 1 in this paper that the two algo-
rithms in [10] are combined in this paper to make it easier
to implement. The traversal of the column values l of the
matrix Rsl in Algorithm 2 in [10] is redundant, so the removal
of this step in this paper makes Algorithm 1 in this paper
much less computationally intensive and more efficient for
the blind recognition of the encoding parameters. In this
paper’s Algorithm 1, once a valid quasi-check matrix is
obtained for a certain combination of k and L, the corre-
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Algorithm 1 GJETP algorithm
Input: Receive codeword sequence r , n, na
Output: k , L, check matrix
1: for k = 1 to n− 1 do
2: for Z = 1 to n− 1 do
3: L = na/n(n− k)− Z ;
4: for s = 1 to n− k do
5: r = (r1, · · · , rk , rk+s, · · · );
6: l = (L + 1)(k + 1);
7: Build matrix Rsl of size (u× l) with r ;
8: Rsl → X s = AsRslB

s;
9: for j = 1 to l do
10: if W (j) < (u − l)/2 × βopt and Bs(l, j) = 1

then
11: hs = Bs(j)T ;
12: Output k ,L;
13: end if
14: end for
15: end for
16: end for
17: end for

sponding k and L are used as estimates of the information
bit length and constraint length of the convolutional code.
The quasi-check matrix estimated in [10] is not the true
check matrix of the convolutional code, and some transfor-
mations of the quasi-check matrix are required to obtain the
check matrix. The specific transformations are shown in (12)
and (13) below.

IV. AN IMPROVED RECOGNITION METHOD OF
SYNCHRONIZATION POSITION AND CODING
PARAMETERS OF CONVOLUTIONAL CODES
IN A NOISY ENVIRONMENT
The GJETP method in [10] is a simple and effective method
for blind recognition of k/n rate convolutional codes in a
noisy environment. However, it should be noted that the
algorithm in [10] reached the above conclusion without
considering the code word synchronization. In a non-
cooperative communication system without a synchronized
word, the synchronization position may not be obtained in
advance of obtaining the coding parameters. When the syn-
chronization position is incorrect, although the estimation of
the code length is not greatly affected, the recognition of the
code rate and the check matrix will fail due to the increase of
linear independent columns.

The algorithm was improved in [17] to achieve blind
recognition of the coding parameters of partially typed con-
volutional codes when the receiving sequence was not syn-
chronized. The idea behind the improved algorithm is that if
the convolutional code words are not synchronized, then the
smallest column value na when the observation matrix has
a rank deficit is n larger than the value at synchronization.
The receive sequence is rearranged into a matrix of size
u× (na − n). The re-created observation matrix is processed

by GJETP to obtain a lower triangular matrix X , where
no quasi-linear correlation column exists in the observation
matrix. If the received sequences intercepted starting at bit
t are rearranged into an observation matrix and there is at
least one quasi-linear correlation column in the observation
matrix, then position t is the synchronization position of
the convolutional code. Once the synchronization position is
obtained, Algorithms 1 and 2 in [10] can be used to correctly
estimate the check matrix.

However, the synchronization algorithm in [17] works only
for some types of convolutional codes, but not for others. For
example, the generating polynomial for a convolutional code
is (7).

G1(D) =
[
1 0 D+ 1
0 1 D2

+ 1

]
(7)

When the receive sequence is synchronized and the bit error
rate is equal to 0.0089. Arrange the sequences into a matrix
of size (u × l), where u = 2lmax . Traverse the column
values l of the matrix Rl and perform GJETP processing
on the matrix Rl to obtain the lower triangular matrix X .
If there are quasi-correlated columns in X , the current l is
recorded. Figure 3 shows the number of quasi-linear corre-
lation columns N (l) corresponding to different values of l
when traversing l from 1 to 30. It can be seen from Fig-
ure 3 that the code length n = 3 and the minimum number
of columns na = 9 in which the observation matrix has a
rank deficit. Algorithms 1 and 2 in [10] yield k = 2 and
L = 2, and the check vector is

[
0 1 0 1 0 0 1 1 1

]
, so the

check matrix is
[
D+ 1,D2

+ 1, 1
]
. Therefore, the check

vector of the convolutional code is correctly identified upon
receiving the sequence synchronization by the processing
of Algorithm 1 and Algorithm 2 in [10]. However, when
the received sequences are not synchronized, for example,
the first bit of the received sequence is the second bit of a
certain code word. Arrange the received sequences into a
matrix of size (u × l). The column values l of the matrix
Rl are traversed, and the matrix Rl is processed by GJETP
to obtain the lower triangular matrix X . The corresponding
N (l) is obtained, as shown in Figure 4. Thus, the code length
n = 3 and the minimum number of columns na = 9 in which
the observation matrix has a rank deficit, neither of which
changes. However, by Algorithm 1 and Algorithm 2 in [10],
only a wrong check vector

[
1 0 1 0 0 1 1 1 0

]
is obtained,

so k and L cannot be estimated. Therefore, the algorithm
in [10] cannot estimate the encoding parameters of the
convolutional code when the convolutional code is not
synchronized.

The frame synchronization algorithm in [17] is used
to identify convolutional code (7). Moreover, the received
sequence is not synchronized, and the first bit of the received
sequence is set as the second bit of a codeword. When n = 3
and na = 9 are obtained, the received sequence is arranged
into a matrix Rl of size u × (na − n), and GJETP transfor-
mation is performed to obtain a lower triangular matrix X .
At this time, there is no quasi-linear correlation column in X .
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FIGURE 3. The number of quasi-linear correlation columns N(l )
corresponding to different values of l when traversing l .

FIGURE 4. When the receiving sequence is not synchronized,
the corresponding quasi-linear correlation columns N(l ) when
traversing l .

By traversing the synchronization position, there is still no
quasi-linear correlation column in X , so the synchronization
position cannot be found by the algorithm in [17]. Then
Algorithm 1 and Algorithm 2 in [10] cannot be used to
correctly estimate the check matrix. Therefore the algorithm
in [17] cannot estimate the synchronization position of such
convolutional codes. It is found that such convolutional codes
have a common feature that they all have at least one check
vector with the first few bits being 0. For such convolutional
codes, the observation matrix may still have a rank deficit
when the receiving sequence is not synchronized, i.e., the
frame synchronization position cannot be found directly by
determining the rank deficit. Lemma 1 is proposed.

Lemma 1. When the received convolutional code sequence
has a check vector whose first few bits are 0, if the received
sequence is synchronized and na is equal to l, then namay still
be equal to l when the received sequence is not synchronized.
Proof of Lemma 1. If the receive sequence is synchronous,

i.e., the first of the receive sequence is the first of the
code word, then the receive sequence vector is denoted as

r = (r1, r2, r3, · · · ). Arrange the receiving sequence into a
matrix R1l of size (u× l), which can be written in the form of
(8).

R1l =


r1 r2 · · · rl
rl+1 rl+2 · · · r2l
...

...
. . .

...

r(u−1)l+1 r(u−1)l+2 · · · rul

 (8)

The ith column vector of R1l is denoted as bi, where
i = 1, 2, · · · l, then R1l =

(
b1 b2 · · · bl

)
. There is a

check vector h =
(
0 · · · λj · · · λl

)T for matrix R1l , where
1 < j ≤ n, the first j − 1 bits of this vector are 0. Then
R1l h = 0, which can be written as (9).

l∑
i=j

biλi = 0 (9)

If the receiving sequence is not synchronized, suppose
r = (rs, rs+1, rs+2, · · · ), where 1 < s ≤ j. Arrange the
received sequence into a matrix Rsl of size (u × l), where R

s
l

can be written as (10), shown at the bottom of the next page.
Therefore Rsl = (bs, · · · , bl, b1, · · · , bs−1). According

to (9), (11) can be obtained.

(
bs · · · bj · · · bl b1 · · · bs−1

)



0
...

λj
...

λl
0
...

0


= 0 (11)

According to (11), it is found that the rank of the matrix Rsl is
less than l, so na = l. Lemma 1 was proved.

In this paper, an improved blind recognition of synchro-
nization positions and coding parameters for convolutional
codes in a noisy environment is presented. The algorithm
in [17] estimated the synchronization position after obtaining
n and na. After estimating the synchronization position t ,
the information bit length k and the check matrix were esti-
mated. According to Lemma 1, the algorithm of [17] was
flawed, and the synchronization position of the convolutional
code cannot be found by determining the rank deficiency
only. In this paper, the idea of improvement is that after using
the algorithm in [10] to obtain the n and na, the synchroniza-
tion position t is estimated using the correlation between the
code sequence r and the checkmatrix, and the information bit
length k and the checkmatrix are also obtained. The improved
algorithm consists of the following steps.

Step 1. The value of i is na or na − n. i is initial-
ized to na. When the receiving sequence is synchronized,
na = na. When the receiving sequence is not synchronized,
the obtained na is greater than the value at the time of syn-
chronization by n, then na = na − n. Then execute Step 2.
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Step 2. Set the maximum value and minimum values of the
information bit length k to kmax and kmin, where kmax = n−1
and kmin = 1. k is initialized to 1. Then execute Step 3.
Step 3. Set the maximum and minimum values of the rank

deficit value Z to Zmax and Zmin, where Zmax = n − k
and Zmin = 1. Z is initialized to 1. According to [10],
the convolutional code constraint length L = na/n(n−k)−Z .
Then execute Step 4.

Step 4. Set the maximum and minimum values of the
synchronization position t to tmax and tmin, where tmax = n
and tmin = 1. t is initialized to 1. When the received sequence
of the unknown synchronization position is r = (r1, r2, · · · ),
the data stream starting from the t bit is r t = (rt , rt+1, · · · ).
Then execute Step 5.

Step 5. Arrange r t into a matrix Rl of size (u × l), where
l = (L+1)n and u ≥ 2lmax . In practice, the parameters of the
convolutional code are small. Set nmax = 5 and Lmax = 9,
then set u = 100. Then execute Step 6.

Step 6. Set the maximum and minimum row of the check
matrix s to smax and smin, where smax = n − k and smin = 1.
s is initialized to 1. Rearrange the matrix Rl into a matrix
Rs(L+1)(k+1), where R

s
(L+1)(k+1) = Rl(1, · · · , k, k + s, n +

1, · · · , n+k, n+k+ s, · · · ,Ln+1, · · · ,Ln+k,Ln+k+ s).
Then execute Step 7.

Step 7. Set number of iterations of randomly swapping the
rows of the matrix to w, with a maximum value wmax of 10
and a minimum value wmin of 1. The initial value of w is 1.
Randomly swap the rows of the matrix Rs(L+1)(k+1). Then let
w = w + 1. It is concluded in [13] that randomly swapping
the rows of the matrix will not change the linear relationship
between the columns of the matrix. This method in [13] has
a great potential to reduce the error of the main diagonal of
the matrix and thus improve the robustness of the GJETP
algorithm. This method is applied in this paper to improve the
accuracy of identifying synchronization positions and coding
parameters. Then execute Step 8.

Step 8. Perform lower triangular transformation on
Rs(L+1)(k+1), and get X s = AsRs(L+1)(k+1)B

s,where As and
Bs are the corresponding row and column changes dur-
ing the GJETP processing of Rs(L+1)(k+1). Then execute
Step 9.

Step 9. Let the variable j increment from 1 to l. If W (j) <
(u − l)/2 × βopt and Bs(l, j) = 1. Then the jth column of Bs

is the sth quasi-check vector of the convolutional code and
flag(s) = 1. flag(s) = 1 indicates that the sth quasi-check
vector is estimated. When j = l, if flag(s) = 0 and w <= 10,
then execute Step 7, otherwise execute Step 10.

Step 10. If s < smax , then set s = s+1, and execute Step 6.
Otherwise, execute Step 11.

Step 11. If flag(1) to flag(n−k) are all equal to 1, indicating
that all quasi-check vectors of the convolutional code are esti-
mated, then output t, k,L, h0 to hn−k at this time. At this point
t is the estimated synchronization position, k is the estimated
information bit length, and L is the estimated convolutional
code constraint length. h0 to hn−k are the estimated n − k
quasi-check vectors. Then execute Step 12.

Step 12. If t < tmax , then set t = t+1, and execute Step 4.
Otherwise, execute Step 13.

Step 13. If Z < Zmax , then set Z = Z + 1, and execute
Step 3. Otherwise, execute Step 14.

Step 14. If k < kmax , then set k = k + 1, and execute
Step 2. Otherwise, execute Step 15.

Step 15. If i > na−n, then set i = i−n, and execute Step 1.
Otherwise, the calculation ends.

The above steps of blind recognition of synchronization
position and coding parameters can be implemented by algo-
rithm 2 in this paper. After algorithm 2 successfully estimates
n− k quasi-check vectors h1 to hn−k , the basic check matrix
h∞ of of the convolutional code can be obtained. Assuming
the form of h1 to hn−k are (12), as shown at the bottom of the
page, then the basic check matrix h∞ is (13), as shown at the
bottom of the page.

Rsl =


rs rs+1 · · · rl rl+1 · · · rl+s−1
rl+s rl+s+1 · · · r2l r2l+1 · · · r2l+s−1
...

...
. . .

...
...

. . .
...

r(u−1)l+s r(u−1)l+s+1 · · · rul rul+1 · · · rul+s−1

 (10)



h1 =
[
h1,1 · · · h1,k h1,k+1 · · · h1,L(k+1)+1 · · · h1,L(k+1)+k h1,(L+1)(k+1)

]
h2 =

[
h2,1 · · · h2,k h2,k+1 · · · h2,L(k+1)+1 · · · h2,L(k+1)+k h2,(L+1)(k+1)

]
...

hn−k=
[
hn−k,1 · · · hn−k,k hn−k,k+1 · · · hn−k,L(k+1)+1 · · · hn−k,L(k+1)+k hn−k,(L+1)(k+1)

] (12)

h∞ =

 h1,1 · · · h1,k h1,k+1 · · · h1,L(k+1)+1 · · · h1,L(k+1)+k h1,(L+1)(k+1)
...

. . .
...

. . . · · ·
...

. . .
...

. . .

hn−k,1 · · · hn−k,k hn−k,k+1 · · · hn−k,L(k+1)+1 · · · hn−k,L(k+1)+k hn−k,(L+1)(k+1)


(13)
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Algorithm 2 An improved blind recognition method for
synchronization position and coding parameters of k/n rate
convolutional codes
Input: Receive codeword sequence r , n, na
Output: synchronization position t ,k , L, check matrix
1: for i = na − n, na do
2: for k = 1 to n− 1 do
3: for Z = 1 to n− k do
4: L = i/n(n− k)− Z ; l = (L + 1)n;
5: for t = 1 to n do
6: Fill the matrix Rl of size (u× l) from the t bit

in the received data stream r ;
7: for s = 1 to n− k do
8: Rs(L+1)(k+1) = Rl(1, · · · , k, k + s, n +

1, · · · , n+k, n+k+s, · · · ,Ln+1, · · · ,Ln+
k,Ln+k+s); w = 1;

9: while flag(s) = 0 and w <= wmax do
10: Randomly swap rows of matrix

Rs(L+1)(k+1) and w = w+ 1;
11: X s = AsRs(L+1)(k+1)B

s;
12: for j = 1 to l do
13: if W (j) < (u − l)/2 × βopt and

Bs(l, j) = 1 then
14: hs = Bs(j)T ; flag(s) = 1;
15: end if
16: end for
17: end while
18: end for
19: if flag(1) to flag(n−k) are all equal to 1 then
20: Output t, k,L, h1 to hn−k ;
21: end if
22: end for
23: end for
24: end for
25: end for

The improved algorithm in this paper is applicable to
blindly recognize the synchronization position and encoding
parameters of all types of convolutional codes in a noisy
environment. For the type of convolutional code in Lemma 1,
the algorithm in [17] cannot recognize it effectively, but the
improved blind recognition algorithm proposed in this paper
can recognize it effectively. For example, in a noisy channel,
a convolutional code with generator polynomial (7) is blindly
recognized using the improved algorithm in this paper. When
the SNR is 8, the BER of the received sequence is equal to
0.0127. The received sequence is unsynchronized and the first
bit of the received sequence is the second bit of the codeword.
After obtaining n = 3 and na = 9, the received sequences
are processed using Algorithm 2 in this paper. When the
combination of variables i = 9, k = 2, Z = 1, and t = 3,
then L = 2, l = 9, and s can only equal 1.Traverse w
from 1 to wmax , perform GJETP processing on the matrix
R19, and get the lower triangular matrix X1. Calculate the
Hamming weights of each column vector in the matrix X1

low

FIGURE 5. The Hamming weight of each column vector in matrix X1
low ,

denoted as W .

to obtain W =
[
50 49 56 51 48 51 44 49 7

]
, as shown

in Figure 5. According to [6], an optimal threshold of βopt =
0.3 is set. It is found that only W (9) = 7 < (u − l)/2 ×
βopt = 13.65. At this time, (B1(9))T =

[
0 1 0 1 0 0 1 1 1

]
,

the last bit of the vector is equal to 1. Therefore, the vector
is the estimated check vector. Because the estimated rank
deficit value Z is 1, the convolutional code constraint length
L = i/n× (n− k)− Z = 2. So this estimated check vector is
equal to the check vector of the convolutional code. Because
the first bit of the received sequence is the second bit of
the convolutional codeword, and the estimated code length
is 3, the estimated synchronization position t = 3 is the first
bit of the next convolutional codeword. So Algorithm 2 in
this paper correctly identified the synchronization position
and coding parameters of the convolutional code. It shows
that the improved algorithm in this paper can also effectively
blindly recognize the synchronization position and coding
parameters of the convolutional code type in Lemma 1.

V. SIMULATION RESULTS
This section is to verify the performance of the improved
method in this paper through simulation experiments. In the
simulation experiment, the input information sequence is
randomly generated. The modulation method adopts BPSK
modulation. The transmission channel is an additive white
Gaussian noise (AWGN) channel. After demodulating the
received sequence, select any position as the starting point
and intercept 20, 000 bits to estimate the synchronization
position and coding parameters of the convolutional code.

Figure 6 shows the accuracy of the blind recognition of
the synchronization position and coding parameters of several
types of convolutional codes under different signal-to-noise
ratio (SNR) conditions. Set wmax to 10 during simulation.
The set of convolutional codes for simulation is listed in
TABLE 1. It can be concluded from Figure 6 that for the
same convolutional code, the larger the SNR, the higher the
recognition accuracy. The recognition accuracy of convolu-
tional code 1 is higher than that of convolutional code 2.
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FIGURE 6. The estimation accuracy of the algorithm in this paper for
different convolutional codes.

TABLE 1. The set of convolutional codes for simulations.

It is concluded that for convolutional codes with the same
code length and code rate, the greater the constraint length,
the greater the GJETP algorithm is affected by the error, and
therefore the lower the recognition accuracy. The recognition
accuracy of convolutional code 4 in Figure 6 is less than
that of convolutional code 3, thus it is concluded that the
smaller the code rate, the greater the recognition accuracy for
convolutional codes with the same code length and constraint
length. Since na = n× bL/(n− k)+ 1c [10], when the code
rate k/n is smaller, the value of na is smaller. Then the less the
GJETP algorithm is affected by the error code, the higher the
recognition accuracy. So the simulation results are consistent
with the theoretical analysis. In general, when the channel
conditions are the same, for any type of convolutional code,
the improved algorithm in this paper is mainly affected by the
value of na for its recognition accuracy. The greater the na
value, the greater the impact of error codes on the improved
algorithm in this paper, and the lower its recognition accuracy.
When the SNR is greater than 7, the improved algorithm in
this paper can basically correctly identify the synchronization
position and coding parameters of all types of convolutional
codes.

Figure 7 shows the blind recognition accuracy of the
improved algorithm in this paper for convolutional code 3 and
convolutional code 4 when the number of iterations is 10, 20,
80 and 100, respectively. It can be seen from the figure that
with the increase of the number of iterations, the improved
algorithm in this paper improves the accuracy of blind recog-
nition of the synchronization positions and parameters of the
convolutional code 3 and the convolutional code 4. It shows

FIGURE 7. Blind recognition accuracy of the improved algorithm in this
paper for convolutional code 3 and convolutional code 4 when the
number of iterations is 10, 20, 80 and 100, respectively.

FIGURE 8. The estimation accuracy of the algorithm in [17] for different
convolutional codes.

that the method of randomly swapping the rows of the
observation matrix Rl can reduce the errors on the diagonal
of the matrix and improve the robustness of the improved
algorithm in this paper, and the method is also effective for
arbitrary code rate convolutional codes. After the number
of iterations reaches 80, the performance improvement is
not very significant. Moreover, as the number of iterations
increases, the computational complexity increases, so a trade-
off between performance and computational complexity is
required when applying the algorithm.

Figure 8 is the simulation result of the synchronization
position and coding parameter recognition algorithm in [17]
at different SNR. The set of convolutional codes for simula-
tion is listed in TABLE 1. It can be seen from the figure that
for the same code, the larger the SNR, the higher the recogni-
tion accuracy. It should be noted in the figure that the recog-
nition accuracy of convolutional code 1 and convolutional
code 3 is relatively low when the SNR is 9. By observing
their check matrix, it is found that they are all types of
convolutional codes in Lemma 1. The selected convolutional
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FIGURE 9. Estimation accuracy of the 2 algorithms at different SNR.

code 2 and convolution 4 are not the convolutional code types
of Lemma 1, and their recognition accuracy is relatively high.
The conclusion of Lemma 1 is verified, and the algorithm
in [17] is not suitable for the type of convolutional code in
Lemma 1.

Figure 9 is the performance comparison between the algo-
rithm proposed in this paper and the algorithm in [17] under
different convolutional code types. The set of convolutional
codes for simulation is listed in TABLE 1. The conclusion
can be drawn from Figure 7. For the convolutional code
1 in Lemma 1, because the algorithm in [17] is not suit-
able for these types, the algorithm proposed in this paper
has a much higher recognition accuracy than the algorithm
in [17]. For convolutional code 2 that is not in Lemma 1,
the recognition accuracy of the algorithm in this paper is
also higher than that in [17]. The superior performance of the
improved algorithm in this paper is verified, and the synchro-
nization position and coding parameters of all types of convo-
lutional codes can be correctly estimated under certain noise
conditions.

VI. CONCLUSION
This paper presents a method to identify the synchronization
position and coding parameters of k/n rate convolutional
codes in a noisy environment. The structure and characteris-
tics of convolutional codes are briefly introduced. The blind
recognition algorithms proposed by published references are
summarized, and these algorithms all have various short-
comings. The algorithm in [10] implemented blind recog-
nition of the coding parameters of k/n rate convolutional
codes in a noisy environment, but only if the synchronization
position was known. The algorithm in [17] improved on
this problem, but it didn’t accomplish blind recognition of
the synchronization position and encoding parameters for
all types of convolutional codes. This paper proposes an
improved synchronization position and parameter recogni-
tion algorithm. The simulation results show that the algorithm
proposed in this paper can better realize the recognition of the

synchronization position and coding parameters of k/n rate
convolutional codes in a noisy environment.
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