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ABSTRACT Traffic sign detection is a very important part of intelligent assisted driving system. However,
with the interference of various target sizes, geometric distortion, occlusion and motion blur, fast and accurate
detection on large-size car camera image is extremely hard. To achieve both high efficient and accurate
detection, we present a traffic sign detection method within a coarse-to-fine framework, which sequentially
detects the targets in grid-level and image-level. We demonstrate that focusing first is a more effective
detection strategy for small targets in wide detection space. We propose a target grid prediction network,
which is a fully convolutional network for binary classification, to realize rapid coarse localization of the
target and effectively guide the clipping and scaling of the target area. With the flexible potential target
region extracting strategy, the detecting space can be significantly reduced. At the same time, the correctly
extracted local areas for the targets can further facilitate the accurate detection of the subsequent traffic sign
detector. In the experiments, our method achieves impressive performance in terms of both efficiency and
accuracy. On the challenging Tsinghua-Tencent 100K (TT100K) dataset, our method achieves 20.9 FPS
detection speed for 1600 x 1600 images and the Fj-score of the proposed method for all-scale targets is

91.55.

INDEX TERMS Traffic sign detection, Single Shot MultiBox Detector, convolutional neural network.

I. INTRODUCTION

Traffic signs on the roads convey guidance, warnings, restric-
tions or instructions with words or symbols, which play
important roles in regulating the driving behaviour of drivers
and ensuring the safety and smoothness of road traffic. With
the improvement of living standards, the public has put for-
ward higher requirements for the safety and convenience of
vehicles. So the intelligence of vehicles has been widely
concerned. And accordingly, the intelligent detection need
for autonomous vehicles is ever growing [1], [21], [35], [51],
[59]. A complete intelligent traffic decision-making system
needs to perceive the information of traffic signs on the road
to make correct decisions. Therefore, effective detection of
the road traffic signs is of great importance [30]. However,
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the detection technology of the traffic signs needs to over-
come a series of problems such as geometric distortion caused
by the shooting angle, occlusion, deformation of traffic signs
and motion blur brought by the high-speed movement of the
vehicles. Besides, the diversity and uncertainty of the shape
and color of traffic signs make them difficult to be detected.
Considering the real-time requirements of intelligent driving
and the limited computing ability of on-board unit in vehicles,
high efficiency and high precision are equally important for
the traffic sign detection algorithms.

Recently, remarkable improvement has been made with
the Deep Convolutional Neural Network (DCNN). Success-
ful object detection frameworks, such as Faster-RCNN [39],
You Only Look Once (YOLO) [36] and Single Shot Multi-
Box Detector (SSD) [31], [32], have greatly promoted their
practical application. However, directly adopting such gen-
eral object detection frameworks for traffic sign detection
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task usually leads to poor performance. For a two-stage
framework, such as Faster R-CNN, it is very inefficient to
search those small traffic sign targets in the high resolution
images. While, SSD is a classical one-stage object detection
framework, which has a relatively higher detection speed
compared with the two-stage detection approaches but per-
forms poor on small targets. Obviously, these two frameworks
can not be directly applied to the traffic sign detection task
since it is mainly a small target detection problem with high
efficiency requirement. Therefore, a more efficient detection
framework with high detection accuracy for small traffic sign
targets is needed.

In this paper, a coarse-to-fine traffic sign detection method
based on stepwise learning is proposed. It tries to first focus
on the coarse locations of the targets and then detect them
within their local areas. Our contribution can be summarized
as follows:

1) We construct a new two-stage coarse-to-fine traffic
sign detection framework, which is demonstrated to be
able to effectively improve the detection accuracy and
speed.

2) A high efficient potential foreground filtration strategy
based on a target grid prediction network is proposed,
which can significantly narrow the detection space and
receive great efficiency improvement.

3) We design flexible extracting strategies for the potential
target regions to effectively cover the whole targets,
which facilitate the following detector to receive better
detecting performance.

In our detection pipeline, the input image will be firstly
divided into grids. Secondly, a lightweight fully convolutional
network is designed to give rapid binary prediction for the
grids to indicate whether they cover the potential traffic sign
targets. The potential target region can be obtained quickly
by combining the connected candidate grids according to the
criteria of target adhesion. Then, a flexible regional expansion
strategy is designed for the target regions with different scales
and aspect ratios. With such strategy, we can effectively get
proper target contextual regions for the traffic sign detection
network. The small target region can be effectively clipped
out from the original image and a large target can be fully
covered by employing a relative larger contextual region,
which can be effectively compressed to a proper target size
when we squeeze the region to a 128 x 128 image for the
subsequent detection network. Since the predicted potential
location area has been greatly reduced compared with the
original image size, a simplified SSD detection network
is utilized to quickly identify the target area and deliver
the final target detection results. Experiments conducted
on the TT100K dataset [5S9] and the comparison with a series
of the latest advanced methods show the good performance
of the proposed method.

The rest of the paper is organized as follows. We give a
brief review about object detection and traffic sign detec-
tion in Section II. The proposed method is introduced in
Section III. We present the implementation details and report
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the comparison results with the state-of-the-art approaches in
Section I'V. Finally, we conclude our paper in Section VI and
give further research prospects.

Il. RELATED WORK

A. OBJECT DETECTION

Object detection is the fundamental task in computer vision
field, which is also closely related with many other vision
tasks, such as object segmentation [25], [26], [45], [46], [50]
and object tracking [4], [5], [13], [52]. For decades,
object detection has receives tremendous development [60].
As Zou et al. mentioned in [60], if we take the success-
ful application of Convolutional Neural Network (CNN) for
object detection task as a milestone, object detection can
be roughly divided into “‘traditional object detection period
(before 2014)” and “‘deep learning based detection period
(after 2014)”.

In the traditional object detection period, researchers
mainly focus on designing sophisticated feature represen-
tations and efficient computing strategies. A group of suc-
cessful hand-crafted features, such as Histogram of Oriented
Gradients (HOG) [9], Haar-like features [47] and Deformable
Part-based Model (DPM) [12], are proposed and widely
used [55], [56].

Due to the limited descriptive abilities of the hand-crafted
features, the performance of traditional detectors became
saturated quickly. With the fast improvement of computing
hardware and the emergence of large scale dataset [22], con-
volutional neural network receives new development oppor-
tunity. After Regions with CNN features (RCNN) for object
detection being proposed by Girshick er al. [15], the object
detection society entered a new era with the wide use of
deep convolutional neural network. Since then, numerous
excellent detection frameworks are proposed, which can be
classified into two categories according to whether they
need to produce intermediate detection candidates (object
proposals), i.e., two-stage methods and one-stage meth-
ods. RCNN series, i.e. RCNN [15], Fast-RCNN [14] and
Faster-RCNN [39], Spatial Pyramid Pooling Networks (SPP-
Net) [16] and Feature Pyramid Networks (FPN) [27] are typi-
cal two-state approaches, while YOLO series (YOLOv1 [36],
YOLOV2 [37] and YOLOV3 [38]), SSD [31], [32] and Reti-
naNet [28] are typical one-stage frameworks. The above
methods are general detection frameworks, while traffic sign
detection is a more specific task, which involves more prac-
tical concerns. In the next subsection, we will give more
detailed review for the traffic sign detection task.

B. TRAFFIC SIGN DETECTION

Traffic sign detection algorithms have been studied since
the 1990s [30]. At first, traffic signs were detected
mainly through the methods based on color and shape.
De la Escalera et al. [10] proposed a classic RGB threshold
segmentation method to detect traffic signs. With the signifi-
cant success on other computer vision tasks, machine learning
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strategies are also widely used in traffic sign detection prob-
lem. Before 2012, AdaBoost [48] or SVM [8] based detec-
tion methods received impressive success [30]. For example,
Zaklouta et al. [53] trained SVM to detect traffic targets by
utilizing extracted HOG features [9] and achieved a good
detection effect. Bar6 e al. designed a boosted detectors cas-
cade for traffic sign detection [3]. However, such hand-crafted
features could not further promote the detection performance.

In recent years, deep learning [23] has made rapid devel-
opment [2], [17], [18], [22], which provides a new strategy
to learn suitable features for specified tasks. Accordingly,
with the help of task-oriented deep features, object detection
algorithm also received continuous breakthroughs in per-
formance [19], [60]. As an important research branch and
application field of object detection, traffic sign detection
is also deeply affected. Sermanet et al. [42] used convolu-
tional networks to classify traffic signs on the German traffic
sign detection benchmark and achieved 98.97% classification
accuracy. This classification accuracy exceeded the classifi-
cation ability of human beings. Ciresan et al. [6] proposed
to combine CNN with hand-crafted features to identify traf-
fic signs and achieved 99.15% identification accuracy on
the GTSRB dataset [44]. After that, Ciresan et al. [7] con-
structed a multi-column cascading convolutional neural net-
work, which further refreshed the recognition effect of traffic
signs. Jin et al. [20] further improved the accuracy of traffic
sign recognition by proposing a hinge loss stochastic gradi-
ent descent (HLSGD) method to train convolutional neural
networks. These algorithms can also achieve good detection
accuracy and satisfactory speed on common datasets, such
as PASCAL VOC [11], MSCOCO [29] and ILSVRC [40]
datasets. However, when it comes to TT100K dataset [59],
where vehicle-mounted camera is usually far away from the
traffic signs and target usually only occupies a very small pro-
portion of the image, slow detection speed and low detection
accuracy will become the main problems.

In TT100K dataset, the portions of small targets (area
< 322) and medium targets (322 < area < 962) are about
40% and 50% of all the targets. Therefore, the above-
mentioned tough cases turns the traffic sign detection
into a small target detection problem. Recently, several
approaches have been proposed to solve small target detec-
tion problem. Dealing with small targets, multi-resolution
processing strategy is an intuitive and effective strategy.
Zhu et al. [59] adopted a 8-layer convolutional neural network
based on Overfeat framework [41]. It needs to detect the
targets on multi-resolution images to compensate the prob-
lem of poor scale adaptability. Obviously, this strategy will
reduce the detection speed of the algorithm. Liu et al. [33]
proposed a multi-scale region-based convolutional neural
network (MR-CNN) for small traffic sign detection. Addi-
tionally, multi-scale contextual regions are extracted in
MR-CNN for better target conception. Wang et al. [49]
presented a small targets detection pipeline within a cas-
cade mask generation framework. The background of multi-
resolution images from low to high is removed in a
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cascading fashion, and then the target in the remaining
foreground region will be detected with Faster-RCNN [39].
It not only improves the detection speed of the network, but
also improves the detection accuracy. The algorithm reduces
the detection range by removing the background in a cascade
way and speeds up the detection on the premise of ensuring
the target recall. But the real target area is repeatedly detected
to adapt to the targets in different scales, which makes the
detection process of the algorithm redundant.

Besides, improving small target feature for better detection
performance is another interesting strategy. Noh et al. [34]
proposed to enhance the features of small targets using super-
resolution technique, which is demonstrated to be able to
improve the detection performance. While, the introduced
extra computation cost on feature super-resolution is obvious
for the whole detection pipeline. Li et al. [24] proposed
Perceptual Generative Adversarial Networks (PGAN) to lift
the representations of the small targets to the similar charac-
teristics as large objects. This proposal leads to easy location
regression and category judgement for the neural network.
Although the performance of PGAN has been obviously
improved, it is still difficult to achieve high detection speed
when apply it to high-resolution images directly.

As adopted in [49], the cascaded model is another pop-
ular algorithm structure for fast small targets detection.
Zhu et al. [58] proposed a detection framework with two deep
learning components. One is fully convolutional network
based traffic sign proposal generating module and the other is
a deep convolutional neural network for object classification.
Then, they extended their work for text-based traffic sign
detection problem and received good performance [57]. How-
ever, computational cost on pixel-wise proposal generation is
relatively high.

It can be noticed that, the detection efficiency in traffic
sign detection task especially small target detection still needs
improving. To cover this concern, we propose a coarse-to-fine
detection pipeline, whose front module is a grid-level target
prediction network. It significantly promotes the efficiency of
coarse location procedure. Besides, to facilitate the following
detector to receive better detecting performance, we designed
flexible extracting strategies for the potential target regions to
effectively cover the whole targets. In the next section, we will
give more details of the proposed method.

lll. THE PROPOSED METHOD

In this paper, a coarse-to-fine traffic sign detection algorithm
based on step-by-step learning is proposed to improve the
speed and accuracy of traffic sign detection on high resolu-
tion images. The overall flowchart of traffic sign detection
algorithm is presented in Figure 1. In the coarse detection
stage, the original high-resolution image is first gridded. And
secondly, the target grid prediction model with convolutional
neural network is used to judge whether a grid contains a
traffic sign. Then, in the fine detection stage, the candidate
target area is extracted from the positive grids according
to the detection results. Finally, the traffic signs will be
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Input image

® Target grid prediction

@ Target area clipping and scaling

@ Potential target region extraction

® Coordinate reduction

@ Traffic sign detection Detection results

FIGURE 1. The flowchart of the coarse-to-fine traffic sign detection algorithm with stepwise learning.

(@) (b)

FIGURE 2. Example of meshing. (a) raw image. (b) the gridlines represent
grid division.

further detected in the potential target area. In the follow-
ing subsections, we will describe each module with more
details.

A. TARGET GRID PREDICTION WITH CONVOLUTIONAL
NEURAL NETWORK

The traffic sign usually only occupies a very small proportion
of the image, and it will take a long time to directly detect
the high resolution image using the conventional target detec-
tion algorithm. The large background regions bring most of
the futile detection attempts. If the approximate target areas
have been extracted beforehand from the large image space,
the detecting space of traffic signs will be decreased to those
candidate target areas. Then, the efficiency of the traffic sign
detection algorithm can be significantly improved. Therefore,
in this subsection, we propose a target grid prediction algo-
rithm with convolutional neural network. The grids from the
meshed input image will be predicted whether contain traffic
signs or not. Accordingly, it will determine the approximate
locations of the traffic sign targets through the locations of
the positive grids.
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1) IMAGE GRID DIVISION

The input image is directly divided into S x S grids evenly (see
Figure 2). Each grid represents a small area in the image, and
there is no mutual intersection between different areas, which
facilitates the extraction of the target area by the subsequent
algorithm. The size of S indicates the fine granularity of grid
division, which is related to the target scale range. If the target
generally occupies a relatively low proportion of the image,
S can be set to a larger value, and vice versa. In practical
application, the lower bound of the target size should be more
than half of the mesh size to make the mesh contain more
target information. Combining these target information with
textual information around the grid, the subsequent algorithm
can predict the candidate grid with higher accuracy.

2) TRAINING SAMPLE COLLECTION

To collect enough samples for the training of the grid predic-
tion network, we assign the ground truth labels for the grids
with the following rules: (a) if the proportion of the real target
covering a grid exceeds the threshold 7,;, the label of the grid
is set to foreground; (b) if the center of the real target is in a
grid, its label is also set to foreground; (c) if a grid does not
satisfy any of the above positive rules, its label will be set to
background.

The above rules are set with the main considerations as
follows. Rule (a) is designed for the large-size targets, which
tend to occupy one or more grids. Rule (b) is applied to the
small-size targets, which can not occupy the setting minimum
proportion of any gird. In this case, no grid can match such
small target according to Rule (a). Therefore, a grid covering
the real target center will be set as a foreground one.

3) DATA AUGMENTATION
To make our training model more robust for compli-
cated real application, we further apply data augmentation,
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Algorithm 1 Image Preprocessing for Augmentation

Input : Training image setZ = {[;},i=1,2,...,N
Output: Augmented training image set
I={},i=12,...,N
1. Initialization: T = T
2: forI; € T do
3:  Generate a random probability po which follows
uniform distribution in [0,1].

4:  if po > 0.5 then
5: Generate a random probability p; which follows
uniform distribution in [0,1].
6 if p1 > 0.5 then _
7: Do random brightness adjustment: Ii” =B ().
8 Add I? into 7.
9: end if
10: Generate a random probability p, which follows
uniform distribution in [0,1].
11: if p» > 0.5 then _
12: Do random saturation adjustment: I} =S (I;).
13: Add I} into Z.
14: end if
15: Generate a random probability p3 which follows
uniform distribution in [0,1].
16: if p3 > 0.5 then ~
17: Do random contrast adjustment: I = C (I;).
18: Add I¢ into .
19: end if
20:  end if
21: end for

i.e., introducing random variation to simulate different illu-
mination conditions and target sizes.

We adjust the brightness, saturation and contrast of the
image to adapt to different light and weather. Specifically,
the algorithm keeps the original image with 50% probabil-
ity and adjusts it with 50% probability; if adjustments are
required, the brightness, saturation and contrast are adjusted
randomly within the given variation range with a 50% chance
(see Algorithm 1). In our implementation, we adopt the
default random adjusting parameters of the original SSD. The
algorithm uses the IoU based sampling strategy of SSD to
construct multi-scale training samples by randomly adjusting
the size of the sampled image blocks, so as to improve the
recognition accuracy of the network at each scale.

4) HARD NEGATIVE MINING

Considering that the traffic signs only occupy very small parts
of the input image, it will introduce significant imbalance
between the positive and negative training examples. Such
unbalanced training set will greatly reduce the generalization
of deep model or even lead to the failure of model training.
Therefore, in our implementation, all the positive samples
are included for the training, while only an equal number of
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TABLE 1. Structure of grid prediction network.

VGG-T VGG-S
conv3-64 conv3-32
conv3-64 conv3-64

maxpooling
i | e
maxpooling
conv3-256
conv3-256 conv3-256
conv3-256
maxpooling
conv3-512
conv3-512 conv3-512
conv3-512
normalized layer | normalized layer
conv3-2 conv3-2

error-prone negative samples are selected to establish the
training set.

5) TARGET GRID PREDICTION

To realize the foreground prediction of the grid,
a convolutional neural network based prediction model is
constructed. The approximate position of the target is deter-
mined by the position of the foreground grid in the prediction
result.

The grid prediction network is a simple fully convolu-
tional network for binary classification, whose structure is
presented in Table 1. The backbone network adopts the trun-
cated model (VGG-T) of VGG-16 [43], that is, only the
first four stages of VGG-16 are used for grid prediction.
We remove the activation layer of conv4_3 and set a nor-
malized layer instead. Then, the final convolution layer is
utilized to give a foreground or background classification for
each grid. In addition, as presented in right column of the
Table 1, we further simplify the above truncated model to
speed up the prediction, which is called the simplified model
of VGG-16 (VGG-S).

6) LOSS FUNCTION
The grid prediction networks employs the softmax loss as
follows:

L=%@HHWMHL (1)

where the overall loss L is the weighted sum of the positive
sample loss L(+) and the negative sample loss L(—), and « is
the weighting coefficient to modulate the network’s attention
to positive and negative samples. N is the number of positive
samples in the grid area. If N = 0, the total loss is set to 0.
The positive and negative sample losses can be computed as:

N
L(+) = = Y _ x}log(c)), )

i€pos
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FIGURE 3. Example of grid prediction results. The left is the raw image,
in which the white box indicates the approximate location of the target.
On the right side, the prediction results of the grids are shown. The white
in the right image indicates that the corresponding grid is predicted to be
the foreground, and the black indicates that the corresponding grid is
predicted to be the background.

N
L(-) = = Y x; log(c)), 3)

ieneg

where xl.+ = {0, 1} denotes whether the i-th grid area is a
positive sample. If it is a positive sample, x,.+ = 1; otherwise,

xi+ = 0. x; = {0, 1} denotes whether the i-th grid area is a
negative sample participating in the training. If so, x;” = 1;
otherwise, x;7 = 0; cf denotes the probability that the i-th

grid area is on class p.

B. POTENTIAL TARGET REGION EXTRACTION

Example results of grid prediction are shown in Figure 3.
It can be noticed that the connected positive grid regions
can roughly reflect the position of the real targets in the raw
image.

1) CONNECTED POSITIVE GRIDS EXTRACTION

The above grid prediction model classifies all the grids into
foreground and background ones, but the prediction results
are still discrete labels. By analysing the grid label desig-
nation rules, we can find that a real traffic sign target may
cover one or more foreground grids. And at the meantime,
the predicted positive grids belonging to the same target must
be connected on the §-neighborhood. Therefore, the location
of one or more targets can be determined roughly by merging
adjacent positive grids and extracting the connected regions
of the positive grid in the predicted image. In this paper,
we adopt a depth-first searching strategy to determine the
adjacency relation of the positive grids and record all the
foreground regions.

2) POTENTIAL TARGET REGION EXPANSION

According to the grid prediction results, the external rectangle
of the connected region can be viewed as the potential target
region, which can roughly reflect the location of the target
in the image. However, the target area is not guaranteed
to contain the target completely. It is mainly because the
training positive samples need to meet one of the above-
mentioned conditions, i.e. large foreground covering or target
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center lying in the grid. For large target, the edge part of the
target may only cover a relatively small proportion of the
grid, which may lead to a background prediction. While for
a small target, the grid division may divide the target into
different grids, which may also lead to different predictions
for these grids. Therefore, the potential target region needs to
be expanded properly.

We design different inflation strategies for different target
regions according to their sizes and aspect ratios. The initial
potential target region is an externally connected rectangle
area of the extracted connected grid region. If the longer and
shorter sides of the rectangle are denoted as w grids and A
grids, respectively, the designed expansion strategy can be
described as follows:

1) If the target region is small, i.e., the region length
w < Iy, then we directly expand the region to M x M
(grids) to keep the detailed characteristics of the target.
Iy, 1s the region length threshold, which is set to 4 girds
in our implementation. M is defined as

M = Sinpul/Sgrids (4)

where S,y is the default size of the input image for the
subsequent detection module, Sgiq is the size of each
grid in the original image.

2) If the potential target region is a large long strip,
ie., w > Iy and w/h > ry, we expand the region to
(w =+ 1) % (W + 1). ry, is the region length width ratio
threshold, which is set to 3 in our implementation. This
is mainly designed for the case where a potential target
region covers multiple traffic signs. In this case, a single
traffic sign is not large compared with the whole area,
only a small expansion of the area boundary is required
to ensure that the target area can fully contain the target.

3) If the potential target region is a large square block,
ie., w > Iy and w/h < ry, then we expand the
region to (r * w + 1) * (r * w 4 1), where r is the
target scale adjustment parameter and » = 1.2 in our
implementation. This setting focuses on the single large
target. The boundary is first expanded by a small range
to ensure that the region contains the target completely.
Then, we proportionally expand this potential target
region to shrink the visual size of the large target in the
potential region.

Besides, after the expansion of the target regions with
the above rules, the target region may exceed the boundary.
For example, when the traffic sign is at the image bound-
ary, the region needs to move towards the inside of the
image. Specifically, if the region is out of bounds on the left,
the region will be moved to the right until the left boundary
of the region coincides with the left boundary of the image.
Examples of region expansion in the TT100K dataset is
presented in Figure 4.

All the above-mentioned sizes in region expansion are all
grid-based. To further clip such regions out of the original
image for detection, we should first project such grids to
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FIGURE 4. Examples of the potential target region expansion. The blue box is the original potential target area, and the red box is the
region after expansion. The left picture is an example of inflating large target regions; the middle is an example of inflating small
foreground regions; and the right is an example of shifting an out-of-bound box.

Input image

Conv:3x3x(6x(classest4))
- m—>

Conv:3x3x(6x(classest4))

>
>

Conv:3x3x(4x(classest4))

>
>

VGG-16

=Xn

FIGURE 5. Detection network. The activation layers after Conv3_3, Conv4_ 3 and Conv5_3 layers are removed. Each of them is connected with a
normalization layer and two convolutional layers to predict the class and location of the target, respectively. Block_n means there are n “Convolutional

layer - Relu layer” modules in the block.

the original image and get the corresponding region. Then,
we resize them the required input size of detection network,
which is 128 x 128 in our method (see Section III-C).

C. TRAFFIC SIGN DETECTION

With the obtained potential target regions, we further detect
the traffic signs within a simplified SSD object detection
framework [32].

1) NETWORK STRUCTURE AND DEFAULT BOXES SETTING
The traffic sign detection framework adopts the SSD multi-
scale network, and the trunk network selects VGG-16 model
to detect the targets directly on the output feature layer of
Conv3_3, Conv4_3 and Conv5_3 of VGG-16 (see Figure 5).
The input image of the detecting network is set to 128 x 128.
Setting such a relatively small image size not only ensures the
detection speed, but also keeps enough details of both small
and large targets. After the image scaling, the approximate
range of target sizes is [16, 106]. With consideration of the
perceptive field of each feature layer, we set the sizes and
shapes of the default boxes. The size of the perceptive field
and the setup of the default box settings at each stage are
shown in Table 2.
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2) HARD NEGATIVE MINING

As with the selection strategy in Section III-A, the pro-
portion of the positive and negative samples for training is
set to 1:1. The negative samples with the bad predictions
will be selected to participate in the training every time.
In this way, when the selected default boxes can be well pre-
dicted, the prediction of the overall negative samples will be
satisfactory.

3) LOSS FUNCTION

By reference to the design of SSD [32], the total loss of the
model is defined as the weighted sum of the localization loss
of positive samples and the confidence loss of positive and
negative samples:

1
L()C, c, lv g) = ]v(Lconf(xa C) + aLlOC(xv lv g))v (5)

where N denotes the number of positive samples and the
weight term « is set to 4.0 by cross validation. The localiza-
tion loss is the Smooth L1 loss between the predicted box /
and the ground truth g. It regresses to the offsets for the center
(cx, cy) of the default bounding box d and for its width w and
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TABLE 2. The receptive field sizes and default box settings at different stages of VGG-16. The aspect ratios of the default box are set to two proportions,
i.e., 1.0 and 2.0. It means that only square and vertical rectangle are set, which depends on the camera angle when the car is running. In actual traffic
scenes, a traffic sign is generally a regular polygon and cars are often photographed at elevation angles, which makes the target shape may be deformed

and become a partial vertical rectangle.

feature layer | Convl_2 | Conv2_2 | Conv3_3 | Conv4_3 Conv5_3
receptive field 5 14 40 92 196
sizes - - 15, 20, 30 48, 64 72,90, 110
aspect ratios - - 1.0,2.0 1.0,2.0 1.0,2.0

height h:

N
Lietr,L,g)=Y_ Y xjsmoothy (" =g"), (6)
iePos me{cx,cy,w,h}
éfx = (g —diM)/d}", é’;y = (g;y - d,-cy)/d,-h,
w h

8;
ﬁ)’

1

A (N
g = log(

A 8j
&' = log( j),
where x{; = {0, 1} denotes whether the i-th default box is
matched to the j-th real target box of class k. When the two
boxes are matched, i.e. their jaccard score is larger than 0.5,
xlkj =1, and xfj = 0, otherwise. In the localization loss, only
the positive samples are considered.

The confidence loss is the softmax loss over multiple
classes confidences (c), which is defined as

N RN
Leont(x, ©) = — ) ahlog@) — ) log@), ()

icPos ieNeg

()
where & = 5 o)
of this box over class p. More detailed information can be
found in [32] and [31].

denotes the classification confidence

IV. EXPERIMENTAL RESULT

A. DATASETS AND EVALUATION CRITERION

The image size of Tsinghua-Tencent 100K(TT100K) dataset
is 2048 x 2048, but the sizes of most targets are between 32
pixels and 96 pixels. It means that each traffic sign target
only occupies a very small proportion of the whole image.
Therefore, we select TT100K as the training and testing
dataset to evaluate the algorithm performance on the com-
plicated real scenarios. We select 45 classes whose instance
number exceed 100. The targets are classified into small-scale
(target area < 322 pixels), meso-scale (322 pixels < target
area < 967 pixels) and large-scale (target area > 96 pixels).
Fi-score is used as the overall evaluation index, which can
comprehensively reflect the detection results of the algorithm
in recall and accuracy. When F'-score is higher, the detection
effect of this method is better. F-score is computed is:

precision * recall

©))

F-score = 2%

precision -+ recall’

where precision is the accuracy of test results and recall is the
recall rate of test results.
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B. SPECIFIC IMPLEMENTATION DETAILS
Our overall framework is mainly composed of target grid
prediction and traffic sign detection. The whole network is
trained in two stages. For the target grid prediction network,
the training image size is 400 x 400, the test image size is
640 x 640, gird dividing parameter S is set to 64, the overlap-
ping threshold of target and grid #,; is 0.05. VGG-S is used
as the backbone of the grid prediction network. The training
process was optimized by Stochastic Gradient Descent (SGD)
with 0.9 momentum, 0.0005 weight decay and batch size 8.
We first train the network with a 10~ learning rate for 200k
iterations, then continue the training for 40k iterations with
a 10~* learning rate and 20k iterations with a 107> learning
rate. We use the hard negative mining strategy to balance the
number of positive and negative samples. The ratio between
the negatives and positives after balance is 1 : 1, and the loss
coefficient for the positive and negative sample is setto 2 : 1.

For the training of traffic sign detection network, the size
of input image is set to 128 x 128, the training process is also
optimized using SGD with 0.9 momentum, 0.0005 weight
decay, and batch size 6. And the initial learning rate is 103
with 100k iterations, followed by 20k iterations with 1074
and 107 learning rate, respectively. The ratio of positive and
negative sample is set to 1 : 1, and the ratio of classification
loss and localization loss coefficient is set to 4 : 1.

The training process is performed on a single NVIDIA
GTX TITAN X GPU.

C. EXPERIMENTAL RESULTS OF THE OVERALL
ALGORITHM

We evaluate the performance of the proposed method on
the TT100K dataset and compare it with RefineDet [54],
the methods of Zhu et al. [59], Li et al. [24], Wang et al. [49],
Liu et al. [33] and Noh et al. [34], which are the latest
advanced approaches for traffic sign detection. We follow the
protocol of the [59] to evaluate for 45 classes that include
more than 100 instances. The overall quantitative evaluation
results are presented in Table 3 and the running time compar-
ison is summarized in Table 4.

The comparison results show the advantages of the pro-
posed method on both accuracy and efficiency. Our method
achieves a 91.55 score in overall detection accuracy, which is
the second best performance among all the seven methods.
Particularly, for the detection of small targets, our method
outperforms all the comparison methods except [34]. This
is because that the proposed target grid prediction module
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TABLE 3. Traffic sign detection results at each scale range (F; -score/rank).

Target size Small Medium Large All
RefineDet [54] 7777117 84.39/17 33.48/17 78.38/6
Zhu et al. [59] 84.39/5 92.69/6 88.99/6 89.17/5

Li et al. [24] 86.43/3 93.43/5 89.99/5 90.43/3
Wang et al. [49] 82.20/6 95.89/2 93.91/2 89.68/4

Liu et al. [33] 86.00/4 93.50/4 90.10/4 -/-
Noh et al. [34] 88.60/1 96.00/1 95.40/1 93.10/1
Ours 86.73/2 94.95/3 92.67/3 91.55/2

TABLE 4. Algorithm running speed comparison.

Algorithm RefineDet [54] Zhu et al. [59] Liet al. [24] Wang et al. [49] Ours
Average speed (FPS) 2.5 5 <1.6 9.6 20.9

TABLE 5. Average time cost of each module of the proposed algorithm framework.

Test phase Target grid Target region Cut zoom | Target detection Non-maximum Total time
. - . i
p prediction (on GPU) | extraction (on CPU) | (on CPU) (on GPU) suppression (on CPU)
Average time 20.6ms 6.6ms 1.9ms 8.7ms 10.1ms 47.9ms
size: (0,32] size: (32,96]
1.0 1.0 1
0.8 1 0.84
0.6 0.6
T T
O o
2 2
0.4 4 0.4
0.2 024
— ours — ours
zhu et al. zhu et al.
0.0 — refinedet 0.04 — refinedet
0.0 02 0.4 0.6 08 1.0 0.0 02 0.4 0.6 0.8 10
accuracy accuracy
size: (96,400] size: (0,400]
1.0 1.0
0.8 0.84
0.6 0.6
T T
O O
o 2
0.44 0.44
0.2 0.2
— ours —— ours
zhu et al. zhu et al.
0.0 — refinedet 0.04 — refinedet
0.0 02 04 0.6 0.8 1.0 00 02 04 0.6 038 1.0
accuracy accuracy

FIGURE 6. Accuracy-recall curves for various size ranges. The curves show the performance changing under different t, values.
Performance curves of RefineDet [54], [59] and the proposed method are shown in green, orange and blue, respectively.

can point out the potential target region effectively, which technique, [34] achieves the best overall detection perfor-
significantly facilitates the appropriate clipping and scaling mance. For the medium-scale and large-scale targets, com-
of the small target region. Then, those small traffic signs pared with approaches of Zhu ez al. [59], Li et al. [24] and
can be effectively detected in their local regions. Due to Liu et al. [33], the performance advantage of our method
the significantly improved Rol features with super-resolution is also very obvious. It is mainly because that the target
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TABLE 6. Comparison of the detection performance for each traffic sign category. The performance of RefineDet [54], methods introduced in [24], [59]
and the propose method are presented. The best performance for each category is presented in bold font. (R): Recall, (A): Accuracy. (In %).

Class i2 i4 i5 il100 il60 il80 io ip p10 pll p12 p19 p23 P26 p27
RefineDet [54] (R) 714  85.7 94.5 76.9 68.8 48.4 73.9 89.7 79.1 87.8 292 742 704 723 55.3
RefineDet [54] (A) 68.0 84.6 88.0 96.8 91.3 90.2 66.1 70.6 76.4 76.1 633 676 885 738 929
Zhuetal. [S9] (R) 824 935 95.0 97.4 91.4 93.8 88.7 92.2 95.4 91.1 894 939 942 93.0 958
Zhuetal. [59] (A) 722 828 91.6 100 90.8 92.8 75.9 87.4 78.3 89.2 88.1 881 874 81.8 78.0

Lietal. [24] (R) 84 95 95 95 92 95 92 91 89 96 97 97 95 94 98
Lietal. [24] (A) 85 92 94 97 95 83 79 90 84 85 88 84 92 83 98
Ours(R) 852  96.1 94.6 79.5 77.9 78.1 89.4 92.2 94.3 96.0 955 939 971 846 936
Ours(A) 889 925 95.0 96.9 97.3 94.9 85.0 88.7 86.3 89.0 940 88.6 926 876 936

Class p3 p5 p6 pg ph4 ph4.5 ph5 pl100 pl120 pl20 pl30 pl40 pIS pISO  pl60
RefineDet [54] (R)  39.7 925 7.7 93.2 333 54.2 51.3 73.4 63.1 309 677 849 785 840 693
RefineDet [54] (A) 95.8  86.0 50.0 56.9 66.7 71.1 76.9 95.7 94.6 85.0 782 843 797 78.1 84.2
Zhuetal. [S9](R) 914 95.1 87.2 90.9 81.6 88.3 82.1 98.1 97.7 964 941 955 935 941 93.4
Zhuetal. [59] (A) 80.3 88.5 87.2 93.0 93.9 88.3 88.9 96.8 100 90.0 90.2 893 836 870 9238

Lietal. [24] (R) 93 96 100 93 78 88 85 96 98 96 93 96 92 96 91

Lietal. [24] (A) 92 90 83 93 97 68 69 97 98 92 91 90 86 87 92
Ours(R) 81.0 99.2 89.7 95.5 83.8 86.7 82.1 85.6 86.2 946 971 953 910 965 953
Ours(A) 87.0 91.6 97.2 84.0 100 86.7 86.5 96.9 100 964 926 938 915 901 953

Class pl70  pl80 pm20 pm30 pmS55S pn pne po pr40 wl3 w32 w55 w57 wS9 wo
RefineDet [54] (R)  34.1 719 429 46.9 63.2 97.5 97.8 60.6 68.3 452 242 754 800 69.0 10.8
RefineDet [54] (A) 100  83.1 87.5 88.2 75.0 75.9 84.9 58.9 83.7 56.0 533 589 756 57.1 25.0
Zhuetal. [S9](R) 931 953 87.8 90.6 94.9 91.1 93.2 67.1 98.4 645 706 71.7 790 82.0 447
Zhuetal. [59] (A) 953 943 91.5 80.6 59.7 92 93.3 84.3 75.6 64.5 889 86.0 95.1 74.6 515

Lietal. [24] (R) 91 99 88 94 100 96 97 83 97 94 85 95 94 95 53

Lietal. [24] (A) 97 86 90 77 81 89 93 78 92 66 83 88 93 71 54
Ours(R) 88.6 924 93.9 90.6 94.7 95.4 95.6 80.5 96.8 968 853 883 951 950 579
Ours(A) 97.5 93.0 100 100 94.7 89.3 95.5 81.5 87.1 857 853 855 935 722 629

expansion strategy is flexibly utilized for the target areas
in different scales to better control the target scale within a
reasonable range, which will be easier to be identified by the
detection network. Our detection performance for medium-
scale and large-scale targets is only behind the method of
Wang et al. [49] and state-of-the-art [34], but our method is
more efficient than its competitors.

According to the algorithm running speed comparison
results presented on Table 4. Our approach achieves 20.9 FPS
detection speed on NVIDIA TITAN X GPU, while the speed
of the other three algorithms except method introduced in [49]
are no more than 5 FPS. The detection speed of [49] is
reported as 9.6 FPS on NVIDIA GTX 1080Ti GPU, whose
computing power is basically the same with NVIDIA TITAN
X GPU. The proposed method achieves 2x detection speed
compared with [49]. Such high detection speed benefits from
the grid prediction network, which can quickly locate the
potential target region on the low-resolution image. Different
with [49], which needs to repeatedly detect the potential
target to adapt to multi-scale targets, the proposed grid pre-
diction process can spend less time filtering out most of the
background regions in the image and make the target detec-
tion process more directly. Therefore, the overall detection
time can be significantly shorten. Above all, among all the
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comparison methods, our method is the only method which
can simultaneously achieve good efficiency and accuracy.

To further analyse the time cost of each module in the
whole detection process, we split the algorithm flow and
count the running time of each module on the test dataset
to facilitate the subsequent further optimization of the detec-
tion speed. The algorithm is implemented within TensorFlow
framework and written with the Python language. Addition-
ally, the GPU is NVIDIA GeForce GTX TITAN X and the
CPU is Intel Xeon E5-2633. It can be noticed from Table 5,
the main time consumption lies in the target grid predic-
tion part. In the future, introducing prior knowledge of the
spatial position to remove those impossible regions, such as
the higher sky and the near ground, could be a promising
improvement strategy for faster detection.

To further analyse the detection performance of each algo-
rithm under different classification thresholds #,, we plot the
recall-accuracy values of several methods under different ¢,
values in Figure 6. Since the projects for the works in [24],
[33], [34] and [49] are not publicly available, we only plot
curves of RefineDet [54], [59] and the proposed method.
It can be noticed that the performance curve of our algorithm
is much closer to the upper right of the figure on all scale
ranges (0 ~ 400). With any classification threshold, the pro-
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FIGURE 7. The visualization of the algorithm data flow. The first column shows the input original images.
The second column presents the results of target grid prediction. The third column presents the extracted
potential target regions. We enlarge the region in the lower right corner of the image for clarity. The final
detection results are shown in the fourth column. We also enlarge the final detection results in the lower
right corner for clear display. In the detection result, the green rectangle boxes are the correctly identified
targets (True Positive); the red rectangle boxes are the incorrectly identified rectangle boxes (False Positive).

posed algorithm can produce relatively better detection
results in the whole scale range and three subdivided scales.

In Table 6, we also give the recall and accuracy of com-
parison methods [24], [54], [59] for each kind of traffic sign.
For clarity, the items with the dominant-performance in each
class are bolded. Considering that it is a two-fold compar-
ison according to both recall and accuracy, the Fi-score is
used as the standard to judge the overall performance of the
comparison methods for each category. As can be seen from
the table, the proposed method performs the best, which can
achieve the best detection performance in most categories.
Specifically, our method can achieve the best performance
on 28 categories of all the 45 categories, while the method

171180

of Li et al. [24] performs the best on 11 categories and
the method of Zhu et al. [59] performs the best on only
6 categories.

However, our method has low recalls for the minimum
speed traffic signs, such as 1100, 1160 and il80. This is not
surprising because these traffic signs mostly appear in high-
way scenarios, which are usually far from the cameras and
arranged in lines with multiple signs. After forecasting the
foreground and background labels for the grids with the target
grid prediction module, the target region extraction algorithm
may put multiple targets into a single target region. As a
result, the target size will be too small to accurately identify
after the region being compressed to 128 x 128.
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D. VISUALIZATION OF THE ALGORITHM DATA FLOW

In Figure 7, to further clearly present the data flow of the
proposed algorithm, we visualize some intermediate results
of each stage while detecting the test images. It can be seen
from the figure that, the target grid prediction algorithm has
a good identification of positive and negative grid samples,
which greatly narrows the searching field of the following
detection. The extracted target areas can better indicate the
approximate position of the real targets and make the targets
covered completely. From the final detection results, we can
notice that the overall algorithm can get the correct detection
for most of the targets.

V. DISCUSSION

We propose a two-stage framework for traffic sign detection
in this paper. But, compared the traditional two-state deep
learning based detectors, such as Fast-RCNN and Faster-
RCNN, our strategy has obvious difference with them.

First, the purpose and subsequent processing of potential
target region is different with that of proposals in Fast-RCNN
or Faster-RCNN. Proposals generated by Fast-RCNN/Faster-
RCNN are expected to indicate the target locations as accu-
rate as possible. Then, deep regression is utilized to refine
the proposal locations. While, as presented in Figure 4,
our potential target region extraction strategy is to locate
the potential target within a proper image context. Then,
within the potential target region, more accurate locations
can be achieved by sign target detectors with the help of rich
contextual information.

Secondly, the generation method of potential target
region is totally different with that of proposals in Fast-
RCNN/Faster-RCNN and more suitable for small target
detection task. In Fast-RCNN, proposals are generated
with selective search, which is very time-consuming and
insensitive to small target. Although RPN proposed in Faster-
RCNN improves the speed, its anchor-based proposal gen-
eration strategy is still very inflexible when detect targets
with arbitrary sizes, especially small target. In this paper,
we propose to train a target grid prediction network to locate
the potential target region. It greatly increases the flexibility
since the grids, as the minimum region elements, can form
target regions with arbitrary sizes according to the prediction
results. Moreover, the lightweight grid prediction network is
very efficient and guarantees the high detection speed.

Finally, we design flexible potential target region expan-
sion strategy, which can resize the targets to moderate scales
by expanding the target contexts before inputting them into
detection network. Therefore, the detection accuracy also is
improved.

Extremely large and small targets are tough issues in object
detection task. While, in a general street scene, compared
with the whole image, traffic signs photographed by the
in-vehicle cameras would not be extremely large. Fortunately,
for a relatively large traffic sign, it can be effectively covered
by multiple girds. Besides, in our implementation, we set an
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appropriate grid size to make the lower bound of the target
size to be more than half of the grid size. It can effectively
get the small targets to be covered and detected.

VI. CONCLUSION AND FUTURE WORKS

In this paper, a coarse-to-fine traffic sign detection algorithm
with stepwise learning strategy is proposed to improve the
detection speed and accuracy for high-resolution images and
small targets. Firstly, the proposed algorithm meshes the input
image, then uses the target grid prediction network to detect
whether the grid contain a target. According to the gird pre-
diction results, we flexibly extract the potential target regions
to completely cover the real targets. Finally, SSD is utilized to
detect the traffic signs on the potential target regions. The tar-
get grid prediction is based on a concise convolutional neural
network, which can quickly and accurately locate the approx-
imate position of the target and remove the background from
the searching space. This strategy get the overall algorithm
greatly accelerated. Experiments on the challenging TT100K
dataset verify the effectiveness and efficiency of the proposed
algorithm. In the future, we will explore the application of
spatial prior knowledge in faster foreground region filtering
and design specific processing strategies for those tightly
arranged small traffic signs.
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