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ABSTRACT Surface quality is the most important index to improve the overall quality of strip steel. In order
to implement the fault location on the hot-rolling line with surface defects of strip steel, a fault tracing model
based on information fusion of historical production cases and process data is proposed. For historical cases,
themodel determines the defect cause labels through text similarity calculation, and fuzzy semantic inference
is used to obtain the probability distribution of defect causes on this basis; for the process data, the model
uses L1 regularization method for feature selection, and XGBoost integration method is used to train the
correlation model between process data and defects to determine the contribution of each feature in the data
source. Finally, based on the D-S evidence theory, different rules are set to merge the two judgments to
determine the probability of each source of failure on the hot-rolling production line. The model is applied
to the real production environment of iron and steel enterprises, and it is verified that the proposed method
can effectively assist experts in decision-making, which greatly improves the efficiency of tracing the source
of faults on the hot-rolling production line.

INDEX TERMS Fault location, fuzzy semantic inference, process data analysis, feature selection, feature
importance, information fusion.

I. INTRODUCTION
The production technology of strip steel is an important
symbol of the development level in the steel manufacturing
industry. Strip steel has been widely used in the automotive
industry, defense industry, aerospace, chemical equipment
and light industry manufacturing due to its good surface
quality and mechanical properties, and the downstream users
have increasingly higher requirements on the surface quality
of strip steel [1], [2]. According to statistics, the majority of
quality objections and complaints in recent years are related
to surface quality defects, so how to effectively control strip
surface defects and improve the quality has become the main
task of product quality improvement in the steel manufactur-
ing industry [3].

The associate editor coordinating the review of this manuscript and
approving it for publication was Xiaochun Cheng.

Due to the influence of many factors during the production
such as raw materials, rolling process, equipment problems,
and system control, defects like roll marks, scratches, and
stains often occur on the surface. These defects have different
degrees of influence on the wear resistance, fatigue resis-
tance, corrosion resistance and electromagnetic properties of
strip steel. In production, surface defects are not only likely
to cause serious production accidents such as tape breakage,
accumulation, and parking, but also seriously wear out the
rollers possibly, causing inestimable economic and social
impacts on production enterprises [4].

According to the mechanism of defect generation, the sur-
face quality defects of strip steel can be divided into mate-
rial defects, process defects and corrosion defects. Mate-
rial defects refer to problems with the blank itself; process
defects mainly mean defects caused by improper opera-
tion and equipment failure during the rolling process, and
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FIGURE 1. Traditional strip quality traceability process.

corrosion defects refer to the strip steel affected by the
external environment. In order to control surface defects
in time, it is necessary to locate the source of the fault
according to the symptoms of the defect. The fault location
technology is the basis for repairing production faults and
the premise for ensuring efficient and stable operation of the
whole system [5].

The quality defects of strip steel can be detected by the
on-site staff through naked eye observation or related instru-
ments, but in order to solve the problem thoroughly, it is
necessary to trace the source of failure as soon as possible [6].
The traditional strip quality traceability process is shown
in Figure 1. The fault location is usually determined by the
analysis of experts according to the equipment alarm and
process parameter comparison results.

The problems in the traditional fault location process are
mainly reflected in the following two points:

(1) High production automation results in huge data vol-
ume, and it is difficult to distinguish fault-related features.
Manual analysis is inefficient.

(2) In complex practical business scenarios, the differ-
ences in the experience of technicians and the asymmetry of
information between departments have led to different fault
analysis standards and processes, which are highly subjective.

At present, the existing fault location methods are mainly
based on a single data source, especially the data from sensors
on the production line. Therefore, a fault location model for
strip surface quality defects is proposed in this paper based
on historical cases and process data. The historical cases and
process data were analyzed respectively, and then D-S evi-
dence theory was used to fuse the two judgments to determine
the probability of each fault source on the production line
finally. The fusion judgment method based on multi-source
data makes the judgment more objective and comprehensive,
and improves the time lag of the traditional method through
automatic analysis.

The remaining parts of this paper are organized as follows.
Section II reviews the literature on the data mining technol-
ogy and big data applications on fault location. In Section III,
fault location method based on information fusion is pro-
posed. Section IV describes experiments of fault location
to evaluate performance of the proposed method. Finally,
the conclusion and prospect are given in Section V.

II. RELATED WORK
With the development of machine learning and data mining,
data-driven fault location methods have gradually become
the research hotspot and development direction in this field.
The idea behind methods is to provide reliable evidence for
solving practical problems in industry through the analysis
of process data and the excavation of essential information,
which greatly reduces the reliance on accurate mathematical
models and expert experience [7]. This section mainly intro-
duces the related work of data-driven fault location research.

Many experts and scholars have made relevant explo-
rations in this field and obtained many valuable research
results. Some research work mainly focuses on extracting
effective fault features and then constructing classifiers to
identify equipment faults [21]. A method of fault feature
extraction based on intrinsic mode function (IMF) envelope
spectrum is proposed by Yang et al. [8] and the support
vector machine (SVM) classifiers was used to provide the
possibility of machinery faults. And Georgoulas et al. [9]
analyzed the motor fault characteristics and identified them
with time-frequency characteristics, in this research Markov
distance classifier was used to identify the motor health.
A new vibration spectral imaging (VSI) feature enhance-
ment method was proposed by Amar et al. [10] under the
condition of low signal-to-noise ratio, and artificial neural
network (ANN) was used as the fault classifier according
to these enhanced fault features. Prieto et al. [11] proposed
a method for classifying the health status of bearing hierar-
chically using neural networks and statistical characteristics
were taken into account. Based on spectral kurtosis (SK) and
cross correlation, amethodwas proposed by Tian et al. [12] to
extract fault features and form a health index using principal
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component analysis (PCA) and a semi-supervised k-nearest
neighbor (KNN) distance measure. However, it is difficult to
avoid the limitation of single data source and necessary con-
sideration is not always given to the complexity of production
environment [21].

Industrial production lines often have related data from
different systems in order to manage the whole production
process [22]. Many researches tend to use the fusion of
multi-source information to make fault location decisions.
Sun et al. [13] proposed a production line fault diagnosis
and maintenance decision system based on human-machine
multi-information fusion, and used multi-source data to con-
duct the final fault location. Lyu et al. [14] proposed a six-step
data-driven solution with decision tree and associate rules
to determine the causes of product defects and the product
defect rate decreased from 20% to 5%. And Pei et al. [15]
contributed to the fault discovery by proposing an integrated
approach combining the Taguchi quality loss function (QLF),
the signal-noise ratio (SNR), and the relief method. In gen-
eral, the fusion of multi-source information can make deci-
sions on fault detection and location in production line more
convincing and robust.

The steel hot rolling production line has the characteris-
tic of typical industrial production line under the environ-
ment of intelligent manufacturing, so it is worthy of further
study in many aspects, such as fault detection and location.
Ding et al. [16] proposed a data-driven scheme of key perfor-
mance indicator (KPI) prediction and diagnosis, which was
applied to an industrial hot strip mill to improve the predic-
tion performance. A new kernel independent and principal
components analysis (ICA–PCA) based process monitoring
approach [17] and a new statistical monitoring technique
based on efficient projection to latent structures (EPLS) for
quality-relevant fault detection [18] were proposed by Peng
and his team in succession [22]. And in 2020 a framework
was also proposed by Zhang et al. [19] for quality-based fault
detection and diagnosis for nonlinear batch processes with
multimode operating environment. But their all researchwork
focused on quality-relevant fault monitoring in the hot strip
mill process. Zhang et al. [20] address the problem of fault
diagnosis in the aspect of nonlinear activation in hot rolling
automation system by using a KPCA-based method. The
detection is achieved by comparing the subspaces between
the reference and a current state of the system.

The motivation to choose the information fusion method
is mainly to solve the practical problems in hot rolling pro-
duction from multiple dimensions and perspectives. It is a
prominent feature of hot rolling production process to gen-
erate a large amount of multi-source data. Through informa-
tion fusion, valuable information in multi-source data can be
integrated to improve the feasibility of decision making.

III. RESEARCH METHODOLOGY
This section proposes a fault location model for strip surface
quality defects based on historical cases and process data. The
historical cases and process data were analyzed respectively,

and then D-S evidence theory was used to fuse the two
judgments to determine the probability of each fault source
on the production line finally. The overall architecture of this
model is shown in Figure 2.

A. DEFECT CAUSE CLASSIFICATION AND FUZZY
SEMANTIC INFERENCE
The traditional traceability process of surface quality defects
on strip steel mostly ignores the role of historical solutions.
In the historical production process, experienced technical
experts have identified, analyzed, processed, and solved a
series of such problems, and at the same time formed a
large number of solution-related documents stored in the
enterprise’s information system. This kind of data is accu-
mulated from the experience of human activities in the real
production environment and it often contains a lot of rules
and knowledge [23]. Historical solutions can be excavated to
provide auxiliary decision-making for experts, but it is diffi-
cult to extract effective information due to the unstructured
and diverse characteristics of the textual data.

In the history cases of strip surface faults, the description
of defect symptoms and causes is often subjective and vague
in semantic expression. For example, description one is ‘‘The
heating temperature is too high and the heating time is too
long. The oxidizing atmosphere in the furnace is too thick,
which forms serious oxide sheet’’ and description two is ‘‘The
rolling temperature is too high and regenerated oxide sheet
is easy to be pressed into plate’’, both of these descriptions
represent the defect symptom called rolled-in scale. There-
fore, it is difficult to directly determine the corresponding
relationship.

Targeting the current situation where expert experience is
difficult to reuse automatically, this paper collects and inte-
grates historical solutions related to surface quality defects to
form a structured historical case document, which contains
multiple cases of fault location of the same type. The histori-
cal case document is the summary of a maintenance event of
strip surface fault location, which mainly includes recording
surface defect symptoms, initial inspection and detection,
in-depth fault analysis, proposal and implementation of solu-
tions, and final summary. And it can be defined as a unified
format:
CaseID (CaseTime, DefectCategory, DefectDescription,

DefectCause)
This unified format describes the core content of the histor-

ical case and provides a basic framework for fuzzy semantic
inference. CaseID represents the unique identifier of the case
about surface quality defects,CaseTime represents the time of
occurrence of the case, and DefectCategory, DefectDescrip-
tion, DefectCause respectively indicate the corresponding
defect category, defect detailed description, and cause of the
defect.

In order to characterize the association between defect
categories and causes,DefectCause in the historical case doc-
uments should be classified firstly, so that the source of each
case can be identified with a clear label. The cause of defects
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FIGURE 2. The overall architecture of the model proposed in this paper.

often involves the description of operating equipment and
process. Entities in the hot-rolling field occur frequently, and
each equipment has a standard process description document
that can be referred to, therefore the degree of association
between the two can be described by calculating text similar-
ity. TF-IDF (Term Frequency-Inverse Document Frequency)
algorithm is a statistical analysis method for keywords, which
is used to evaluate the importance of aword to a corpus. In this
paper, TF-IDF algorithm is adopted to selectDefectCause and
key words in device reference documents, paving the way for
text similarity calculation.

Assume that the document to be processed is dj, and the
frequency of each word can be calculated after word segmen-
tation. The word frequency is defined as follows:

tfi,j =
ni,j∑
k nk,j

(1)

where ni,j is the occurrence times of the word in document dj,
and the denominator of Eq. (1) is the sum of the occurrence
times of all words in document dj. It can be seen that word
frequency is the normalization ofword number tomeasure the
importance of the word. And the inverse document frequency
IDF value is a measure of the general importance of one word

in a corpus, which can be defined as:

idfi = log
|D|∣∣ {j : ti ∈ dj }∣∣+ 1

(2)

In the Eq. (2), D represents the number of documents in
the corpus composed of defect causes and standard reference
documents, and j is the number of documents containing the
word ti, which can then be obtained as follows:

tfidfi,j = tfi,j × idfi (3)

High word frequency in a particular document, and low
document frequency in the entire corpus, can always produce
a high-weight TF-IDF value. Therefore, TF-IDF algorithm
tends to filter out common words and retain important words,
which are often professional terms in hot-rolled field. After
the calculation of TF-IDF value, the words in two documents
are arranged in descending order according to the results, and
keywords in the front are selected referring to the hot-rolling
field glossary. Then the word vector s and t are obtained
respectively. The cosine similarity of the two vectors is shown
in Eq. (3):

cos(θ) =

∑m
i=1 (si × ti)√∑m

i=1 s
2
i ×

√∑m
i=1 t

2
i

(4)
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TABLE 1. Fuzzy score reference.

Cosine similarity measures the difference between two
individuals using cosine of angle between two vectors, and
it pays more attention to the difference between two vectors
in direction than Euclidean distance. The larger the cosine
similarity of the two vectors, the higher the similarity between
the defect cause and the equipment standard reference doc-
ument, so it can be considered that hot-rolling production
line equipment corresponding to maximum value is the fault
source.

Strip surface defects often have similar symptoms and
causes when they occur at a similar time, the accuracy of
marking can be improved by the judge of CaseTime and
DefectDescription. If the interval of CaseTime is less than
one day and the text similarity ofDefectDescription is higher
than the preset threshold, the category of defect causes can be
considered identical.

Fuzzy set theory and fuzzy logic are suitable forms to
deal with imprecise semantic knowledge [24], [25]. In the
real environment, the surface defects of strip steel are often
complex, and there is not a one-to-one correlation between
defect types and causes, or even a coexistence of multiple
defect types, which makes it more difficult to trace source
of fault [26].

Fuzzy semantic inference is to mine the fuzzy logic
between input and output through semantics, and the infer-
ence rules are obtained by semantics to make decision sup-
port, so as to reduce the dependence on expert experience.
In the previous chapter A, the historical cases of steel strip
surface defect are divided into CaseTime, DefectCategory,
DefectDescription and DefectCause four parts according to
the semantics, and the corresponding standard form has been
built by similarity calculation. And then the fuzzy relation
matrix can be established through the statistical analysis of
semantic relationships, at last the mapping from fuzzy defect
symptom vector to result vector can be completed. The spe-
cific steps are described below. The entire process of fuzzy
semantic inference is shown in Figure 3.

Assume S represents a set of defect symptoms, S = {S1,
S2, . . . , Sn}, and si represents the state variable of Si. This
paper gives a fuzzy score reference for the severity of defect
symptoms determined by expert experience [28], as shown
in Table 1, so the fuzzy defect symptom vector f can be
expressed as:

f = [f1, f2, · · · , fn] = [µS1 (s1), µS2 (s2), · · · , µSn (sn)] (5)

where µSi(si) is the membership function, and its value rep-
resents the membership of the current state. According to the

FIGURE 3. Flowchart of fuzzy semantic inference.

fuzzy scoring criteria of Table 1, quality inspection personnel
on hot- rolling production line can evaluate steel strip sur-
face defects, determining membership degree of each defect
symptoms. Fuzzy vector f can be used as input in the whole
process of semantic inference, so the human experience in
the production process can be quantified as a specific value
to deal with the problem of uncertainty.

The relationship between defect symptoms and defect
causes is represented by the fuzzy relation matrix R, as shown
in Eq. (6), which depends on the statistical results of historical
cases [27].

R =

 r11 . . . r1n
...

. . .
...

rm1 · · · rmn

 , 0 ≤ rij ≤ 1,

1 ≤ i ≤ m, 1 ≤ j ≤ n (6)

The rows of R represent defect causes, and the columns
represent defect symptoms. The element rij means degree of
membership of symptom j to cause i [28]. A typical statistic
method to determine rij as follows:

rij =
nij
nj

(7)

where nij represents the number of historical records of symp-
tom j belonging to cause i, and nj represents the number of
historical records that belong to cause i. Then fuzzy semantic
inference is carried out according to fuzzy defect symptom
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vector f and fuzzy relation matrix R, as shown in Eq. (8):

v = f ◦ R = (f1, f2, · · · , fm) ◦

 r11 . . . r1n
...

. . .
...

rm1 · · · rmn


= (v1, v2, · · · , vm) (8)

vj = min(1,
m∑
i=1

fi·rij), 1 ≤ j ≤ n (9)

The symbol ‘‘◦’’ in Eq. (8) is the fuzzy synthetic operator,
whose operation logic is shown in Eq. (9). The element vi
in the output vector v represents the membership degree of
the current symptom corresponding to defect cause i. Finally,
the output vector v is normalized, as shown in Eq. (10):

pi =
vi
m∑
i=1

vi

, p = (p1, p2, · · · , pm) (10)

The element pi in vector p represents the probability of
defect cause i corresponding to the current defect symptom.
The defect cause with maximum value of pi can be selected
as the source of fault, or candidate defect causes can be
determined according to the designed threshold. In this paper,
the result of fuzzy semantic inference is taken as one evidence
in final information fusion.

B. EVALUATION OF FEATURE CONTRIBUTION BASED ON
XGBOOST
Hot-rolling production line has produced a large amount
of process data during the actual production, these data
include the basic attributes of slab (such as weight, length
and thickness of slab, etc.), all kinds of processing technol-
ogy parameters of the equipment (such as melt temperature,
roughing thickness and finishing width, etc.), environmental
information from sensors (such as temperature, humidity and
pressure, etc.), as well as the quality of strip steel (such as
average crown, thickness deviation, surface quality, etc.). The
surface quality in each production record can be regarded as a
label for training. Problems with slab, equipment failure, and
improper setting of process parameters are all associated with
process data, and eventually lead to surface quality problems
of strip. By establishing the correlation model between pro-
cess data and defects of strip steel, the characteristics of the
process data can be deduced from the defects, so as to provide
important data support for determining the fault source.

It is assumed that n rolls of strip are produced in the hot-
rolling production line in a period of time, and the process
data features generated during the processing of each steel
strip have m dimensions, then the sample matrix X ∈ <n×m

can be obtained through collection and integration, where the
row i represents the strip sample i and the column j represents
features j of process data. Min-max Normalization method is
used to normalize raw data and surface quality is considered
as a label for data training.

Part of the process data features have a highly consis-
tent change trend and data redundancy. In order to conduct

efficient training, it is necessary to make feature selection
for data. In this paper, the embedded type feature selection
method is adopted, and the linear regression model with
L1 regularization penalty term is used as the base model for
feature selection, and the square error is used as the loss
function. The optimization objective is shown in Eq. (11):

w′ = argmin
w

m∑
i=1

(yi − wT xi)+ λ ‖w‖1 (11)

where w is the weight matrix and λ is the regularization
parameter. L1 regularization is easy to obtain sparse solu-
tions, and the result of solving norm regularization is to get
a model that uses only a part of the initial features, that is,
the feature selection process is integrated with the training
process. When w gets a sparse solution, it means that only the
features corresponding to non-zero components in the initial
features will appear in the final model, thus realizing feature
selection.

Compared to other machine learning methods, XGBoost
method is more suitable for industrial big data scenarios with
the advantage of distributed computing [29], [30]. Therefore,
the XGBoost training model is used in this paper to fit
the correlation between strip steel process data and surface
defects. CART decision tree is used as the base learner in
boosting method, and grid search method is applied to deter-
mine the learning_rate, n_estimatores, tree_depth, subsam-
ple, max_depth and other key parameters. The classification
model is obtained after training.

In general, the importance score of a feature measures its
value in decision tree construction, and the more a feature is
used to build a decision tree in the model, the more important
it is. The importance of features is obtained by calculating
each feature in process data separately and then sorting it.
The importance of a feature is calculated by the degree to
which each feature split point improves the performance
measurement, and the Gini coefficient is selected to measure
the performance:

Gini(D) =
N∑
k=1

pk (1− pk ) (12)

where D represents the subset of samples corresponding to
a branch in the decision tree, N is the number of defect
categories in D, and pk represents the proportion of defect
type k in the entire subset of samples. According to the feature
F, D can be divided into two subsets D1 and D2:

Gini(D,F) =
|D1|

|D|
Gini(D1)+

|D2|

|D|
Gini(D2) (13)

Gain(A) = Gini(D,F)− Gini(D) (14)

Finally, the weighted sum of the calculation result of one
feature in all decision trees is taken to get the importance
score. Therefore, the importance degree reflects the corre-
lation between the feature and the surface defect of strip
steel, that is, the greater the importance degree is, the more
likely the equipment corresponding to the feature will have
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problems. Each feature of the process data sample is derived
from one equipment in the hot-rolling production line or from
the slab itself, so the importance of multiple features from the
same source can be added up as the final feature contribution
degree, and the probability can be obtained by normalization.
The value reflects the potential causal relationship between
defect cause and defect category.

C. INFORMATION FUSION
Through fuzzy semantic inference based on historical cases
and analysis of process data, two evidences of possible prob-
lems in some equipment of hot-rolling production line are
obtained. The method of information fusion is needed to syn-
thesize the judgment of two pieces of evidence and deal with
the contradictions. Finally, the probability of problems in a
certain equipment can be obtained. Therefore, this paper sets
fusion rules based on D-S evidence theory to conduct infor-
mation fusion [31].

According to the scenario in this paper, the identification
framework θ of D-S evidence theory is a set of all devices
involved in the strip production process, and the Basic Prob-
ability Assignment function is defined as:∑

A⊆θ

m(A) = 1, m(∅) = 0 (15)

The fusion rule based on two pieces of evidence can be
defined as Eq. (16) and Eq. (17):

m1(A)⊕ m2(A) =
1
R

∑
B∩C=A

m1(B)m2(C) (16)

R =
∑

B∩C 6=∅

m1(B)m2(C) (17)

where R represents the normalized coefficient, A is an ele-
ment of θ , and B or C is a subset of θ . When the contradiction
between two pieces of evidence is slight and equally impor-
tant, information fusion is carried out according to the rule in
Eq. (16) to calculate the final probability of defect cause.

However, the above two pieces of evidence may have
different weights in the real production environment, and
their influence on the final result may be in dynamic change.
Therefore, another fusion rule is set as shown in Eq. (18):

m1(A)⊕ m2(A) = α · m1(A)+ (1− α)m2(A) (18)

where α is the weight coefficient, which represents the trust
degree of technical experts to the evidence. Experienced tech-
nicians can assign the weight by setting the value of α, which
is more suitable for rapid positioning requirements in the field
environment.

IV. EXPERIMENT AND ANALYSIS
This section introduces the case study background and veri-
fies the validation of the proposed method in this paper. The
results are analyzed at the end of this section.

A. PROBLEM DESCRIPTION
A steel company’s 1580mm hot-rolling production line in
China mainly produces high-quality strip steel. However, the
surface defects of strip steel have occurred from time to time
due to various factors. Whether it can quickly locate cause
of the defect and reduce the further generation of defective
products has a huge impact on the company’s production
activities.

The main equipment configuration of the production line
is shown in Figure 4, including: three walking beam heat-
ing furnaces, roughing entrance descaling box, fixed width
large side press, E1/R1 roughing mill, E2/R2 roughing mill,
EH edge heating Furnace, flying shears, descaling box at
the entrance of finish rolling, small vertical rollers for finish
rolling, seven-stand finishing mill, laminar cooling and two
underground coilers. R1 is a two-roller reversing mill, and
R2 is a four-roller reversing mill. The finishing mills F2-
F4 use a PC cross-rolling mill and F5-F7 mill flat rolls can
move.

Surface quality is one of the most difficult quality indi-
cators to control to improve the overall quality level of the
company. The categories and causes of strip surface defects
involved in the hot- rolling line are shown in Table 2 and
Table 3:

B. CASE STUDY
The historical cases and process data used in this paper were
all from the hot-rolling production line of this steel company
in 2016. There were more than 400 cases of strip surface
defects after collection and integration, mainly recording the
whole process from discovering the surface defect by quality
inspection to determining the cause. Firstly, the defect cat-
egories defined by experts and the description of the cause
were extracted, then according to the proposed methods in
section III. A, the textual similarity between defect case and
standard document could be calculated to determine the label
of defect cause, and then the fuzzy relationship matrix shown
in Table 4 was statistically derived according to historical
cases.

In order to verify the effectiveness of fuzzy inference,
technical experts set fuzzy defect symptom vectors for five
groups of strips with common surface defects according to
Table 1, and the specific values were shown in Table 5. The
result vectors were calculated to determine the fault sources
according to Eq. (8), and the results compared with experts’
opinions were shown in Table 6. It can be found that the
probabilistic Top 3 selections all hit the conclusions given by
experts.

5032 strip steel production data were selected as experi-
mental samples, including slab properties, process parame-
ters, quality inspection results and other information. Each
row of data corresponds to a roll of strip steel after data
preprocessing, which contained a total of 183 features. The
sample variance was calculated firstly, and all zero variance
features were eliminated. A variance of 0 indicated that this
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FIGURE 4. Equipment configuration of the production line.

TABLE 2. Codes of defect category of strip steel.

TABLE 3. Codes of defect cause of strip steel.

TABLE 4. Degrees of membership between symptoms and causes.

TABLE 5. Fuzzy defect symptom vectors given by experts.

feature did not contribute to the model. Then the remaining
138 features used linear regression model with L1 regular-
ization penalty term as the base model for feature selection

according to the method in section III. B. After excluding
81 features, the remaining 57 features were grouped, corre-
sponding to defect causes C1-C9 according to their sources.
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TABLE 6. Comparison of results before information fusion.

FIGURE 5. One of the decision trees generated by XGBoost.

After feature selection, XGBoost method was used to
train the model between process data and surface defects.
Objective function was set to binary: logitraw, and evaluation
index was set to logloss. Grid search was used to deter-
mine other key parameters which were shown in Table 7 in
sequence. N_estimatores represents the number of decision
trees, max_depth is the maximum depth of the decision trees,
and subsample means the percentage of the total training set
used when training each tree. Generally speaking, the greater
the value of these parameters, the easier the overfitting is.
Reasonable adjustment of these parameters can effectively
prevent model overfitting, so as to obtain more accurate
evaluation of feature contribution. Alpha and lambda are
regularization parameters, which can reduce the complexity
of the whole model and thus improve the performance of it.
One of the decision trees generated by XGBoost was shown
in Figure 5. The contribution degree of each feature to the
model classification was obtained according to the method
described in section III. B, and Figure 6 provided part of the
results. After summing up and normalizing the contribution
degree of each feature according to the source, the occurrence
probability of each cause was obtained, as shown in Table 8.

TABLE 7. Key parameters for training XGBoost model.

It can be concluded that Roughing Mill (E1/R1&E2/R2) is
the equipment most likely to cause surface defects of strip
steel, and Slab, Layer Cooling and Finishing mill are also
noteworthy sources of defects according to Table 8.

9 common causes of surface defects on hot-rolling pro-
duction line were taken as the identification framework of
D-S evidence theory. According to the method proposed by
section III. C, the probability of defect causes obtained from
fuzzy semantic inference and process data analysis was fused.
After communication with technical experts, it was found
that the selection in practical application was more inclined
to historical cases. Therefore, Eq. (18) was selected as the
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TABLE 8. Defect cause probabilistic ranking according to process data.

TABLE 9. Comparison of results after information fusion.

TABLE 10. Comparison of F1 score between proposed method in this paper and other methods.

fusion rule, and the weight coefficient was 0.7. The final
fusion calculation was carried out according to the cases
given by experts in Table 5, which shown in Table 9. It can
be concluded that the hit ratio is improved compared with
the judgment result of a single information source, and the
comprehensive judgment is more reliable. In addition, infor-
mation fusion can easily introduce other models and has
strong extension ability.

At last, a comparison experiment between some typical
methods based on the single data source and the method
proposed in this paper. LightGBM, AdaBoost and XGBoost
were used for the single data source, and two fusion rules
() are applied respectively in the method proposed in this

paper. The experimental results are shown in Table 10, and
F1 score for each category of fault cause are listed in the
table for necessary comparison. It can be concluded that the
performance of themethod proposed in this paper is generally
better than methods based on single data source. In particular,
the fusion rule based on Eq.18 achieves the best traceability
effect.

C. ANALYSIS OF EXPERIMENTAL RESULTS
The proposed fault location method is applied to the real
hot-rolling line in this section, which can analyze the pro-
cess data and integrate the experience accumulated by peo-
ple to obtain the comprehensive probability of defect case.
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FIGURE 6. Feature importance (Top 10).

Traditional fault location process always spends hours on
finding out the source of surface defect. But when the pro-
posedmethod is applied to the actual production line, the time
of preliminary determination of fault location can be reduced
to a few minutes, and the automatic calculation process
greatly reduces reliance on technical experts. The data-based
process standards are unified, which is in accordance with the
results derived by experts from the rules of experience. The
entire process can be completed automatically in the system,
thereby greatly improving the efficiency of fault location,
shortening the unplanned downtime of the production line,
and increasing corporate profits.

V. CONCLUSION AND PROSPECT
This paper analyzes the bottlenecks encountered by tradi-
tional fault location methods on hot- rolling production lines,
and proposes a fault location model for strip steel surface
quality defects based on fuzzy semantic inference and pro-
cess data analysis. The deficiencies of traditional method in
analyzing ability, judging standard and locating speed are
improved. It can quickly reduce the scope of fault source and
improve the effectiveness and timeliness of fault location.

Especially in the new era of manufacturing industry’s
transformation from automation and informatization to dig-
italization and networking, faced with the massive data gen-
erated by intelligent manufacturing, manual analysis will
encounter many bottlenecks, and the fault location based on
data may become a link in intelligent operation and mainte-
nance in the future, which has a huge application prospect.
At the same time, due to the universality of historical cases
and process data on the production line, the model in this
paper can be extended to other production lines and has awide
range of practical application values.
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