IEEE Access

Multidisciplinary : Rapid Review : Open Access Journal

Received August 31, 2020, accepted September 14, 2020, date of publication September 18, 2020,
date of current version September 30, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3024558

Automatic Learning Framework for
Pharmaceutical Record Matching

JOSE LUIS LOPEZ-CUADRADO "1, ISRAEL GONZALEZ-CARRASCO"'1,
JESUS LEONARDO LOPEZ-HERNANDEZ!, PALOMA MARTINEZ-FERNANDEZ“1,
AND JOSE LUIS MARTINEZ-FERNANDEZ -2

!Computer Science Department, Universidad Carlos III de Madrid, 28911 Leganés, Spain
2MeaningCloud LLC, New York, NY 11106, USA

Corresponding author: Israel Gonzélez-Carrasco (igcarras @inf.uc3m.es)

This work was supported by the Research Program of the Ministry of Economy and Competitiveness, Government of Spain, through the
DeepEMR Project, under Grant TIN2017-87548-C2-1-R.

ABSTRACT Pharmaceutical manufacturers need to analyse a vast number of products in their daily
activities. Many times, the same product can be registered several times by different systems using different
attributes, and these companies require accurate and quality information regarding their products since these
products are drugs. The central hypothesis of this research work is that machine learning can be applied to
this domain to efficiently merge different data sources and match the records related to the same product.
No human is able to do this in a reasonable way because the number of records to be matched is extremely
high. This article presents a framework for pharmaceutical record matching based on machine learning
techniques in a big data environment. The proposed framework aims to explode the well-known rules for
the matching of records from different databases for training machine learning models. Then the trained
models are evaluated by predicting matches with records that do not follow these known rules. Finally, the
production environment is simulated by generating a huge amount of combinations of records and predicting
the matches. The obtained results show that, despite the good results obtained with the training datasets, in the
production environment, the average accuracy of the best model is around 85%. That shows that matches
which do not follow the known rules can be predicted and, considering that there is not a human way to

process this amount of data, the results are promising.

INDEX TERMS Big data, data integration, machine learning, pattern detection, medicine.

I. INTRODUCTION

With the move from traditional databases (DB) inside a com-
pany to scenarios where new services demand the capability
of sharing data intra/inter organizations, efficient data inte-
gration approaches are required. This prevalent problem of
data integration from heterogeneous sources is a challenge in
many fields such as biology, medicine, government among
others. There are several reasons that make difficult inte-
grating and sharing data such as different software systems
talking to each other (for instance, relational database man-
agement systems that are based on SQL standard but with
differences that need to make compatible), and semantic het-
erogeneity consisting on having several semantic representa-
tions of an universe of discourse that should be integrated in a
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common schema. More in detail, if data have to be ready for
use in decision making, two approaches can be followed in
retrieving and combining data from multiple sources: creating
a new DB (datawarehouse) or accessing original sources
without building a new DB. Regardless the approach, similar
tasks have to be performed on data to fix or remove data
in a DB because of wrong entered data, incomplete data
(e.g., adding a ZIP code to an address) improperly format-
ted (e.g., distinct date formats, scales of measurement units,
etc.), semantic heterogeneity (attributes that refer to the same
concept, e.g. class/category or address/location, granularity
as matching of an attribute to two or more attributes, e.g.
price in a table and base price+tax rate in another table are
synonyms). Sometimes, different syntactic conventions are
applied (e.g., Street, St., Str.) and usually there are differences
about how real-world values and objects are represented (data
heterogeneity), e.g. multiple references to the same entity
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(USA, United States of America, United States, US, U.S.).
For a detailed description of problems and techniques to solve
semantic and data heterogeneity in integration see [1].

Semantic and data heterogeneity are problems related to
the process of matching names and values of attributes that
are different in different databases but refer to the same
concept. For example, in DB1 there can be a field called
’Customer name’ with a value like ’Company A Co.” and
DB2 can have an attribute *"Wholesaler’ with a value like
’Company B Co.’. In the matching process of the DBs, both
fields should be the same, as wholesalers are also customers.
ML techniques can identify patterns in the attributes suggest-
ing that both fields should be considered as referring to the
same concept, 'Customer’. Matching and reconciling data
among different DB and files is a time-consuming manual
task and ML approaches are required. The work presented in
this article focuses on solving the matching problem through
ML techniques.

Pharmaceutical domain is one of these scenarios where
new integrations approaches to match records from different
sources are required. Moreover, regulatory authorities and
pharmaceutical manufacturers play a role in public safety.
Taking this into account pharmaceutical manufacturers have
made great efforts focused on responsibilities for providing
accurate and quality information regarding drugs [2].

For the above-mentioned reasons, the main motivation of
this research is the necessity of great pharmaceutical manu-
facturers to analyse the huge number of products generated in
their worldwide activities, considering that the same product
can be registered several times by different systems using
different attributes.

There is a business need for these integration requirements.
Big pharmaceutical business growth is partially achieved
through the acquisition or merging of smaller (or sometimes
not so smaller) pharmaceutical companies. After the acqui-
sition, the need to integrate previously isolated systems and
data arise. New products are included in the portfolio of the
new company, business processes need to be aligned (for
example, to manage product supply in an integrated manner)
requiring the merging of different data inputs. Building a
new system from scratch is a fantasy, the only road to take
is allowing the integration of previously isolated systems.
Regarding data, the aforementioned need to map different
semantic models arise, and it is a hard work to do. The
hypothesis of this research work is that deep learning can be
the solution to efficiently merge different data sources using
reduced domain knowledge.

No human is capable to do this in a reasonable way because
the number of records to be matched is extremely high. For
this reason, it is required an automatic learning approach,
based on Machine Learning (ML) techniques, capable to
learn the hidden patterns that allow determining whether two
records from different systems represent the same product
or not. A rule-based approach is possible for given systems
and operations, however new rules should be defined in case
of new types of records or new types of operations. In a
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general case, when two data sources must be merged, humans
can provide some mapping rules that cover up to the 70%
of cases. This data can be used to build a training set to
develop a ML model. This model should allow for a higher
matching accuracy in an automatic way. Thus, a machine
learning strategy is a better approach for this problem.

Furthermore, this article takes the work carried out by
the authors in [3], which demonstrated the validity of a
ML-based framework for matching heterogeneous records of
bank operations. The main breakthroughs of the framework
are: (i) classify records with high accuracy (ii) identify the
most relevant variables for prediction (iii) detect common
structures among the records.

In summary, the main goal of this article is to introduce
a framework for solving data integration based on automatic
learning using ML techniques in a big data environment. The
proposed framework includes several steps, in order to move
from not homogeneous data to structured information and
for the automatic detection of relationships between phar-
maceutical products, taking into account the large volume
of data and different data sources involved in the process.
The first step, pre-processing, allows merging the unstruc-
tured information of pharmaceutical products from different
sources. The second step explores different ML approaches
in the problem proposed. The last step is the production
environment. This step matches or links each product from
one source with the corresponding product in other sources.
Finally, the post-processing analyses all the outputs of the
second stage in order to give a detailed report of all the
matching records detected.

The rest of the document is organized as follows:
Section 2 contains a review of works related to ML, data
mining and record matching in medicine and drug context.
Section 3 discusses the main features of the framework pro-
posed, including a usage scenario and the main components
of its architecture. Section 4 describes the assessment of this
tool. This section also includes a description of the sample,
the method used. along with test results and a final discussion.
Finally, the paper ends with a discussion on research findings,
limitations, concluding remarks and future work.

Il. RELATED WORK

A. MACHINE LEARNING CLASSIFIERS

Classification is a supervised learning approach in which
the classifier learns from the data input given to it and
then uses this learning to classify new observation. In par-
ticular, Multilayer Perceptron (MLP), Deep Neural Net-
works (DNN), Logistic-Regression (LoG), Support Vector
Machines (SVM), K-Nearest Neighbours (KNN), Random
Forests (RFO) are some ML techniques which are cur-
rently valuable tools for researchers and companies in many
domains for solving complex problems in various fields such
as process control [4], vehicle driving [5], weather forecasting
[6], medical diagnosis [7], forecasting foreign exchange rates
[8] or speech recognition, pattern recognition and computer
vision [9].
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MLP is a feed forward neural network and maps the inputs
to a fitting set of outputs. MLP is made up of several layers of
nodes inside a graph, so that each layer is entirely linked to the
next one with a nonlinear activation function, excluding the
input nodes. MLP employs a supervised learning technique
called back propagation for training purposes and a nonlinear
activation function [10], [11]. In the medical field, MLP have
been widely explored for diagnosis, prediction or decision
support [12].

DNN are neural network architectures formed by many
layers [13]. DNN can represent functions with higher com-
plexity if the numbers of layers and units in a single layer are
increased [9], [14]. Nowadays, DNN is a trending technique
and is employed in many areas such as drug-drug interaction
[15], [16], medical predictions [17] or pharmaceutical sales
forecasting [18].

LoG is a widely used statistical direct probability model
and has been utilized in numerous landslide susceptibility
assessments, providing accurate and reliable results in a
rather simple manner. Based on its learning mechanism it is
characterized as a discriminative model which estimates the
probability for a given feature (x) and the label (y) directly
from the training data by minimizing error [19]. Numerous
papers can be found through the scientific literature that take
advantage of their ability to sufficiently assess data, including
the logistic regression approach [20].

SVM are universal classifiers and are widely utilized both
for the classification of patterns as well as nonlinear regres-
sion. The main idea behind a SVM is to construct a hyper-
plane as a decision dimension which maximizes the margin
of separation between the positive and negative examples
in a data set [21]. This induction principle is based on the
fact that the error coefficient of the test data, that is, the
coefficient of the generalization error, is limited by the sum of
the coefficient of the training error, and this term depends on
the Vapnik-Chervonenkis dimension [22]. The performance
of a support vector machine (SVM) depends highly on the
selection of the kernel function type and relevant parameters
[23]. SVM classifiers have been used for image denoising
[24], multi-class sentiment classification [25], medical diag-
nosis [26], or even for online suicide prevention [27].

SVM-L is a linear classifier based on SVM the approach.
The SVM-L classifier is implemented specifically for mas-
sive levels of data and features. SVM-L have been used
for both feature ranking and classification in different
domains [28]-[30].

KNN is a popular classification method in data mining and
statistics because of its simple implementation and signifi-
cant classification performance. KNN classifier is a type of
instance-based learning or non-generalizing learning: it does
not attempt to construct a general internal model, but simply
stores instances of the training data. Classification is com-
puted from a simple majority vote of the nearest neighbours
of each point: a query point is assigned to the data class which
has the most representatives within the nearest neighbours
of the point. However, it is impractical for traditional KNN
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methods to assign a fixed k value (even though set by experts)
to all test samples [31], [32]. KNNs have been used for clas-
sification tasks as visual recognition [33], text categorization
[34] and medicine [35].

RFO classifier is an ensemble classifier that produces
multiple decision trees, using a randomly selected subset of
training samples and variables. Over the last two decades the
use of the RFO classifier has received increasing attention
due to the excellent classification results obtained and the
speed of processing [36]. RFO algorithm is a meta estimator
that fits a number of decision tree classifiers on various
sub-samples of the dataset and uses averaging to improve the
predictive accuracy and control over-fitting. The sub-sample
size is always the same as the original input sample size, but
the samples are drawn with replacement in this case. The
Number of Trees (NT) in the RFO algorithm for supervised
learning has to be set by the user. It is unclear whether NT
parameter should simply be set to the largest computationally
manageable value or whether a smaller NT parameter may
be sufficient or in some cases even better [37], [38]. RFO
classifiers have been used for account classification in online
social networks [39], image classification [40] or feature
extraction [41].

Finally, ML classifiers are able to generalize behaviours
based on unstructured information from previous examples.
ML classifiers can be applied to a wide range of highly com-
plex and non-linear domains because of their variety of design
alternatives. Nevertheless, this variety of design alternatives
can sometimes be a disadvantage: the lack of guidelines can
lead the designer to make arbitrary decisions or to use brute
force techniques. Some new theoretical approaches have been
proposed in order to facilitate the design process, but have not
been considered analytical because they cannot be applied in
all cases [42].

B. MACHINE LEARNING, DATA MINING AND RECORD
MATCHING

The task of matching entities names or even full records
has been explored by a number of communities, including
statistics, databases, and artificial intelligence. Each com-
munity has formulated the problem differently, and different
techniques have been proposed for dealing with this [43].
Record matching, which identifies the records that represent
the same real-world entity, is an important step for data
integration. Most state-of-the-art record matching methods
are supervised, which requires the user to provide training
data [44].

First step of data integration is data mining. This pro-
cess is defined as the automatic extraction of useful, often
previously unknown information from large databases or
data sets using advanced search techniques and algorithms
to discover patterns and correlations in large pre-existing
databases [45]. Related with this, data cleaning is a critical
element for developing effective business intelligence appli-
cations. The inability to ensure data quality can negatively
affect downstream data analysis and ultimately key business
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decisions. A very important data cleaning operation is that of
identifying records which match the same real-world entity.
For example, owing to various errors in data and to differ-
ences in conventions of representing data, product names in
sales records may not match exactly with records in master
product catalogue tables [46]. Moreover, data quality has
many dimensions one of which is accuracy. Accuracy is
usually compromised by errors accidentally or intentionally
introduced in a database system. These errors result in incon-
sistent, incomplete, or erroneous data elements [47].

ML classifiers are able to generalize behaviours based on
unstructured or even inconsistent information from previous
examples. ML classifiers can be applied to a wide range
of highly complex and non-linear domains because of their
variety of design alternatives. Nevertheless, this variety of
design alternatives can sometimes be a disadvantage: the
lack of guidelines can lead the designer to make arbitrary
decisions or to use brute force techniques. Some new theo-
retical approaches have been proposed in order to facilitate
the design process, but have not been considered analytical
because they cannot be applied in all cases [42].

Data mining and ML have explored for the last 20 years in
several areas looking for automatic tools for the analysis of
large data sets [48], e.g. software development [49], biology
[50], e-Commerce [51], ecology [52] or medicine [53].

Related with the context of this research, in [3] the authors
propose a ML-based framework for detecting relationships
between banking operation records, starting from not homo-
geneous information and taking into account large volume of
data.

C. MACHINE LEARNING AND MEDICINE

Within the field of research of this manuscript, traditionally,
statistical methods have been explored in clinical decision
making by characterising patterns within data as mathemati-
cal equations; for example, linear regression suggests a ‘line
of best fit’. Through ML, artificial intelligence provides tech-
niques that uncover complex associations which cannot easily
be reduced to an equation. ML systems allow approaching
complex problem solving just as a clinician might — by
carefully weighing evidence to reach reasoned conclusions.
However, unlike a single clinician, these systems can simul-
taneously observe and rapidly process an almost limitless
number of inputs [54].

ML approaches have also been used in drug discovery
for advanced application together with for data mining tech-
niques, which require large and representative training-set
compounds to learn robust decision rules [45].

Automatic monitoring of adverse drug reactions, defined
as adverse patient outcomes caused by medications, is a chal-
lenging research problem that is currently receiving signifi-
cant attention from the medical informatics community [2].
The rapid growth of electronically available health-related
information, and the ability to process large volumes of them
automatically, using Natural Language Processing (NLP) and
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ML algorithms, have opened new opportunities that could
address some of the above-mentioned limitations.

In this context, different medicine-related areas have
received attention from scientific community as pharma-
covigilance, drug-drug interaction or chemo-informatics. The
goal of pharmacovigilance is to detect, monitor, characterise
and prevent adverse drug events with pharmaceutical prod-
ucts. In [55], the authors present a comprehensive structured
review of recent advances in applying NLP to electronic
health record narratives for pharmacovigilance. Moreover,
drug-drug interaction extraction, as a typical relation extrac-
tion task in NLP has always attracted great attention. Most
state-of-the-art drug-drug interaction extraction systems are
based on ML learning approaches [56] with a large number
of manually defined features [57] or deep neural networks
[15], [16]. Regarding to the record linkage problem, there are
multiple approaches based on machine learning. For example,
some of them aim discover drugs [58] or relationships among
medical records [59], [60]. But these kind of applications are
domain-dependent [61], [62] and requires specific steps for
concrete applications.

Furthermore, ML algorithms are generally developed in
computer science or adjacent disciplines and find their way
into chemical modelling [63]. This approach allows defining
methods for building reliable, predictive models in chemo-
informatics. The ML methods applied are broadly divided
into clustering, classification and regression techniques [64].

Ill. PROPOSED SOLUTION

A. FRAMEWORK ELEMENTS

The proposed framework is based on three components or
steps, depicted in Figure 1: (1) dataset generation, (2) train-
test environment and (3) production environment. These three
components are based on a previous successful architecture
[3] that matches records in the financial environment. How-
ever, it is well known that the matching process is highly
domain-dependent [61], [62]. For this reason, the steps of
the architecture have been re-defined for this specific domain
and its characteristics. Thus, the new framework considers
domain-specific characteristics that cannot be represented in
the previous framework. First of all, in the financial frame-
work, only match and no-match cases were identified.

In the new framework, two types of match are identi-
fied: exact and non-exact. The ML algorithms of the new
framework will be trained with the exact cases and the
validation will be carried out with the non-exact cases in
order to measure the ability of the framework of predicting
non-explicit relationships among records. Secondly, in the
previous financial framework, the no-match cases were gen-
erated by aleatory combinations of records. In the pharma-
ceutical framework, the no-match cases were provided by the
company, and they were different from the records that have
a direct match. For this reason, in the validation, aleatory
combinations must be generated in order to simulate the real
environment. That is another challenge because the models
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FIGURE 1. Proposed framework architecture.

will be trained with negative cases based on records that do
not have a match. Regarding the data, the financial framework
is based mainly on numerical attributes. In the pharmaceu-
tical framework most of the attributes of the records are
textual, and it implies a new way of pre-processing the data.
Finally, the attribute selection is different in the proposed
framework. In the financial framework, all the attributes of
the tested databases were related to bank operations: thus,
different combinations were tested in order to find the most
relevant attributes. The pharmaceutical framework considers
different databases that contain information from different
points of about the product. This concept is different, because
the financial framework looks for the same operation, and
the new framework looks for a product (the record could
represent different operations or points of view, but they are
related to the same product).

The first step is in charge of generating the dataset. In this
domain, the dataset is formed by records from databases that
store pharmaceutical products. Several databases represent
the product from different perspectives, depending on the
company and the department that uses the data: for exam-
ple, the logistic department manages different information
than the financial or marketing departments. These different
information requirements lead to different databases, some-
times maintained by different people in which changes are
not coordinated. Therefore, the first step of the framework
aims to merge the records to be compared. The records are
merged in text lines, including a value one (1) if the records
match, and O otherwise. Additionally, to the data provided,
the framework can generate no-match cases by combining
records from one source with others corresponding to other
products in other databases.
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With the merged records, the framework has a set of
cases for training the ML algorithms in step 2. Several ML
algorithms are evaluated, and the best one is chosen for the
production environment. In step 3, the framework will receive
combinations of records in order to determine whether or not
they match. Each candidate record that represents a prod-
uct from one database is merged with records from other
databases. The candidate records from other databases can
be selected through heuristics. However, it is also possible
to generate brute force approaches by combining a candidate
record from one database with all the records form the others.
Once the candidate records are merged, the ML algorithm
evaluates each combination and returns one if the records
math and O otherwise.

1) STEP 1. DATASETS GENERATION

The dataset is generated by combining records from different
sources. In the case of the pharmaceutical environment, com-
panies have different databases that represent their products
from different perspectives. As discussed in the introduction,
that multiplicity of databases leads to duplication of the
records.

The characteristics of these datasets are:

o Databases are independent from one to another. That
means that the same product could be identified by
different codes and, since each database has a concrete
objective in the company, the content of each record
may differ between two databases (i.e. one database may
represent costs data and other logistic data).

o The records of the databases are usually curated by
persons, which means that the names of the products or
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other textual descriptions may contain typos, abbrevia-
tions or other kinds of errors.

o There are several ways for representing the names of
drugs, as well as the active principles, and each database
may use different ones (or even none of them).

o The number of attributes for each record is differ-
ent in each database. Each database requires different
attributes for representing the information. Furthermore,
some attributes may contain null values that may affect
the matching process.

Many of the problems related to the dataset can be man-
aged by pre-processing the data. However, the proposed
framework aims to avoid the pre-processing and explore the
possibilities of match records with the minimum number of
changes.

For each database to be processed, the framework will
receive a file. The content of the files represents the infor-
mation to be matched by the framework.

The input of the framework is a set of files in CSV format.
This format is easy to generate and easy to import. The
character encoding should be checked for each file in order to
avoid errors in further steps. Records from one database are
merged with the records of the rest of databases, generating
CSV lines with all the fields. On the one hand, if the line
corresponds to records of the same product, it is a “Match
case”.

Each merged line has a “Res” with the value “1” if it
represents a ‘“‘match case”. ‘““No match cases” are generated
by merging non-related records from each database. In this
way, the framework can generate a large number of no match
cases.

Regarding the match cases, some records are well known
and can be identified by simple rules. That represents the
70% of the cases, and they are named ‘“‘Exact matches”.
Other cases do not follow a rule for the match. An expert
can establish whether or not they match following heuristics
or personal know-how. These cases are called ‘“Non-exact”
cases. Finally, some records do not match with other records.
They are called “No match”. For the training and testing
phases, the “No match” cases are aleatorily generated by
combining non-related records. One of the aims of the frame-
work is to identify the maximum number of exact and non-
exact cases.

Finally, the cases are distributed into two different sets:
train and validation. The train set will be applied for gener-
ating the ML models. The validation set will be applied to
simulate the production scenario..

2) STEP 2. TRAIN-TEST ENVIRONMENT
Figure 2 depicts the proposed train-test environment of the
framework. Four phases form this process: (1) preprocessing,
(2) attribute selection, (3) ML configuration and (4) ML
train/test.

The first phase is the pre-processing of the data received.
In the first phase, the data is loaded, and the datatypes of

VOLUME 8, 2020

Data Selection

Product

| Records
Databases
to match
Input Data
Preprocessing (1]
Attribute selection ®
New ML Config. e
e
l Repeat train & test
Evaluate Performance l

ML Classifier Accuracy &
variables influence

FIGURE 2. Step 2: Train & Test environment.

each column are analyzed. This second phase aims to detect
fields that not contain meaningful information, or that could
be problematic due to a large number of null values. Next,
the existence of incomplete records is analyzed in order to fill
empty values in the columns when necessary. Filling incom-
plete records should be verified by domain experts in order
to avoid the introduction of values that change the semantic
of the record. Since the information related to pharmaceu-
tical products is mainly textual, all columns are processed
as string values. Once all columns have been converted into
string values, all the records are joined as sentences. These
sentences are tokenized in order to create a vector that could
be processed by the ML algorithms. However, when the data
is processed by transforming textual values into numbers, it is
necessary to fill the empty values or removing the records
from the process.

After pre-processing the records received, the dataset is
split into two different sub-datasets, train and test, in order
to be set up the machine learning algorithms, and the
attributes to be considered are decided. The train dataset
has 90% of the records, while the test dataset has the
other 10%.

In phase 3, ML algorithms are configured for the match-
ing process. The machine learning algorithms consid-
ered in this phase are described in Table 1. Those algo-
rithms have been defined and executed with the scikit-learn
environment [65], [66].
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TABLE 1. ML algorithms considered in the train-test environment.

Acronym Algorithm Description Configuration
KNN K-Nearest KNN method is a popular classification method in data mining and ~ Algorithm="auto', leaf size=30,
Neighbour statistics because of its simple implementation and significant —metric='minkowski', n_neighbors= From 1 to 20, p=2,
classification performance. KNN classifier is a type of instance-based =~ Weights: 'uniform’
learning or non-generalizing learning: it does not attempt to construct
a general internal model, but simply stores instances of the training
data. Classification is computed from a simple majority vote of the
nearest neighbours of each point: a query point is assigned to the data
class which has the most representatives within the nearest neighbours
of the point [31], [32].
RFO Random Forest RFO classifier is an ensemble classifier that produces multiple Bootstrap=True, class_weight=None, criterion='gini’,
decision trees, using a randomly selected subset of training samples ~ max_depth=None, max_features="auto’,
and variables. Over the last two decades the use of the RFO classifier ~max_leaf nodes=None,
has received increasing attention due to the excellent classification ~ min_impurity_decrease=0.0,
results obtained and the speed of processing. RFO is a meta estimator ~ 1in_impurity_split=None, .
that fits a number of decision tree classifiers on various sub-samples min_samples_leaf=1, min_samples_split=2,
of the dataset and uses averaging to improve the predictive accuracy ml.nfwf'ghtfﬁacmnfleaf:o'o’ nfesnmamrs:]f)o’
and control over-fitting. The sub-sample size is always the same as the n_]obsfl\lone, oob_scoiefFalse, random_state=None,
N > . verbose=0, warm_start=False
original input sample size, but the samples are drawn with replacement
in this case [37], [38].
SVM—L  Support Vector SVM-L is a linear classifier based on the Support Vector Machine  C=1.0, class_weight=None, dual=True,
Machine — approach. The linear SVM classifier is implemented specifically for  fit_intercept=True, intercept_scaling=1,
Linear massive levels of data and features. The decision hyperplane that is ~ loss='squared_hinge', max_iter=100000,
calculated is used to classify samples into different categories. The — multi_class='ovr’, penalty="12", random_state=0,
selection of the error penalty factor, which expresses the tolerance to  t01=1€-05, verbose=0
error, significantly affects the precision of the linear SVM [67].
SVM Support Vector SVMs perform a non-linear classification using what is called the = C=1.0, cache_size=200, class_weight=None,
Machine kernel trick, implicitly mapping their inputs into high-dimensional ~ coef0=0.0, decision_function_shape='ovr', degree=3,
feature spaces. SVM is a classifier motivated by two concepts. First, ~gamma='scale', kernel="rbf', max_iter=-1,
transforming data into a high-dimensional space can transform Probability=False, random_state=None,
complex problems (with complex decision surfaces) into simpler ~Shrinking=True, tol=0.001, verbose=False
problems that can use linear discriminant functions. Second, SVMs are
motivated by the concept of training and using only those inputs that
are near the decision surface since they provide the most information
about the classification [3].
DNN Deep Neural Deep neural networks (DNNs), which employ deep architectures in Model= Sequential, loss="binary_crossentropy",
Network NN, can represent functions with higher complexity if the numbers ~ optimizer='adam', metrics="accuracy’,
of layers and units in a single layer are increased [9], [14]. In this Layer 1: Dense(500, input_dim=bolsa.shape[1],
case a model groups layers into an object with training and inference ~ activation="relu’) o
features. A Sequential model is appropriate for a plain stack of layers ~ Layer 2:  modelo.add(Dense(300, act{vat{0n="relu:))
where each layer has exactly one input tensor and one output tensor. Layer 3 modelo.add(Dense(200, acqvat}onireluy))
A Dense layer is composed by nodes and each node is connected ]ij: g: zggz:g'Zggggzzzzggo;g;szzgﬁi;;ﬂ};)))
with all the nodes of the previous layer [68]. In the problem at hand, Lazer 6 mo delo:a d d(Dense(lO’ activation="relu'))
the input is the vector formed by the records to be compared and the Layer7: modelo.add(Dense(1, ;ctivation='sigmoid'))
output network is the result.
MLP Multi-Layer MLP is one of the most widely implemented neural network activation="relu', alpha=1e-05, batch_size="auto',
Perceptron topologies. For static pattern classification, the MLP with two hidden ~ beta_1=0.9, beta_2=0.999, carly_stopping=True,
layers is a universal pattern classifier. MLPs are layered feedforward — epsilon=1¢-08, hidden_layer_sizes=(70, 25),
networks typically trained with static backpropagation. These learning rate='constant, leaming_rate_init=0.002,
networks have found their way into countless applications requiring ~ MaX_iter=10000, momentum=0.9,
static pattern classification. Their main advantage is that they are easy =~ "-ifer_no_change=10, nesterovs_momentum=True,
to use, and that they can approximate any input/output map. The key p olw er_'t:0.5,'ranld_o m_state:I\lllonef shutfﬂefTrEe,
disadvantages are that they train slowly, and require lots of training - Ve]:fdam » 1010.0001 Ve idation_fraction=0.1,
. . 7. verbose=False, warm_start=False
data (typically three times more training samples than network -
weights) [3].
LoG Logistic Logistic regression is a process of modeling the probability of a  C=1.0, class_weight=None, dual=False,
Regression discrete outcome given an input variable. The most common logistic ~ fit_intercept=True, intercept_scaling=1,

regression models a binary outcome; something that can take two
values such as true/false, yes/no, and so on. Multinomial logistic
regression can model scenarios where there are more than two possible
discrete outcomes. Logistic regression is a useful analysis method for
classification problems, where you are trying to determine if a new
sample fits best into a category. As aspects of cyber security are
classification problems, such as attack detection, logistic regression is
a useful analytic technique [69].

11_ratio=None, max_iter=100, multi_class='warn',
n_jobs=None, penalty="12', random_state=None,
solver="Ibfgs', tol=0.0001, verbose=0,
warm_start=False

Next, in phase 4, the ML algorithms are executed on the
train and test datasets. First of all, each model is trained with
the training dataset and validated with the test dataset. Next,
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the results are analyzed for each algorithm considering the
behaviour and the accuracy of the model. As a result, the
algorithms can be optimized in order to improve the results.
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The combination of candidate records with possible
records will be evaluated and classified as “1”” or “0”’. The
“1”” means that both records match, meanwhile the value “0”
indicates that both records represent different products.

Finally, based on the accuracy of the results obtained, the
best algorithms are chosen to be executed in the production
environment. The accuracy is measured as the number of
records correctly classified with respect to the total amount
of records. That is the accuracy of each model is measured
according to the following formula:

truepositives + truenegatives

Accuracy = iR (1)

where true positives + true negatives is the number of records
correctly classified and #R is the number of records evaluated.

Product
Records

Q

Databases
to match

\ 4

Input Data

Preprocessing (1]

|

Attribute selection ()

|

l

FIGURE 3. Step 3: Production environment.

3) STEP 3. PRODUCTION ENVIRONMENT

At the end of the train-test environment, the best ML algo-
rithm is selected for the production scenario. Figure 3 depicts
the process of the production environment with three phases:
(1) pre-processing, (2) attribute selection and (3) ML con-
figuration. The production environment represents the use of
the framework in a real environment, in which new prod-
uct records, different from the ones used for setting up the
ML algorithms, should be matched. Although the process
depicted in the figure looks similar to the previous one, this
environment has specific characteristics.

In the production environment, the framework will receive
many records to be matched against other databases. First of
all, each record to be matched should be merged with all the
candidate records from the rest of the databases. A candidate
record is a record from one database that could match with
the one being considered. At this point, in a good scenario,
the candidate records could be filtered according to some
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expert criteria, but in many cases, brute-force combinations
are necessary.

Records are merged, generating CSV lines, in the same
way than in the train-test environment of the framework.
In the production environment, the columns chosen from
each record and the processes over the data received are the
ones established in the train-test environment. Finally, all the
columns are represented into string values and vectorized to
be processed by the ML algorithm.

Once the input has been prepared, the ML algorithm
selected in the train-test environment is executed over the data
received. This algorithm was configured and trained previ-
ously so that at this point, it is only executed for predicting
the matches.

For each class (1 and 0) the values of Prec ision, Recall and
F1 are calculated according to the next formulae [70]:

. true positives
Precision = — — 2)
true positives + false positives
true positives
Recall = P 3)

true positives + false negatives

Precision - Recall
Fl1=2 — 4
Precision + Recall

The precision value represents the percentage of the correct
classified cases among the ones classified by the system. The
recall value represents the percentage of the correct classified
records provided by the system among the number of real
correct ones. Finally, F1 represents the harmonic average of
precision and recall. The best value for each measure is 1,
and O is the worst one. Thus, results near to 1 for the F1
measure are the objective of the framework.

Finally, the evaluation of the results of this phase should
be done by an expert able to decide whether or not the results
are acceptable.

IV. EXPERIMENTATION AND RESULTS

A. EVALUATION SET-UP

The experimentation is based on the dataset provided by a
pharmaceutical enterprise. It is formed by a set of 105563
records from a financial database and 28253 records from a
logistic database. Both databases represent information about
pharmaceutical products from different points of view (logis-
tic and financial). The attributes contain information relative
to names, codes and identifiers, apart from specific values
relative to either the financial or logistic domain. Also, the
records may contain typos and errors because some data have
been input by people.

The company also provided the correspondence for
the 28253 records from the logistic database with the records
of the financial database. The correspondence database pro-
vides three types of correspondences:

o Exact match. An exact match means that one record
from the logistic database has a match on the financial
database, and there is a clear rule that can be applied for
representing this correspondence. Following these rules,
18435 records from the logistic database have at least
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one record in the financial database. The overall number
of exact matches are 21867.

« Non-exact match. A non-exact match means that the
record from the logistic database could match with
one or several records on the financial database, but
there is not a clear rule that represents this fact. That
means that there are matches based on heuristics defined
by the experts of the company. In this case, there
are 3556 records from the logistic database with at least
one possible connection with a record of the financial
database. The overall number of Non-exact matches
are 10691 because usually, a record from the logistic
database has more than one non-exact match with the
financial database (concretely an average of 3 matches).

o No-match means that one record form the logistic
database does not have a correspondence with a record
in the financial database. Some logistic records do not
match with any record of the financial database. These
records are relevant because they can be used for gen-
erating aleatory no-match cases by combining with any
record of the financial database. There are 5766 records
from the logistic database labelled as no-match

Figure 4 depicts the configuration of the tests performed.
First of all, several datasets are created in order to train the
models. Next, a first dataset formed by exact matches and
no-matches is formed. One of the objectives is to determine
whether a model trained with “Exact” cases can predict
non-exact matches, so this first dataset is used for train-
ing the model. Two training datasets has been defined in
order to determine the best train configuration: the first
dataset contains all the exact matches and 2 records for each
no-match case; the second one contains all the exact matches
and 4 records for each no-match. The model should be able
to determine both matches and no-matches, so the training
datasets must contain an adequate proportion of cases. Once
the models have been trained and tested, they are validated in
the production environment. In the production environment,

171762

ML Classifier — EEEEEEY

Model 2

Input Data

=D +

+
Not Existent as 0

@ Best Model

> %
Selection

Validation Process

the input of the model is a number of combinations of records
from the financial database with records from the logistic
database, and the model should be able to determine whether
or not each combination matches. As a result, the ability of
each model for classifying the input as a match or no-match
is evaluated. Finally, the model with the best performance is
selected.
The following sections describe in detail each phase.

B. DATA PREPARATION

The first step is collecting the dataset. If a requisite expert
is available, then s/he could suggest which fields (attributes,
features) are the most informative. If not, then the most
straightforward method is that of *‘brute-force,” which means
measuring everything available in the hope that the right
(informative, relevant) features can be isolated. However,
adataset collected by the ““brute-force” method is not directly
suitable for induction. It contains, in most cases, noise and
missing feature values and therefore requires significant pre-
processing [71], [72].

Next, three different sets of data are generated:

1) Exact cases training set. Combinations of exact cases
are generated by merging the tuples of the logis-
tic database records with their corresponding exact
matches in the financial database. As mentioned, 21867
cases are generated. Each exact case is labelled with the
value ““1”. The obtained combinations are of the form:

<L1,F1,1>

where Liis a record from the logistic database, Fy is
its corresponding record on the financial database and
1 means that the records match.

2) Non exact cases dataset. Combinations of non-exact
cases are generated, merging the tuples of the logistic
database with their corresponding non-exact matches
in the financial database. They are also labelled as 1,
because the aim of the framework is to identify these
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cases by training with the exact ones. For this reason,
they should be labelled as 1. There are 11691 non exact
cases. The obtained combinations are of the same form
than the exact cases:

<L{,FNy, 1 >

where L is a record from the logistic database, FN is
its corresponding record on the financial database (non-
exact match) and 1 means that the records match.

3) No-match cases dataset. In this case, combinations of
the records labelled as no-match in the logistic database
with aleatory records of the financial database are
generated. For each no-match record, four combina-
tions are generated for obtaining a no-match dataset
with 23064 records. This number is close to the number
of exact cases, in. order to have a balanced training
dataset. The obtained combinations are of the same
form than the exact and non-exact cases:

< LNy, NF;, 1 >

where LN; is a record from the logistic database
labelled as no-match, NFj is a record from the financial
database that is not related to LN, and 0 means that the
records do not match.

4) Non-existent cases dataset. With the aim of simulating
the production scenario, a fourth type of correspon-
dence was defined. Let’s suppose a record L1 from the
logistic database, that matches with a record F1 from
the financial database, for example:

<L1,F1,1>

Now let us combine the record Lwith random records
from the financial database, except F:

< Ll,NFl,O >
< L1,NF3,0 >

< Li,NFn, 0 >

where 0 means the records don’t match.
The result is a set of n combinations of the record L1
with n records of the financial database that simulates
the production environment. In that real scenario, the
correspondence of the L1 record with the financial
database is unknown. Then, the only way to find the
matches is by combining the L records with all the
records of the financial database and compare them.
Therefore, this last dataset contains combinations of the
type:
< L1 s F] , 1>
< L{,NF,0 >

< Li,NF3,0 >

< Li,NFn, 0 >

VOLUME 8, 2020

The logistic database has 23 attributes. The financial
database has 18 attributes, 6 of them only relative to costs:
since the logistic database does not include cost information,
these attributes were not considered. Therefore, the merged
records have 36 attributes: 23 logistics + 12 financial + 1
extra attribute ‘Res’ with the value one if the record represents
a match and 0 if the record represents a no-match.

The attributes were analysed in order to determine whether
or not they can be translated into numerical values. Only five
attributes are numerical. The other 30 attributes are consid-
ered as categorical data.

From the point of view of the data, two kinds of tests
were executed. First of all, models based on categorical data
were defined based on vectors. Next, the same models were
trained, translating the categorical data into numerical data.
In this process, five columns cannot be translated. In this
transformation, many records have fields with empty or null
values. As part of the data processing, records with empty
attributes can be removed from the dataset or filled with a
given value. Firstly, the empty data were removed from the
datasets. That decision was made because the inclusion of
values can affect the meaning of the records.

C. MACHINE LEARNING TECHNIQUES

This section shows the evaluation process performed in the
machine learning stage of the framework for train-test and
production environments.

1) TRAIN-TEST ENVIRONMENT

In the train-test environment, the machine learning models are
trained from the Exact cases training set. Figure 5 describes
the process of training and testing the ML models. Since the
models must learn both matches and no matches, that training
setis combined with cases from the no-match training dataset.
Two different alternatives were evaluated: two combinations
for each no-match record (2 no-match) and four combinations
for each no-match record (4 no-match). The number of sam-
ples is relevant in the learning process; for this reason, these
two possibilities were evaluated.

For each alternative, datasets were prepared according to
the type of data of the fields. In this way each alternative was
tested considering the data as categorical, that is, considering
all attributes as textual, and, on the other hand, considering
the data as numerical (translating the content of the attributes
into numerical values).

For each experiment configuration, all machine learn-
ing techniques were tested, measuring its accuracy with
the non-exact and no-match datasets. As mentioned before,
the train and test dataset are composed by exact cases
and no-match cases, the non-exact dataset is formed only
by matches that do not follow the conventional rules of
matching. The no-match dataset is formed only by no-match
records.

The models were trained based on the exact cases with
combinations of no-match records. Then the models were
evaluated using the non-exact cases and another set of
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FIGURE 5. Detail of the train and test processes in the experiments.

TABLE 2. Results for 2 no-match, Numerical (30 cols.), 10 runs.

Accuracy
Alg. =

Train Test Val. NE NM
KNN 0.99 0.98 0.91 0.99 0.78
RFO 0.99 0.99 0.94 0.98 0.88
SVM-L 0.73 0.73 0.65 0.24 0.76
SVM 0.91 0.91 0.91 0.99 0.76
DNN 0.81 0.71 0.41 0.63 0.48
MLP 0.92 0.92 0.57 0.29 0.91
LoG 0.92 0.92 0.85 0.46 0.97

Alg.: Algorithm. Val.: Validation. NE: non-exact, NM: no-match

TABLE 3. Results for 2 no-match. Categorical (35 cols.). 10 runs.

Accuracy
Alg. =

Train Test Val. NE NM
KNN 0.99 0.96 0.80 0.89 0.67
RFO 0.99 0.97 0.67 0.99 0.71
SVM-L 0.99 0.96 0.66 0.97 0.99
SVM 0.70 0.70 0.62 0.99 0.46
DNN 0.98 0.61 0.49 0.99 0.44
MLP 0.99 0.96 0.55 0.16 0.99
LoG 0.88 0.88 0.51 0.22 0.91

Val.: Validation. NE: non-exact. NM: no-match.

no-match cases. In this way, the ability of the models for rec-
ognizing the non-exact and no-match cases can be measured.

Table 2 and Table 3 shows the results for the models trained
with the exact cases 2 no-match dataset. Table 2 includes
the results obtained using numerical data. In this case RFO
obtains the best results: other classifiers obtain better results
testing the non-exact dataset or the no-match dataset, but RFO
obtains the best combination of both results. Table 3 shows
the results based on categorical data. In this table, SVM-L
obtains the best results. It is noticeable that the validation
results are below 80% of accuracy.

Table 4 and Table 5 show the results for the 4 no-
match approach. Table 4 shows the results obtained with

171764

TABLE 4. Results for 4 no-match, Numerical (30 cols.), 10 runs.

Accuracy
Alg. =

Train Test Val. NE NM
KNN 0.99 0.98 0.89 0.99 0.83
RFO 0.99 0.99 0.93 0.96 091
SVM-L 0.76 0.76 0.59 0.16 0.88
SVM 0.94 0.94 0.92 0.97 0.87
DNN 0.69 0.64 0.17 0.89 0.62
MLP 0.94 0.94 0.67 043 0.82
LoG 0.92 0.91 0.80 0.24 0.99

Val.: Validation. NE: non-exact, NM: no-match.

TABLE 5. Results for 4 no-match, Categorical (35 cols.), 10 runs.

Accuracy
Alg. =

Train Test Val. NE NM
KNN 0.99 0.98 0.83 0.77 0.88
RFO 0.99 0.98 0.66 0.99 0.52
SVM-L 0.99 0.98 0.57 0.97 0.99
SVM 0.76 0.76 0.58 0.79 0.84
DNN 0.94 0.56 0.27 0.99 0.94
MLP 0.99 0.98 0.64 0.12 0.99
LoG 0.87 0.86 0.56 0.35 0.99

Val.: Validation. NE: non-exact, NM: no-match.

the numerical approach. In this case, the best combination
is achieved again by the RFO classifier. Finally, Table 5
presents the results for the categorical approach. In this case,
the SVM-L approach obtains the best combination in the pre-
diction of NE and NM but has the worst Validation accuracy.

2) PRODUCTION ENVIRONMENT

In the production environment, for each record of the logistic
database with non-exact matches in the financial database,
two new random combinations are generated with records of
the financial database (different than the ones that match).
That means two differences with respect to the train-test
scenario. The first difference is that the matches do not follow
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TABLE 6. Results for 4 no-match, Categorical (35 cols.), filling empty
values, 10 runs.

TABLE 7. Precision and Recall for 4 no-match, Categorical (35 cols.),
filling empty values, 10 runs.

Accuracy

Alg. -
Train Test Val. Prod.
KNN 0.98 0.99 0.96 0.46
RFO 0.99 0.93 0.93 0.74
SVM-L 0.95 0.98 0.98 0.47
SVM 0.99 0.99 0.99 0.85
DNN 0.80 0.80 0.53 0.58
MLP 0.99 0.99 0.99 0.50
LoG 0.99 0.97 0.97 0.47

Val.: Validation. Prod. Production dataset.

the same rules than the training dataset (now they are non-
exact matches). The second difference is that the no-match
cases are obtained combining the candidate record with ran-
dom records from the financial database (see data preparation
section). In this way, a simulation of the production envi-
ronment is generated (Production dataset). In the production
environment, each candidate record from the logistic database
must be combined with different records from the financial
database in order to determinate whether they match or not.

The trained models in the train-test environment evalu-
ate the production dataset. As a result, the accuracy of the
system in production is determined. The first experiments
showed that the results with the production dataset were
worse than the obtained in the train-test ones. Since the
categorical data may contain empty values not considered in
the numerical approach, a new pre-processing approach was
included, filling the empty values in the categorial approach.
This experiment was limited to the 4 no-match approach
because the results were better in the no-match identification
than the 2 no-match approach (notice that the production
environment will deal with a huge number of no-match
cases). Table 6 shows the results obtained in this experiment.
The Prod. column represents the results of the trained ML
models for the production dataset. As can be seen, with this
new approach the models for Train, Test and Val achieve
reasonable results. The models improved their accuracy and
SVM and RFO achieved promising results in the production
dataset.

Table 7 shows the precision and recall values for the
selected ML algorithms. As can be seen, the SVM algorithm
is able to identify both 0 (no-match) and 1 (match). In the
case of the matches, SVM is able to identify the 79% of the
matches that does not follow the pattern of the exact ones.
Furthermore, SVM also identify around the 88% of the no-
matches. This is a relevant fact, because in the production
environment the number of no-matches will be extremely
high with respect to the number of matches. In the case of
RFO the accuracy is tricky because the model is identify-
ing around the 86% of the no-matches. As mentioned, the
number of no-matches is larger than the number of matches,
so the accuracy of the model is high. However, the preci-
sion of RFO with the no-matches is 72% which means that
the model is classifying as no-match many of the records
that actually are matches. Taking a look to the recall of
RFO for matches, the fact that the model is missing many
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Al Accuracy
& RES Avg. Precision Avg. Recall. Avg. F1
0 0.72 0.86 0.79
RFO 1 0.77 0.58 0.66
0 0.90 0.88 0.89
SVM 1 0.76 0.79 0.77

RES: classification result. Avg. Precision: average precision of the
experiments. Avg. Recall: average recall of the experiments. Avg. F1:
average F1 measure of the experiments.

matches can be confirmed: only a 58% of the matches are
detected.

D. STATISTICAL VALIDATION

In any empirical scientific work, when repeating an exper-
iment in conditions which are indistinguishable to the
researcher, it is very common for the results to show some
variability; this is known as experimental error. Therefore,
in any scientific experimental study it is crucial to compare
and evaluate the characteristics of the different sets of samples
and the results obtained. In the field of machine learning,
the research, development and simulation carried out by the
researchers have included the use of different statistical meth-
ods for the evaluation of the results [73]. Following this trend,
this research assesses and compares the different experiments
proposed by statistical analysis based on the estimator t-test
and its variants.

Hence, in this section, and following the ideas exposed in
[74], a statistical validation has been performed for the deter-
mination of which is the better choice among comparable
models (with similar results). To facilitate this task, different
analyses have been included to evaluate and compare the
generalization ability of neural models designed from the
statistical point of view.

For this analysis in the production scenario the accuracy
has been used. Figure 6 includes the scatter and box plots
associated with the results for the production scenario. In this
case, outliers can be found in MLP SVM classifier. The chart
also includes a notch to the median, which indicates the
approximate width of the confidence interval of 95%. In the
case that two notches for any pair of medians overlap, there
is no statistically significant difference between the medians
at the 95% confidence level.

Figure 7 includes the residual plot and analysis of means
(ANOM) plot. The first plot shows the residuals versus each
classifier. The residuals are equal to the observed values of
correct classifications percentage minus the mean percentage
for the group from which they come. This plot checks that
the variability within each classifier is approximately the
same (except for DNN because there are some important
residuals). This second plot shows the mean of each of the
five samples. Also shown is the grand mean and the 95%
decision limits. Analysis of means plot include the Upper
Decision Limit (UDL), Centre Limit (CL) and Lower Deci-
sion Limit (LDL) The samples which fall outside the decision
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TABLE 8. Variance check (approaches A and B).

Contrast Value p-value
Cochran’s C test 0.82130 0.0
Bartlett’s test 3.59537 0.0
Levene’s test 9,19335 3,1701E-7

limits, all classifiers except DNN, are significantly different
from the grand mean.

Next, to verify that the population variances are equal a
series of widespread statistical tests of equality have been
included: Bartlett contrast, Cochran C contrast and the Lev-
ene test. The three statistics displayed in Table 8 test the null
hypothesis that the standard deviations of the results within
each of the seven levels of classifiers are the same. Since the
smaller of the p-values is lower than or equal to 0.05, there
is statistically significant difference amongst the standard
deviations at the 95.0% confidence level. So, the assumptions
for applying the ANOVA are not accomplished and Kruskal-
Wallis test will be performed.

TABLE 9. Kruskal Wallis test for production scenario.

Classifier Average Rank
DNN 38.0
KNN 14.05
LoG 21,6
MLP 35.65
RFO 55.5
SVM 65.5

SVM-L 18.2

Statistical = 54.7519 P-value= 5.20207E-10

In Table 9 the results of the Kruskal Wallis test are shown
to test if a group of data comes from the same population.
In this case, the null hypothesis of equality of the medians
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is checked for the percentage of success in each of the seven
alternatives. Since the p-value is less than 0.05, there is great
statistical evidence against the model (the results obtained by
all the techniques are similar). To determine which medians
are significantly different from each other, in the box and
whisker plot of Figure 1 the width of the notches indicates
the approximate confidence interval of 95.0 As is depicted in
Table 9, the SVM and RFO classifiers present a homogeneous
behaviour and the distributions of the results are significantly
different from all the rest. Moreover, the average accuracy
of SVM is higher than RFO. Therefore, it can be concluded
that considering all the results) obtained in the experiments
of the production scenario SVM and RFO classifiers obtain a
consistence performance from a statistical point of view.

TABLE 10. Comparison of F1 results for other approaches.

Work Best F1 measure Work Best F1
measure
Gonzalez-Carrasco et al. (2019) [3] 0.998
Jurek et al. (2017) [75] 0.96
Kim & Giles (2016) [76] 0.9744
Proposed SVM 0.85

Table 10 shows a comparison between the best F1 result
obtained by the proposed framework and the best F1 result of
other approaches. Jurek et al. [75] applies different classifiers
over four textual datasets not related to the pharmaceutical
domain, obtaining a F1 measure of 0,96. The work of Kim
and Giles [76] is based on a financial dataset and obtain
a F1 measure of 0,9774 with Random Forest in the best
scenario. The authors of the proposed framework presented
a previous work based on the financial domain [3], reporting
a F1 measure of 0,998. In this case the dataset of the previous
work was based on numerical data of banking operations.

Despite the differences, Hand and Kristen (2018) stated
that the F1 measure is relative to each system and are not
directly comparable because it depends on the relative impor-
tance given to precision and recall depending upon the num-
ber of predicted matches and the techniques applied [62].
In this sense, the proposed work is based on a set of specific
premises that make it different from other research works.
Based on this premises the results can be improved in future,
but we consider it is a promising start.

E. ANALYSIS AND DISCUSSION

As shown in the train-test environment, the tested models
obtain promising results. In general, results for the 4 no-
match dataset are better than the 2 no-match. All models
obtain good results in the train and test scenarios, and these
results decrease in the validation. That anticipates the prob-
lems found in the production environment when new cases
that do not follow the usual rules must be evaluated. However,
training with the 4 no-match approach, KNN, RFO and SVM
obtain promising results with the non-exact dataset, and all
the algorithms perform well in general with the no-match
dataset.
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Although time measures have not been considered, the
runtime performance of the classification with numerical data
is better than the one with categorical data.

It is remarkable the considerable difference between the
results of the train-test environment and the production envi-
ronment when the records with empty values are processed.
Despite the results of the validation with non-exact and
no-match show reasonable results, when the models have
to predict the result among multiple combinations of the
same record from the logistic database with random records
from the financial database, they tend to classify all of them
as 1 or 0. It is noticeable that the models are trained only
with exact data and no-match cases. For this reason, when all
records were 1 in the non-exact dataset or O in the no-match
dataset, the models performed well in the training scenario.
That means that the models had problems for generalising the
results.

However, when the empty and null values are filled with
default values, the performance of the algorithms varies, and
two classifiers obtain reasonable results in the categorical
approach: Random Forest achieves an accuracy of 0.75 in
the production environment with categorical data, and SVM
achieves 0.85 in the same conditions. Analysing the precision
and recall values for these models both of them identify
the no-match cases better than the match cases, however
SVM obtains better performance predicting the matches. That
means that including more information in the records, the
models can improve their ability to recognise the new cases.

VOLUME 8, 2020

Of course, this value is far from the 1 obtained in the train-
test environment. However, considering that the models are
trained with exact cases and validated with non-exact cases
and that there is not a direct rule to infer the non-exact cases
if the model can identify around the 84% of these values then
the results improves the actual situation in the company.

V. CONCLUSION AND FUTURE LINES

The main motivation of this research was the necessity of
great pharmaceutical manufacturers to analyse a huge number
of products related to their worldwide activities, consider-
ing that the same product can be registered several times
by different systems using different attributes. The task of
finding the records and match the products cannot be done by
a human in a reasonable way, because the number of records
to be matched is extremely high. Humans can provide some
mapping rules that cover up to the 70% of cases, but the other
30% has not clear rules for its identification. For this reason,
this article proposes a ML approach trained with this 70% of
cases, based on the previous experience of the authors in bank
operations [3].

The proposed framework is structured into two different
environments. The train-test environment set up different ML
models in order to find the most suitable for the problem
at hand. In the train-test environment, the ML models are
trained with cases that can be determined using the rules
of human experts, and they are validated against the cases
that follow not clear rules. Then the best models are selected
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to be tested in the production environment. The production
environment simulates the case in which the pharmaceutical
enterprise has a set of records to be evaluated. In this case,
the only way of proceeding is to combine each candidate
record from one database with all the possible alternatives
from the other databases. The models trained in the train-test
environment are executed in the production environment to
determine whether or not the results are suitable.

When examining the results, the train-test environment
shows promising results in models trained with numerical
data and a balanced number of exact and no-match cases.
In this environment, KNN obtains better results. However,
when the models were tested in the production environment,
the results were different, and the accuracy of the models was
not adequate. After analysing the results, the pre-processing
of the records was adapted, completing the empty values
in the categorical approach. In this case, the results of the
production environment improved: SVM obtains an accu-
racy of 84% with an equilibrium between the detection of
matches and no-matches. Meanwhile, RFO achieves an accu-
racy around 74%, but the detection of match cases is worse
than the SVM. Considering that the models are tested with
records that cannot be identified by human heuristics and
only 70% of records can be identified by exact rules, the
results obtained by the framework with the SVM classifier
are acceptable.

Thus, the proposed framework can determine whether or
not two records represent the same product when the match-
ing cannot be determined through direct rules, with a reason-
able degree of accuracy.

Finally, future research will test the framework with
other pre-processing approaches and different configurations
to improve accuracy. The inclusion of Heterogenous Dis-
tance Metrics such as Heterogeneous Value Difference Met-
ric (HVDM) will be considered. Also, new databases should
be included in order to test the ability of the framework for
generalising the matching process. This approach will be
twofold. On the one hand, the framework will be tested by
matching the logistic database with other databases in order
to test the ability of the framework for detecting matches with
different information. On the other hand, the framework will
be tested by matching different databases on the domain in
order to test the ability of the framework for detecting the
products from different sources.
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