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ABSTRACT This paper presents a methodology to evaluate hybrid energy storage systems in hybrid energy
systems. While Wavelet is used to decompose the net load in temporal segments, the stretched-thread
method is used to evaluate the influence of energy storage, instead of conventional optimization techniques,
conferring a visual approach. Proper selection of energy storage technologies for each time frame, as long
as several sizing of different energy storage technologies is evaluated as well. The use of different methods
and their application in a hybrid system are the main contributions of this piece.

INDEX TERMS Energy storage, hybrid power systems, renewable power generation.

I. INTRODUCTION

The intermittence of renewable generation is a natural behav-
ior. Regardless of whether the renewable power source is
hydro, wind or solar, the input’s availability will always vary
if it depends on ‘mother nature.’

What makes one source different from another is the vari-
ation time frame. For example, wind velocity can change in
a short period. Despite solar irradiation being present from
dawn until dusk peaking at noon, variations of irradiation on
the soil level may be observed on a cloudy day. The same
thing happens with hydropower. Although variation in the
water flow may be slow, the river flow can vary from drought
to flood.

For instance, Fig. 1 shows the net power evolution on a
typical spring day in California; the steepest slope is in the
morning, and in the evening, the slope can be seen with a
total load rate of about 4 GW/h in both periods [1].

For now, the generation intermittence is not welcome in
power systems. The Independent System Operator program-
ming depends on a reliable forecast of the available power
and load behavior. Connected equipment suffers due to power
intermittency, resulting in reducing the average efficiency and
duration of life [2], [3].

Intermittence of the renewable generation can be reduced
with energy storage systems (ESS) in such a way that energy
can be stored when there is a surplus and used when there is a
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FIGURE 1. The “Duck curve,” showing the net power variation in areas
with high penetration of solar generation [1].

deficit, in turn flattening the general power. There are several
types of ESS with many distinguishing characteristics.

Fixed and variable costs, energy and power storage capac-
ity, charging and discharging rates, gravimetric, volumetric,
power and energy densities, maximum depth of discharge
(DoD), lifetime in years and in cycles, self-discharging,
roundtrip efficiency, technological maturity, among others,
are listed as the main characteristics [4]-[6].

Several ESS can be seen in Fig. 2, relating their modular
rated power with the stored energy for given time frames. This
figure includes a superconducting magnetic coil (SMES),
flow, thermal (TES), chemical (Li-ion) and molten salt batter-
ies (NaS), compressed air (CAES), vanadium redox (VRB),
pumped hydro (PHS), electrolysis fuel cell (H2), and syn-
thetic methane (SNG) [7]-[9].
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FIGURE 3. Cost characterization of several energy storage systems, presenting ranges of capacity and energy.

The costs associated to each technology are presented
in Fig. 3.

It is recognized that only one type of ESS cannot handle
the several time-frame variations of the components of a
hybrid energy system. Therefore, EES’s concept was evolved
into the Hybrid Energy Storage System (HESS) defined by
different types of EES hung together to cover all hybrid
generation system requirements.

The analysis of HESS inclusion in the power systems has
been extensively publicized [10], [11], and mainly deals with
sizing and controlling the ESS system. In general, the sizing
problem is solved with optimization techniques to minimize
the acquisition and operating costs and improve grid health
indexes [12]-[16]. Each ESS alternative’s time scale is treated
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with filters [17]-[19], Fourier series, Wavelets, and neural
networks [20]-[22].

However, most publications consider either solar or wind
power generation covering a small number of BSS alterna-
tives. On the other hand, this paper contributes by presenting
a comprehensive methodology to decompose historical data
in temporal segments of slow, average, fast, and very fast,
making possible a convenient-sized ESS, according to Fig. 2,
resulting in a HESS.

The slow power segment has annual coverage, the average
segment covers a monthly period, the fast segment spans
a week, and the very-fast segment covers a signal of daily
variations. The inferior time limit of the intra-day evaluation
depends on the minimum interval of time of available data.
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The Conti-Varlet, along with the STM technique, is applied
to define the HESS size to achieve hybrid power system full
regularization [33]. Such a method is also used to evaluate the
system’s behavior when the HESS capacity is lower than that
necessary for full regularization.

This method has been chosen because it is a very visual
and intelligible technique.

Therefore, the joint use of both Wavelet and STM in
evaluating HESS sizing was not found during an exhaustive
literature review and comprised this paper’s contribution.

Section II brings general information about the employed
mathematical tools, section III presents the hybrid electrical
system under study, section IV proceeds to the analysis of
the hybrid power with temporal segmentation and, finally,
section V presents the HESS evaluation considering different
sizing and cost analysis, followed by the main conclusions of
the research and bibliographical references.

Il. MATHEMATICAL TOOLS

A. BRIEF WAVELET THEORY

Mathematical linear transforms are operations based on
the inner product, orthogonality, and convolution, used to
describe any function as a summation of infinite components
of a base function. For instance, Fourier series uses sinusoids
as a base function to describe any periodic signal, Gram-
Charlier series uses the Gaussian probability density function
as a base to describe any probability density function, and so
forth.

Wavelet transform is not different as long as any function
can be retrieved from a summation of any other wave-like
function known as a mother wavelet (), which may be
Morlet, Meyer, Littlewood, or others. These functions have
limited duration, null average, and nonzero norm. Therefore,
a signal f (¢) can be reconstructed from the discrete wavelet
transform [34], [35].

FO=Y 4 V) Y ®) (1)

m

A dyadic discrete wavelet transform can be generated from
a scaled and translated version of the mother function:

Ymn(t) = 2724 (27 — n) )

where m and n are integer variables referring to the mother
wavelet dilatation and shifting, allowing for an analysis of
signals according to their scale. Short or large windowing
is chosen for high- or low- frequency signals [35]. As in
any transform, the inner product yields the base function’s
contents in the original signal:

+00

(fs Ymn) = SO Ymn (1) dt. 3

One of the most critical issues in using this mathematical
tool is the definition of the right mother wavelet to be used.
In this case, Meyer mother wavelet was chosen because of its
sound time-frequency localization [36], [37].
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FIGURE 4. Differential Rippl diagram (adapted from [13]).

B. THE STRETCHED-THREAD METHOD

If power is integrated over time in a definite period, it will
result in a curve of energy departing from zero and finishes at
a given value. Nevertheless, if power minus average power
is integrated over time, it will result in a curve of energy
that departs from zero and ends in zero because, in the end,
the integrated power over time is the average power itself. The
obtained curve is the differential Rippl diagram, which has
been used to define reservoirs volume for hydropower plants
for long. An example of the Rippl diagram is shown in Fig. 4,
already modified for the power storage case.

When the method was developed more than a hundred
years ago, this diagram was used to be differential in vol-
ume, i.e., the volume created by inflows minus the average
flow [38]. Translating the problem into electricity terms, now
the resultant diagram is the differential energy, which is the
instant power minus the average power, integrated over time.
Mathematically it is:

Epirr(t) = fP(t)—l_’df @

The Conti-Varlet diagram is obtained when the storage
capacity (Esc) is added to the Differential Rippl diagram,
defining an additional line, as shown in Fig. 5. The regular-
ized power, i.e., the power that can be taken from the system
considering the smoothing effect of the ESS, is obtained
through the stretched-thread method (STM), i.e., the shortest
path of optimization problem solution. Within the several
methods available to solve this problem, a simple solution can
be found in [38]. Egr is the energy that can be exploited from
the ESS. The power output may be obtained from the inverse
of (4) applied to Esr.

- d
P() =P+ EEST(f) )

A constant power output, the long-term average power,
can be identified when the derivative of the Esy is zero.
It is almost straightforward to infer that the necessary storage
capacity will be the difference between the maximum and the
minimum differential energy.
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FIGURE 5. Conti-Varlet diagram and the STM (adapted from [13]).

Besides, in order to guarantee the same initial and final
output powers, the slopes of Egr in the beginning and in the
end must be the same [39].

The STM does not define the size of the ESS, which
would consider other variables that influence the acquisition
decision of the ESS; instead, it evaluates the effects of ESS
size in power smoothing. Therefore, the STM provides the
optimal strategy for the continuous operation, the state of
charge (SoC), navigating between the minimum and maxi-
mum storage capacity, i.e., the maximum DoD to keep the
power as flat as possible. The upper limit constraint of the
STM means that the battery is empty, and the lower limit
constraint means that the battery is fully charged.

Ill. HYBRID ENERGY SYSTEM

A. SYSTEM CHARACTERIZATION

Hybrid systems are becoming very popular because the same
landscape used for wind power generation can be used to
install photovoltaic (PV) panels. Hybrid systems have also
been applied in isolated areas to minimize the intermittence
and increase the reliability of the renewable sources through
to their parallel operation [40], [41].

The hybrid system studied in this paper is composed of
wind and solar power generations, load, connection to the
power system, and the energy storage system. The concept
of the hybrid system is shown in Fig. 6.

The hybrid system accomplishes inverters connecting the
solar and wind generation to the bus. The four ESS types are
suitable for storing slow, average, fast, and very-fast power
variations, as depicted in the electrical diagram of Fig. 7.
An arrow pointing to the bus represents a positive flow;
reversal flux is the opposite. Applying the Kirchhoff current
law and rearranging, the net power required from the grid is:

Ps = PL — Pw — Ppy & (55Pss + nsaPsa + ngpPsr
+n5yPsv)  (6)

where P stands for power (MW), the subscripts denote power
system (S), load (L), wind (W), solar (PV); SS, SA, SF, and
SV, are slow, average, fast, and very-fast storage, along with
the square-root of their roundtrip efficiency (*).
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The power supplied from the system is the summation of
the renewable source power generation, minus the demanded
power, following (6). Of course (6) considers the power
supplied by the HESS components, which are equal to zero
before calculation.

The ESS considered here performs the regularization of
power during long periods, such as an entire year. This pro-
posal is different from those systems used for daily power
stabilization, taking advantage of available tariffs [42], [43].
Reactive power needs are not covered in this manuscript.

B. INPUT-OUTPUT CHARACTERIZATION
Information on solar global horizontal irradiance (GHI) and
wind speed in this hybrid system were taken in intervals of
ten minutes along a year, allowing for the determination of
each renewable source’s power generation, according to a
specific directive. Load consumption was also integrated into
intervals of ten minutes in order to obtain synchronized data.
Figure 8 presents an excerpt of eight days from the available
annual data of the load, wind speed, and solar GHI, obtained
from [44].

All of these data were obtained for a specific location.
Nevertheless, the proposed methodology is not dependent on
the location and can be widely applied.

IV. NET POWER ANALYSIS

The renewable inputs were transformed into power gener-
ation, considering the efficiencies of the electronic power
converters. Additionally, the net power in the main bus of
the diagram from Fig. 7 was obtained. The net power was
calculated according to (6). Even though the results were
obtained for an entire year with intervals of ten minutes,
the graph of Fig. 9 shows the results for eight days.

It can be observed that there are times of positive net power,
which means that the local generation is smaller than the
demand. Likewise, the hybrid system imports power from the
system. On the other hand, there are times when the net power
is negative, showing a power generation higher than the load
and the hybrid system export power to the system.
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FIGURE 7. Hybrid system electrical diagram.

The average power is 4.14 MW, which means that in gen-
eral, the hybrid system demand power from the system has
a maximum demand of 13.93 MW and a maximum surplus
of 9.78 MW.

Therefore, using the wavelet as mentioned earlier theory,
it is possible to decompose the net power in signals of slow
variation with annual coverage, the average variation that
covers monthly periods, fast variations that spans a week,
and very-fast signals for daily variations with an intra-hour
resolution, in this case, sampled at 10-minute intervals.

While the yearly variation can be identified to size an ESS
capable of storing high volumes of energy during an extended
period, it is recognized that the variation in this time frame
is minimal. The variations in this scale are plenty compatible
with the variations in the bulk power system, which can easily
be absorbed by just that. On the other hand, decomposition
can be accomplished in smaller time frames, allowing for
faster ESS sizing.

Figure 10 presents the results of annual net power decom-
position for very fast, fast, average, and slow variations,
whose summation is precisely the net power of the systems.
As previously stated, the difference between the maximum
and minimum differential Rippl diagram to these signals
allows for knowing the capacities of each ESS necessary to
guarantee flat operation. The results of the differential Rippl
diagram application are shown in Fig. 11.

V. ESS SIZING EVALUATION

A. ESS FOR COMPLETE REGULARIZATION

With the tools and information presented in Sections II and
11T, respectively, the DoD necessary to achieve a flat net power
(one may say total regularization) for each component of
the ESS is obtained. Table 1 presents the energy capacities
for the slow, average, fast, and very-fast HESS components.
Notice that these values consider the maximum DoD. The
energy storage capacities were obtained from the difference
between the maximum and minimum of the results presented
in Fig. 11, while the power storage capacity is the energy
divided by the number of hours in the time frame, i.e.,
8760 hours for a year, 720 hours for a month, 180 hours for
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FIGURE 9. Hybrid energy system net power.

a week, and 24 hours for a day. Of course, rated capacity and
roundtrip efficiency depend on the chosen ESS.

Figure 12 shows the influence of each component of the
ESS in the behavior of the net power’s temporal segments.
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The thin lines refer to original net power, without any ESS,
while the thicker lines refer to the consequences of including
different ESS in the hybrid power system. This evaluation
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is obtained by applying the STM. The integration of the
original net power results in the inferior limit to the stretched-
thread line, while the addition of the available storage capac-
ity to this inferior limit leads to the upper limit. Therefore,
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TABLE 1. Storage capacity of the HESS components.

. Storage Capacity Storage Capacity
Time frame (MWh) (kW)
Slow 8869. 1012.
Average 677.6 941.1
Fast 99.80 554.4
Very-fast 12.96 540.0

the energy that can be exploited from the EES, and its influ-
ence over the original net power is calculated.

Total regularization, resulting in flat net power, is obtained
with the inclusion of full HESS capacity depicted in Table 1,
and the outcome is shown in Fig. 12(a). The full reg-
ularization achieves the average demand of the system,
i.e., 4.14 MW precisely. The regulation with the absence of
long-term ESS, i.e., the EES necessary to cover the slow time
frame, is presented in Fig. 12(b). The case in which the long-
term and mid-term EES are unavailable; in other words, only
fast and very-fast EES are present, is shown in Fig. 12(c).

Figure 12(d) shows the 30-day zooming of Fig.12(c),
allowing watch the variation of the net power over the day.
Although significant reduction of the undesired intermittence
can be seen, variations can still be noticed. In Fig. 12(d),
close to the 40-th day, for instance, the net power decreases
from 9 MW to —6 MW in about 36 hours, resulting in a
rate of roughly 0.4 MW/h. Therefore, the decision-maker
can now evaluate the real need for any component of
the HESS.

B. ESS FOR PARTIAL REGULARIZATION

The previous analysis studied the influence of exclusion of a
HESS temporal component in the regularization of the total
net power. In that case, it was considered full capacity for full
regularization for each HESS component. Nevertheless, due
to capital restrictions, a smaller capacity of HESS compo-
nents may be acquired. Therefore, simulations were carried
out to understand the effect of the size of each temporal
component ESS in the resultant net power.

Figure 13 presents some of the results of this research,
where Fig. 13(a) is related to the analysis of average time
frame contents in the net power. Simulations considering
0%, 25%, and 50% of the necessary storage capacity for
full regularization were simulated. The same results are pre-
sented in Fig. 13(b) and Fig. 13(c) for fast and very-fast
time frames, respectively. In these cases, 0%, 50%, and
75% of the necessary storage capacity for full regulariza-
tion in these time frames were simulated. It can be seen
that 50% of the required ESS is enough to obtain suitable
regularization.

In few words, the control and dispatching of the HESS
is done by the continuous and adaptive forecasting of the
electricity demand, solar and wind incidences, for the consid-
ered time frames, i.e., day, week, month, and year. Therefore,
the operation and control of very-fast, fast, average, and slow
ESS are rules of operation are defined.
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FIGURE 12. Evaluation of the convenience of using temporal
components ESS in reducing undesirable intermittence.

C. COST EVALUATION
The selection of ESS includes the evaluation of several vari-
ables that defines the decision making. Many of the variables
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were mentioned in the introduction of this manuscript.
No doubt, one of the most important selection criteria is the
final cost. The estimation of the cost of ESS is based in Fig. 3,
according to previous studies [45]-[49].

The analysis of Fig. 3 shows three definite clusters of
energy costs. This information is the long-term cost that,
in the end, it will have a preponderant weight over the capac-
ity cost. In one group the energy cost varies from 10! to 10?
US$/kWh while another group shows a variation from 10 to
103 US$/kWh, and finally, the third group with an energy cost
between 10° and 10* US$/kWh.

That is the main benefit of the proposed method. When
establishing four levels of temporal segments, and leaving the
slow variation to be absorbed by the power system. It results
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that a more suitable HESS is chosen than a single ESS in order
to cover the whole electric system requirement, as shown
in Table 1, including the cost of the system.

VI. CONCLUSION

The intermittence associated with the renewable generation
is long known and is not welcomed in the power system
due to the flexibility challenges imposed on the Independent
System Operator and equipment lifetime reduction, among
other reasons. The use of ESS has become a suitable solution
through storing energy when there is a surplus and releasing
it when there is a deficit of power in the system, reducing the
undesirable intermittence.

On the other hand, there are several ESS with differ-
ent power ratings, energy, timing, and costs. The costs are
directly proportional to the storage capacity and inversely
proportional to its management time.

Therefore, this paper presented a wavelet-based strategy to
divide the net power into components of slow, average, fast,
and very-fast temporal segments, allowing for different ESS
selection and application and resulting in a HESS.

The slow storage has an annual coverage with a monthly
resolution; the average storage covers a monthly period with
a weekly resolution, the fast storage spans a week with a daily
resolution and the very-fast storage that evaluates intra-hour
intervals throughout a day.

An old technique used to size reservoir in hydropower
plants was recovered and modernized to use computational
tools, was also applied to evaluate ESS. The net power of a
hybrid system with PV and wind generations, load, connected
to the grid, was decomposed in time frames, and the storage
systems were appropriately studied.

The application showed that the power system could
absorb slow and average variations, but fast and very-fast
variations are subject to energy storage design and dis-
patch. The use of the proposed net-load decomposition is
exciting and brings economic benefits as the higher storage
capacities are left to slow and average ESS, and the smaller
storage capacities are granted to fast and very-fast EES.

In the same way, variations of the storage capacity in
those time frame components were applied. The simulations
showed that even more economic benefits could be obtained
if storages lower than necessary to full regularization is used.

The development of a suitable control system to conve-
niently manage the ESS may control the dispatch of the HESS
components is subject to future works.
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