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ABSTRACT In this paper, theWaveNet with cross-attention is proposed for Audio-Visual Automatic Speech
Recognition (AV-ASR) to address multimodal feature fusion and frame alignment problems between two
data streams. WaveNet is usually used for speech generation and speech recognition, however, in this paper,
we extent it to audiovisual speech recognition, and the cross-attention mechanism is introduced into different
places ofWaveNet for feature fusion. The proposed cross-attention mechanism tries to explore the correlated
frames of visual feature to the acoustic feature frame. The experimental results show that the WaveNet with
cross-attention can reduce the Tibetan single syllable error about 4.5% and English word error about 39.8%
relative to the audio-only speech recognition, and reduce Tibetan single syllable error about 35.1% and
English word error about 21.6% relative to the conventional feature concatenation method for AV-ASR.

INDEX TERMS Cross-attention mechanism, multimodal speech recognition, WaveNet model, end-to-end-
model.

I. INTRODUCTION
In our daily life, man-machine interaction interface for all
kinds of devices is necessary. Speech is the most natural and
convenient interaction mode between human and machine.
In particular in a natural and noisy setting, audiovisual speech
recognition is most effective way by using lip movement
information to complement acoustic speech to recognize
speech content [1]. However, multimodal speech recognition
remains challenging for how to combine two data streams
with different frame rates in feature space.

WaveNet is a deep generative model with very large recep-
tive fields. It is composed of dilated causal convolutional
layers, which enlarges the receptive field by skipping input
values with a certain step. It is powerful for modelling the
long-term dependency on speech data. It has been efficiently
applied for speech generation, text-to-speech, and speech
recognition [2].

In this work, we extent the WaveNet to multimodal
speech recognition. To capture the effective fusion feature
and address the alignment of two data streams in differ-
ent frame rates, we introduce the cross-attention mecha-
nism to WaveNet, and combine the Connectionist Temporal
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Classification (CTC) with WaveNet for end-to-end multi-
modal speech recognition. For AV-ASR, the early fusion
and middle fusion between two modal data are widely used.
The conventional method is to concatenate the acoustic fea-
ture with visual feature after making the number of visual
frames equal with the audio frames. It is prone to fuse acous-
tic features with non-correlated visual features, and cannot
effectively align the frames between two modes. In this
work, cross-attention mechanism is explored to place at input
layer or hidden layer in WaveNet, to automatically learn the
weights of visual frames near the current audio frame. Several
weighted visual feature frames form a visual context vector,
which is concatenated with the current acoustic feature frame.
The visual feature frameswith large score providemore effec-
tive information for acoustic features, and theymatchwith the
current audio frame much more. Owing to the large receptive
field of WaveNet model in high layers, it is more difficult to
align the visual hidden feature frames with acoustic hidden
feature frames. So we try to introduce cross-attention into
high layer of WaveNet for middle fusion.

The proposed model was evaluated on Tibetan and
English audiovisual speech data respectively. Compared to
the traditional feature concatenation and audio-only speech
recognition based on WaveNet, our model achieved better
performance.
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Our work has three contributions: (i) we introduced the
cross-attentionmechanism to align twomodals data in feature
space. (ii) we explored the effects on cross-attention mecha-
nism for early fusion and middle fusion in WaveNet. (iii) we
explore the video frame shift for cross-attention calculation
to improve the speech recognition performance and compu-
tation speed.

II. RELATED WORK
There is a lot of literature for complementing the visual
information, like lip motion patterns, to acoustic speech to
improve the performance of automatic speech recognition.
Many research works have proposed the effective methods
to extract powerful visual features for lip-reading, including
active shape models (ASMs) [3], active appearance models
(AAMs) [4], discrete cosine transform (DCT), principal com-
ponent analysis (PCA) and discrete wavelet transform (DWT)
[5], [6], etc. ASMs locate and track lip contours which use a
priori knowledge about shape deformation from the statistics
of a training set which was labelled by hand. AAMs contain
a statistical model of the shape and grey-level appearance of
the object of interest which can generalize to almost any valid
example. ASMs and AAMs both contain priori information,
and they extract human face information from pictures. PCA,
DCT and DWT are data analysis and digital signal processing
field methods which do not contain prior knowledge. The
image features obtained by PCA, DCT and DWT are the
characteristics of the entire picture.

Neural networks, such as deep neural (DNN), recur-
rent neural network (RNN) and long short-term mem-
ory (LSTM) have been introduced to the field of speech
recognition [7]–[9] and AV-ASR [1], [10]–[16]. End-to-end
neural networks are challenging the dominance of HMM
as a core technology. Because end-to-end ASR has more
advantages than DNN/HMM systems, especially for low-
resource languages, it avoids the need for linguistic resources
like dictionaries and phonetic knowledge [17], so more and
more speech recognition research works are deployed with
end-to-end method. The main approaches use the end-to-end
to train encoder-decoder, which automatically learn acous-
tic/visual features directly from raw input data [1], [10]–[16]
instead of using the manually defined features extracted by
priori knowledge. Although these methods can learn all the
required information directly from the data, raw images and
speech signal will lead to high dimensional input. The work
of [18] used a bottleneck layer to reduce the dimension of
visual features, and the work of [19] used hand-crafted visual
features of lip contour for the use of CNN-based feature,
which demonstrated that lip landmark’s movements are very
effective visual features for when the size of the training
dataset is limited. In this work, we also used the geometric
distances of lip landmarks as visual features for visual infor-
mation describing lip movements.

One of key points in AV-ASR is about the fusion of
audio and visual information. Turbo decoder (TD) framework
which is inspired by iteratively exchanging some kind of soft

information between the audio and video decoders until con-
vergence is applied in [20] to solve this problem in decision
fusion way. The work of [16] focuses on fused information
which introduces the gating layer to remove noisy or uninfor-
mative visual feature to solve the problem that the recognition
accuracy is decreased for AV-ASR when speech is clean.
Ourmethod differs by introducing cross-attentionmechanism
between two modalities to reduce the effect of uncorrelated
visual feature frame to acoustic feature frame.

The work of [1] proposed modality attention mechanism in
the watch, listen, attend and spell (WLAS) model to replace
the concatenation of two context vectors obtained by attend-
ing over individual modality to predict the output units. Not
only that individual modality context vector is computed by
attention mechanism, it also needs to compute the modality
attention at each decoding step. The work of [15] correlates
every frame of acoustic feature with visual context feature
acquired by cross modality attention of two encoders over
all video frames. These works have high computation cost.
In our work, we use a sliding window to capture the related
visual feature frames, which improves the computation speed
compared with the calculation of the attention coefficient of
all frames.

III. DATA
Our model is trained on two datasets: the first is an
open and free Tibetan multi-dialect speech data set
TIBMD@MUC [21], which contains 1803 Tibetan short
videos. We randomly select 154 short videos as test
data. The data is about daily conversation in Lhasa-
Tibetan dialect. Acquired with a laptop equipped with
a webcam and microphone, the speech data are cor-
rupted with low environmental noise from classrooms
and dormitories. All text corpora include a total of 1361
Tibetan syllables. These data sets can be downloaded from
https://pan.baidu.com/s/1apXJgR53tNKZQ2LPCjDjqQ.

The second data set is TCD-TIMIT [22] which consists of
high-quality audio and video footage of 62 speakers reading
a total of 6913 phonetically rich sentences. 1730 and 180 sen-
tences were selected as our training data and test data
respectively.

All audio files are separated from videos by using the ffm-
peg library. The audio files are converted to 16KHz sampling
rate, 16bit quantization accuracy, andWAV format. 39MFCC
features of each observation frame were extract from speech
data using a 128ms window with 96ms overlaps.

All video files have the frame rate 25 fps (frames per
second). To keep the number of visual frame and audio feature
frame from the same video consistent, we insert one visual
frame every three visual frames by computing the average
of the adjacent two frames. We used Dlib library to detect
faces and then extract the 12 points (No.48-No.59 point as
shown in Fig. 1) near the mouth. From the 12 mouth points,
we compute the distance between left and right mouth corner
as the width of mouth opening and 5 distances between 5
points on the upper lip and 5 points on the lower lip as the

VOLUME 8, 2020 169161



H. Wang et al.: WaveNet With Cross-Attention for Audiovisual Speech Recognition

FIGURE 1. Visual features frames.

FIGURE 2. Dilated causal convolutional layers [2].

heights of mouth opening which is shown in Fig. 1. These
six distances are taken as the visual feature for input to the
models.

IV. METHOD
A. WaveNet-CTC
1) WaveNet
The WaveNet model is composed of stacked dilated causal
convolutional layers [2]. The network models the joint prob-
ability of a waveform as a product of conditional probabilities
defined as in equation (1).

p(x) =
∏T

t=T−RF+1
p(xt |xT−RF+1, · · · , xt−1) (1)

where RF represents the number of receptive filed of stacked
dilated causal convolutional layers.

A stack of dilated causal convolutional layers with dilation
{1, 2, 4, 8} and filter length 2 is shown in Fig. 2. It is more
efficient than standard causal convolution layers in Fig. 3 for
increasing the receptive field, since the filter is applied over
an area larger than its length by skipping input values with a
certain step. The receptive field of a block of dilated causal
convolutional layers is calculated by equation (2).

Receptive_fieldblock =
∑n

i=1

[(
Filterlength − 1

)
× Dilation_ratei]+ 1 (2)

where Dilation_ratei refers to the dilation rate of i-th layer.
Stacking a few blocks of dilated causal convolutional lay-

ers creates a very large receptive field size. For example, 3

FIGURE 3. Standard causal convolutional layers [2].

FIGURE 4. Stacked dilated causal convolutional layers. xm ∼ xn on
arrows represents the receptive filed range of output nodes.

blocks of dilated convolution with the dilation {1, 2, 4, 8}
are stacked in Fig.4, where a {1, 2, 4, 8} block has receptive
field of size 16, and then the dilation repeats as {1, 2, 4, 8,
1, 2, 4, 8, 1, 2, 4, 8}. So, the stacked dilated convolutions
have a receptive field of size 46. However, the standard causal
convolution with 12 layers and filter width 2, the receptive
field is only 13(= #layers + filter length −1). The receptive
field of the stacks of dilated convolutions is computed by
equation (3).

Receptive field stacks = S × Receptive fieldblock − S + 1 (3)

where S refers to the number of stacks.
WaveNet uses the same gated activation unit as the gated

PixelCNN [23]. Activation function is given by equation (4).

ht = tanh(Wf ,t ∗ xt )� σ (Wg,i ∗ xi) (4)

where ∗ denotes a convolution operator, � denotes an
element-wise multiplication operator, and σ (·) is a sigmoid
function. i is the layer index. f and g denote the filter and
gate, respectively, andW is learnable weight. Also, WaveNet
uses residual and parameterized skip connections to speed
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up convergence and enable training of much deeper models.
More details on WaveNet can be found in [2].

2) CONNECTIONIST TEMPORAL CLASSIFICATION
Connectionist Temporal Classification (CTC) is an algo-
rithm that trains a deep neural network for sequence labeling
tasks, such as speech recognition and handwriting recogni-
tion, which allows the network to make label predictions at
any point in the input sequence. Since it does not require
the alignment between input sequence and target sequence,
it removes the need for the pre-segmented data. Moreover,
CTC directly outputs the probabilities of the complete label
sequences, so the procedure of external post-processing is not
required.

For speech recognition, CTC needs a softmax layer as the
output layer of a deep neural network to produce posterior
probabilities of frame-level labels for each label at in target
set C which consists all output labels plus a ‘‘blank’’ symbol.
Denote z = (a1, a2 . . . . . . aT ) as a frame-level label sequence
(referred to as CTC path), y as transcript (a true target label
sequence), B−1(y) as the preimage of y mapping all possible
CTC paths z that result in y. CTC loss function is defined
as the negative log of sum of the probabilities of all possible
CTC paths z that result in y, as equation (5).

LossCTC = − log p(y|x) = − log
∑

z∈B−1(y)
p(z|x) (5)

where x is input sequence of speech features, and p (z | x)
is the posterior probability of a frame-level label sequence
z given by the product of the individual frame posteriors as
equation (6).

p (z | x) =
∏T

t=1
p(at |x) (6)

Owing to exponentially growing the number of CTC paths
with the frame length and the size of target label set , CTC loss
uses the forward-backward algorithm to accelerate the pro-
cess of mapping speech to a text sequence [24]. The forward-
backward algorithm replaces the sum over all possible CTC
paths with an iterative sum over paths corresponding to pre-
fixes of a labelling y. The recursive forward and backward
variables are used for efficient computation in the iteration.

The decoding process of CTC in this paper is based on
a beam search algorithm [25], which is more accurate than
greedy search.

3) BASELINE
We adopt the architecture of WaveNet-CTC [26], [27] shown
in Fig. 5 as the baseline model for audio-only speech recog-
nition and audiovisual speech recognition with the conven-
tional feature concatenation in our experiments. The original
WaveNet in reference [2] was used for speech recognition
directly on raw audio at sample level. However, considering
the alignment of two modal data in different frame rates for
audio-visual speech recognition, we made WaveNet operate
at frame level. In Fig. 5 themodel integratesWaveNet [2] with
CTC loss to trainWaveNet for end-to-end speech recognition.

FIGURE 5. The architecture of WaveNet-CTC [26], [27].

WaveNet [2] consists of a softmax to compute the posterior
probabilities of each speech frame, and then CTC loss is cal-
culated based on the output of softmax to tune the parameters
of WaveNet.

FIGURE 6. A Tibetan sentence (It means I have eight bucks).

Tibetan character is composed of single syllable. One or
several syllables form Tibetan words. A Tibetan sentence is
shown in Fig. 6, where syllables is separated by delimiter
‘‘.’’ and the sign ‘‘|’’ is used as the end sign of a Tibetan
sentence. Each syllable are written in Tibetan alphabet from
left to right, but it is different from English, in some syllables
there is a vertical superposition in addition [21], which forms
a two-dimensional planar character as shown in Fig. 7. A
Tibetan syllable usually contains several consonant letters
and a vowel sign corresponding to 7 parts, i.e., prescript,
superscript, subscript, root, vowel sign, postscript and post-
postscript.

Since Tibetan character is a two-dimensional planar char-
acter, Tibetan letters are not suitable directly as the modeling
unit for the end-to-end model like English letters. Tibetan
letters sequence is output one by one from model, which
cannot form a two-dimensional Tibetan character. If end-to-
end model are trained with Tibetan letters as modelling unit,
the post-processing is need to form Tibetan character. So,
in this work we used single syllable as the CTC modeling
unit for Tibetan. However, English word is written with
English letters from left to right, which is a one-dimensional
character. We use English letters as modelling unit for end-
to-end learning.

B. CROSS-ATTENTION MECHANISM
To automatically align the correlated visual feature frames to
acoustic feature frames ht , cross-attention layer is proposed
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FIGURE 7. The structure of a Tibetan syllable.

FIGURE 8. The schematic diagram of visual context vector calculation.

to create visual context vector Ut to fuse with the current
acoustic frame ht . The cross-attention layer produces a fused
feature at each frame t by setting an ‘‘attention range’’ before
and after the current video frame t , and producing output of
visual context vector, and then concatenating it with current
acoustic feature frame. Visual context vector captures the
correlated visual frames for the current acoustic frame for the
sake of alignment between two data streams.

The formula for calculating the visual context vector is
shown in equation (7), and the schematic diagram is as Fig. 8.

Ut =
∑t+l

s=t−l
αst · u

s (7)

where αst is the attention weight, subject to α ≥ 0 and∑
s α

s
t = 1 through softmax normalization. l represents the

length of sliding window before and after the current frame t ,
and us is visual feature frame. The αst calculation method is
defined as equation (8).

αst =
exp(Score(ht , us))∑t+l

s=t−l exp(Score(ht , u
s))

(8)

It represents the correlation of acoustic-visuals frame pair
(ht , us). Since automatic speech recognition depends on the
particular context, the current audio frame just is related to
several visual frames before and after it, the local attention
is used to operate on a sliding window of 2l+1 visual frames
including the current visual frame ut . Score (·) is computed as
equation (9) by the MLP which is jointly trained with all the
other component in end-to-end network [28]. Those us that
have large score have more weights in visual context vector
Ut , which are more correlated with the current acoustic frame

FIGURE 9. The architecture of WaveNet-CTC with cross-attention for
input-layer fusion.

ht for alignment.

Score
(
ht , us

)
= vTa tanh(Wa[ht ; u

s]) (9)

Finally, acoustic feature ht is concatenated with Ut as the
fused feature hav∗t . Given the sliding window contains the
visual frames after the current time, the fused features are fed
only into the input layer before dilated causal convolutional
layers as shown in Fig. 9, or output layer (softmax layer) after
dilated causal convolutional layers in WaveNet as shown in
Fig. 10. At input layer, the visual context feature was fused
with MFCCs. At the high-layer, acoustic hidden feature was
fused with high-layer visual context vector.

V. EXPERIMENT
We evaluated the Tibetan single syllable error rate and
English word error rate of WaveNet-CTCs with cross-
attention for Tibetan and English audio-visual speech recog-
nition, and compared them with audio-only WaveNet-CTC
(A-WaveNet-CTC), visual-onlyWaveNet-CTC (V-WaveNet-
CTC), audio-visual WaveNet-CTC with feature fusion at
input layer without attention (AV-WaveNet-CTC-I) and
audio-visual WaveNet-CTC with feature fusion at high layer
without attention (AV-WaveNet-CTC-H). The models of
WaveNet-CTC with cross-attention are corresponding to two
fusion places, which are feature fusion at input layer of
WaveNet (AV-WaveNet-CTC-A-I) and the one at high-layer
of WaveNet (AV-WaveNet-CTC-A-H).

A. EXPERIMENTAL SETTINGS
The WaveNet network consists of 15 layers, which are
grouped into 3 dilated residual block stacks of 5 layers, and
in each layer, original input was added with the output of a
residual block and taken as new input into the next residual
block to enhance the data abstraction of different depth levels
of the network. In every stack, the dilation rate increases by
a factor of 2 in every layer, starting with rate 1 (no dilation)
and reaching the maximum dilation of 16 in the last layer.
The filter size of causal dilated convolutions is 7. The number
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FIGURE 10. The architecture of WaveNet-CTC with cross-attention for
high-layer fusion.

TABLE 1. Tibetan single syllable error rates of models.

of hidden units in the gating layers is 128. The learning rate
is 2 × 10−4. The number of hidden units in the residual
connection is 128.

In this work, the half size l of sliding window is
from 3 to 10 frames. The sliding window with smallest size
would contain original visual frames since visual frames are
linearly interpolated in every 3 frames.

B. EXPERIMENTAL RESULTS
In training, we directly optimize the CTC loss between
ground-truth syllables and predicted syllables sequence via
the Adam optimizer. In evaluation, we measure the Leven-
shtein edit distance to calculate Tibetan single syllable error
rate and English word error rate. The experimental results for
Tibetan are shown in Table 1 and the results for English are
shown in Table 2.

In Table 1 and Table 2, we can see that the error rates of
visual-only speech recognition are greatly higher than the
one of audio-only speech recognition, which indicate that
the effective information carried by the video is very rare
for speech recognition. The error rate of AV-WaveNet-CTC-I
model for Tibetan is 77.8%,which is higher thanA-WaveNet-
CTC, but for English the error rate of AV-WaveNet-CTC-I is
39.4% which is lower than A-WaveNet-CTC, i.e. audio-only

TABLE 2. English word error rates of models.

models. We analyze the reason why the results are different
for Tibetan and English, and we think it maybe is that the
Tibetan video quality is not standard and good as English
data, since the head pose or facial expressions are various in
Tibetan video, which influence thewidth and heightsmeasure
for mouth opening. The visual information disrupts acoustic
information and reduce the recognition rate for Tibetan. How-
ever, for English data, the visual information incorporating
into the audio information improves the speech recognition
accuracy.

For the models with cross-attention in input layer we pro-
posed, the error rates are reducedwith relative reduction 4.5%
in AV-WaveNet-CTC-A-I-7 (l = 7) for Tibetan and 39.8%
in AV-WaveNet-CTC-A-I-3(l = 3) for English compared
with A-WaveNet-CTC. Compared with AV-WaveNet-CTC-I,
the error rate is reduced by 35.1% in AV-WaveNet-CTC-A-
I-7 for Tibetan and by 21.6% in AV-WaveNet-CTC-A-I-3 for
English. These show that cross-attention mechanism intro-
duced in input layer of WaveNet-CTC can improve the per-
formance of model for audio-visual speech recognition.

However, we also see that as the range of attention enlarges,
the error rate of AV-WaveNet-CTC-A-I model increases,
which indicates that the excessive attention range interferes
with the alignment of audio and video information.

For the cross-attention applying into the hidden feature
fusion, the AV-WaveNet-CTC-A-H models for English also
achieve the better performance than AV-WaveNet-CTC-H
which directly concatenates two modal hidden features, but
they are not better than AV-WaveNet-CTC-A-I. However,
for Tibetan, the recognition results of AV-WaveNet-CTC-
A-H models are worse than AV-WaveNet-CTC-H. We ana-
lyze that the hidden representation transformed from poor
visual information disturbs the attention mechanism to find
the related visual frames for audio frame. Whatever, from
Table 1 and Table 2, we can see that the cross-attention for
middle fusion is not better than for early fusion. Accord-
ing to our analysis, the reason maybe is that WaveNet
model is composed of dilated causal convolutional lay-
ers, where it enlarges the receptive field by skipping input
values with a certain step, it is more difficult to cor-
rectly align the visual frames with acoustic frame at higher
layer.
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TABLE 3. CTC output of models for a Tibetan video file.

TABLE 4. CTC output of models for an English video file.

Table 3 and Table 4 indicate the predicted label sequences
outputted from different models for a Tibetan video file and
an English video file, respectively. Obviously, in Table 3 the
models with cross-attention in input layer have more accurate
recognition results, especially the AV-WaveNet-CTC-A-I-7
has the smallest edit distance of single syllable. Although
both AV-WaveNet-CTC-A-I and AV-WaveNet-CTC-A-H
models got the same edit distance for an English video, the
models with cross-attention are still better than audio-only
WaveNet-CTC and the model with the conventional feature
concatenation in early fusion.

TABLE 5. 10 Epochs training time of AV-WaveNet-CTC-A-I model with
different attention range for Tibetan.

FIGURE 11. CTC loss curves of 6 models for Tibetan. The solid line shows
the CTC loss on the training set, the vertical dash line indicates the point
of the loss value 0.9. The x-axis represents the training epochs, and the
y-axis represents the loss value of the corresponding model.

For the evaluation of computation effectiveness of our
method, we compare CTC loss curves of models for Tibetan
in training, as shown in Fig. 11, and also demonstrate
the 10 epochs training time of AV-WaveNet-CTC-A-Hmodel
for English AV-ASR with different attention range on the
same computer, as shown in Table 4.

Fig. 11 shows the CTC loss curves for 6 models during
training. Green line of AV-WaveNet-CTC-A-I-7 converges
the fastest, which has the highest accuracy for Tibetan AV-
ASR.

In Table 5, with the half size of sliding window increas-
ing, the 10 epochs training time increases. Especially when
attention range changes from 7 to 10, training time has
increased tremendously which means the demand for com-
puting resources has also increase a lot. Actually, when atten-
tion range is 20, the model cannot run on our computer with
Intel Core i7-9700K CPU and two Nvidia RTX 2070 Super
GPUs.

VI. CONCLUSION
We present a WaveNet-CTC with cross-attention for feature
fusion in AV-ASR. Our method improves performance by
assigning different weights calculated by attention mech-
anism to each frame of input video feature and relating
them with acoustic feature frame. Moreover, in the process
of calculating the attention coefficient, we only calculate
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the local attention coefficient which significantly speeds up
the process of learning. And by comparing the accuracy of
AV-WaveNet-CTC-A-I-∗, we show that excessive attention
range may cause the accuracy of the model to drop. The
choice of the right range of attention is also very impor-
tant. WaveNet-CTC introduced with cross-attention is more
effective for input-layer multimodal feature fusion owing to
WaveNet structure.
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