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ABSTRACT Flexible AC transmission system (FACTS) controller play an essential role in increasing the
penetration level of renewable energy resources owing to their ability in continuously controlling the active
and reactive power flow in the network. This paper presents a probabilistic multi-objective optimization
approach to obtain the optimal sizes and locations of static var compensators (SVCs) and thyristor-controlled
series capacitors (TCSCs) in a power transmission network with high penetration level of wind generation.
The objective of the problem is to maximize the system loadability while minimizing the network power
losses and the installation cost of the FACTS controllers. In this study, the uncertainties associated with
wind power generation and the correlated load demand are considered. The uncertainties are handled in this
work using the points estimation method. Moreover, the dynamic line ratings (DLRs) of the transmission
lines are considered in this work. In this case, the maximum transmission capacity of transmission lines is
estimated dynamically according to the weather conditions. Considering the DLRs or transmission lines is
expected to avoid unrealistic congestion in the network, and hence, improve its loadability. The optimization
problem is solved using the multi-objective teaching-learning based optimization (MO-TLBO) algorithm to
find the best locations and ratings for the FACTS controllers. Additionally, a technique based on the fuzzy
decision-making approach is employed to extract one of the Pareto optimal solutions as the best compromise.
The proposed approach is applied on the modified IEEE 30-bus system. The numerical results demonstrate
the effectiveness of the proposed approach and show that the maximum loadability limit of the study system
increases when considering the DLR. This limit can be enhanced to 123.0% without FACTS controller and
137.0 %,130 % and 132.0% by SVC, TCSC and (SVC-TCSC) respectively.

INDEX TERMS Dynamic line rating, FACTS, multi-objective optimization, MOTLBO, probabilistic load
flow, two points estimation method, uncertainty, wind power.

I. INTRODUCTION
The current growth in demand for electricity and rising pop-
ulation of the world are forcing electric utilities to take ben-
efit of renewable energy sources. In addition, the interest in
these sources increased because of the rising concerns about
environmental pollution and due to the decreasing installation
costs for these systems. One of the most widely used renew-
able energy source is the wind, where the global installed
capacity of wind energy systems has reached 591GW in 2018
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[1]. In general, wind farms are installed at locations with
relatively high average wind speeds. This limits the loca-
tions suitable for installing wind farms which might also be
non-optimal from the network capability perspective. More-
over, the fluctuations in the wind power pose technical chal-
lenges on the network operation. The network capability
problem can be overcome by transmission network expan-
sion or enforcement to allow for high penetration levels of
wind power. However, this option might be unappealing as
it requires long construction time, excessive investment cost
and rigorous environmental agreements. ‘‘The Energy Policy
Act of 2005’’ defined advanced transmission technology as
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a technology that can improve the efficiency, reliability or
capacity of new or existing transmission networks [2]. This
report lists several developing transmission technologies that
can rise the transmission capacity of the transmission net-
work, including, FACTS, high-voltage DC technology, and
advanced conductor and energy storage technologies.

Therefore, some new transmission technologies that can
take advantage of the potential of existing transmission sys-
tem are very attractive and are more likely to be widely
applied in the real world [3]. In general, most transmission
lines are planned and operated using the conventional static
line rating (SLR). In this case, the ratings of the transmission
system are limited based on the extreme weather conditions.
This conservative approach may limit the full utilization of
the transmission lines capacity [4]. Accordingly, transmission
service providers are investigating alternative approaches that
can efficiently utilize the transmission network. One of these
approaches is the use of the DLR of transmission lines which
depends on the real weather data to provide realistic loading
conditions of the lines [5]. Therefore, this article will focus
on the allocation problem of FACTS controllers while con-
sidering the DLR of transmission lines to improve the power
system loadability in the presence of high penetration level of
wind power.

FACTS controller can be installed to improve electric
network performance [6]. Moreover, these devices can be
used to mitigate the deleterious effects of wind power sys-
tems on the electric network, and thus, can be used to
increase their penetration level [7]. The capability of FACTS
controller in improving the network performance depends
mostly on their sizes and locations [8]. Therefore, the proper
installation of a FACTS controller at different locations in
the network will give different results in terms of network
loadability increase [9], loss reduction [6, 10], static volt-
age stability enhancement [11], voltage profile improve-
ment [12], available transfer capability improvement [13]
and total generation fuel cost reduction [14] and Congestion
management [15]. From the literature survey, it is found that
many researchers have suggested different methods to find
optimum allocations of FACTS controller for optimization
of one or two objectives with or without the presence of
renewable energy.

Several studies considered the FACTS allocation problem
as a single objective problem For example, coordination
between SVC equipment and other FACTS controllers to
achieve power flowmanagement is presented in [16]. In addi-
tion, the optimal location and parameter setting of different
FACTS, such as SVC, TCSC and thyristor-controlled phase
angle regulator (TCPAR) shows that, a TCPAR is well in
decreasing the total power loss, while the SVC is slightly
well in the improvement of the voltage profile [7]. A hybrid
evolutionary algorithm to optimally place multi-type FACTS
controller to maximize the total transfer capability (TTC) [6]
and Whale Optimization Algorithm, to optimally locate two
TCSC for enhancing ATC [16]. The use of FACTS con-
troller to achieve one specific objective while considering

the uncertainties in the power system was considered in
several studies. For example, the uncertainty of power sys-
tems was considered in [17] by applying Monte-Carlo sim-
ulation (MCS) technique for the sizing of various FACTS
controllers. The objective of this study was to improve the
voltage profile of the power network. The optimal allocation
of FACTS controllers to minimize the cost of generation
was solved in [18] by applying the differential evolution
algorithm with MCS to consider the uncertainty in load and
wind generation output.

In general, FACTS controller can be used to provide mul-
tiple services for the electric network. This can be achieved
by formulating a multi-objective optimization problemwhich
considers both the economical and technical aspects [19].
As an example, the work presented in [20] used the gravi-
tational search algorithm to allocate the FACTS controllers
for improvement the loadability of transmission network,
reducing the active power losses and operation cost for dif-
ferent loading conditions. In [21], a multi-objective hybrid
optimization approach to optimally allocate SVC and TCSC
for the minimization of voltage deviation, voltage instability
index and real power loss. In [22], a multi-objective frame-
work was utilized to determine the optimal size and location
of a unified power flow controller to maximize the system
predictability and minimize the real power losses. In this
study, the two-point estimating method (2PEM) was imple-
mented to deal with the probabilistic nature of the wind power
and loads. One common aspect of these studies is the consid-
eration of the static line rating (SLR) of the transmission lines
when solving the FACTS allocation problem.

The static line rating (SLR) is based on the line ampacity,
which is calculated taking into account static weather condi-
tions. For its computation worst case weather parameters are
assumed so that the maximum flow current is obtained with-
out violating temperature limits [4]. This way of operating
the ratings does not consider a real-time analysis approach
and often is excessively conservative. By under-utilizing the
already built assets, with worst-case scenario conservative
approaches, power networks are not being put into optimal
usage and, therefore, are posing unnecessary compromises
to both transmission system operators (TSOs) supply and
electricity consumers demands. Naturally, it will be easy to
assume that dynamic rates take into account real-time anal-
ysis: changing weather conditions, with a high significance
on wind behavior/variability. DLR brings the actual ability
to provide operators with overhead transmission lines, which
can carry electricity anytime and anywhere according to their
respective regional weather conditions. At the same time all
design limits are being respected, such as conductor temper-
ature [5]. This solution is of utmost interest of TSOs since
by utilizing the existing assets in terms of transmission lines,
the invested capital into this section is fairly diminished when
comparing to rebuilding more resilient systems from scratch.

Clearly, the development of DLR technology has led to
an increase in the capacity of existing transmission lines,
which will eliminate the need for new transmission lines,
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thereby contributing to the installation of renewable energy
projects. Various studies and field tests have been conducted
to analyze the potential benefits of DLR technology. This
can help in using the full capability of the transmission net-
work and therefore can provide an effective solution to the
overload or congestion of the power network [23]. In [24],
The economic benefits of implementing DLR on specific
power systems with wind power generation capabilities are
studied. The results show that the implementation of DLR
can achieve more wind power, and the implementation of
DLR can bring huge economic benefits. In [25] The potential
reliability benefits of OHL and underground cable DLR in
the distribution system are studied. The results not only show
that DLR has brought significant reliability improvements,
but also prove the fact that DLR has a greater impact on the
enforcement of OHL than underground cables. Furthermore
in [26] Sequential Monte Carlo (SMC) approach is used to
assess the influence of DLR on power network reliability. The
results show that higher reliability and greater wind power
transmission can be improved. In [27] a stochastic transmis-
sion expansion plan including DLR was implemented, and
DLR was verified to reduce the number of new transmission
lines to be constructed. In terms of power system dispatch-
ing, DLR forecasting research makes it possible to consider
this technology in the issue of day-to-day dispatching, so as
to obtain a more economical dispatching scheme when the
power market is deregulated. In [28], in the presence of wind
energy integration, stochastic optimization is further applied
to the security constraint unit commitment (SCUC) model.
DLR has been verified to reduce wind power spillage.

In the literature, identifying the optimal locations and
compensation degree of FACTS controller has been widely
considered. Several techniques have been utilized to solve
the FACTS controller allocation problem. These Methods
can be divided into three classes: Meta-heuristic optimization
methods, sensitivity-based methods and classical optimiza-
tion methods [8]. Meta-heuristic optimization methods have
become a recommended choice for solving complex mathe-
matical models in power systems. In recent years, researchers
have studied many meta-heuristic techniques, including
genetic algorithm (GA), sine and cosine optimization algo-
rithm (SCOA), particle swarm optimization (PSO), firefly
swarm optimization, differential evolution (DE), simulated
annealing (SA) approach and Artificial bee colony (ABC)
etc. [29]. All algorithms based on swarm and evolutionary
intelligence require the adjustment of control parameters,
such as generation number, population size, elite number, etc.
In addition, some algorithms also require their own specific
tuning parameters [30]. Improper adjustment of the algorithm
parameters can increase the computational effort of the algo-
rithm or provide suboptimal solutions. Hence, the excessive
number of algorithm parameters makes it difficult to obtain
the optimal results without excessive computational effort.
Du to this fact, Rao et al. presented the optimization of teach-
ing and learning (TLBO) algorithm [31], [32] which requires
only limited parameters. These parameters are the population

size and generation number. Since the initial development of
TLBO, researchers have proposed numerous variants of the
algorithm to achieve high convergence speed and solution
quality [33], [34]. The TLBO algorithm has been widely
accepted by optimization researchers. Zou et al. recently
conducted a comprehensive investigation into the study of the
TLBO algorithm [35]. In this study, multi-objective teach-
ing and learning optimization (MOTLBO) [36] was used
to allocate FACTS equipment to the transmission system to
achieve effective economic and technical operation of the
power system.

A review of the literature reveals, to the best of the authors
knowledge, that none of the studies focused on the installation
of FACTS devices while considering the DLR of transmis-
sion lines to enhance the performance of the system in the
presence of large wind farms. Thus, this study introduces an
approach based on multi-objective function for solving the
FACTS devices allocation problem considering a high pene-
tration level of wind energy and incorporating uncertainties
in the wind generation output and electrical demand. More-
over, the probabilistic line rating is considered as a dynamic
constraint along with load correlation. To solve the FACTS
controller allocation problem, the MOTLBO algorithm com-
bined with PEM is used.

The outline of the article is as follows: Modeling of sys-
tem uncertainties is provided in Section II. The correlation
between uncertain parameters is offered in Section III. The
points estimation method (2PEM+1) for the probabilistic
power flow (PPF) is introduced in Section IV. The math-
ematical modeling of FACTS is presented in Section V.
In Section VI, the problem formulation is explained. The
MOTLBO algorithm is provided in Section VII, while the
test system and case studies are presented in section VIII.
Approach assessment is provided in Section IX. Finally,
Section X outlines the conclusions of the paper.

II. MODELING OF UNCERTAINTIES
One of the fundamental features of modern electric power
systems is the increase in uncertainties related to both load
and renewable energy resources. Several approaches have
been proposed to handling the uncertainties in the electric
power system, and they can be generally classified into robust
optimization approaches, probabilistic approaches and inter-
val - set analysis. An updated review of numerous recent
approaches can be found in [37], [38]. Robust optimiza-
tion approaches model uncertainties as intervals and involve
optimization problems to solve state boundaries. In interval
set analysis, the uncertainty is demonstrated as an interval
or set, and the interval set algorithm is used to estimate
the boundary of the output. Probabilistic approaches model
uncertain parameters as random variables with known prob-
ability density functions, and use analytical methods to prop-
agate uncertainty or Monte Carlo simulation. In this study,
the probabilistic approach is used as it is the most commonly
used for handling the uncertainties in power systems..
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1) PROBABILISTIC LOAD MODELING
The real and reactive power demands on the system are uncer-
tain. they vary from instant to instant. This uncertainty can be
modelled by considering the real and reactive power demands
as probability distribution functions (PDF). Different PDFs
can be used to represent this uncertainty in demand. However,
the most accurate description is given by using gaussian or
normal distribution function [39], [40]. The normal pdf is
defined by two parameters mean (µ) and standard deviation
(σ ) of the uncertain variable can be defined mathematically
as follows:

PDF (s) =
1

σ
√
2π
∗ exp

(
(−(S−µ)2)

2σ2

)
(1)

where S represents apparent power of load, the load at each
bus is demonstrated with mean (µ) equal to the base load and
standard deviation (σ ) is assumed to be ± 6 % of the base
load [41].

2) PROBABILISTIC WIND MODELING
The power generated from wind turbines depends on the
wind speed (v) which is usually modelled via the Weibull
distribution PDF [39], [40].

PDF (v) =
(
k
c

)(v
c

)k−1
exp

[
−

(v
c

)k]
(2)

where c and k are the scale and shape factors of the Weibull
function, respectively.

It is assumed that in each region, the PDF of wind speed is
known, therefore, the transformation of wind speed to wind
turbine output power is given by [41], [42]:

P (v) =


0, v ≥ voorv ≤ vi

Pr

(
v− vi
vr − vo

)
, vi ≤ v ≤ vr

Pr vi ≤ v ≤ vo

(3)

where vi, vr and vo are the cut-in, rated and cut-out wind
speeds respectively, and Pr is the rated power.

3) PROBABILISTIC LINE RATING MODELING
The real maximum ampacity of the transmission lines can
vary depend on a number of issues, Weather status like ambi-
ent temperature, solar radiation and wind speed and direction
can influence conductor temperature and cause the capabil-
ity variance on a line and throughout a day. What makes
transmission line’s capacity isn’t a settled variable [43].
There are different methods that can be used to implement
DLR, all involving different input parameters. These meth-
ods include [44]: 1) DLR forecasting using system loading
and weather forecasting, 2) DLR estimation using indirect
measurement 3) real-time DLR evaluation integrating actual
meteorological data, which will be used in this work. Hence,
it is necessary to consider line ampacity as probabilistic vari-
ables, where the PDF of the thermal limit (MVA) in the line

corresponds to a generalized extreme value distribution [45]
as shown in (4).

PDF (t)= (1/σl).

(
1+ ξ.

(t − µl)
−1
ξ

σl

)
.e

−
1+ξ (t−µl)

1
ξ

σl



(4)

where t is the DLR of the line, µl is the location parameter,
ξ is the shape parameter, and σl is the scale parameter. These
parameters depend on the weather conditions and can be
calculated based on [46]. Hence, the mean of the DLR is
obtained for each period (e.g., season) and can be used as a
constraint in the power flow equations.

III. CORRELATION BETWEEN UNCERTAIN VARIABLES
A. THE IMOORTANCE OF CORRELATION
Currently, due to serious environmental problems, the use of
renewable energy for electrical energy production is growing
rapidly. In this case, solar and wind energy are used most
successfully. It is a well-known fact that there is a great cor-
relation between these energies. This correlation may have a
negative or positive impact on the operation of the power net-
work [47]. In fact, it is actually possible to correlate the wind
speeds of nearby wind farms proportionally. This problem
may also lead to less / large wind power generation, which
may seriously affect the power transmitted through the line.
Similarly, this can happen to loads on certain buses. Weather
conditions are one of the causal factors of this correlation.
Therefore, it is very important to study the influence of the
correlation of the power system.

As mentioned earlier, the correlation between uncertain
variables plays a vital role in the future performance of the
power grid. Therefore, the proposed probabilistic method
for analyzing these networks must consider the correla-
tion between uncertain input variables. System variables can
depend on each other or not. Usually, this dependence is
resolved by the correlation coefficient matrix or the covari-
ance matrix [48]. The covariance matrix V can be calculated
as:

V =


σ 2
1 ρ12σ1σ2 . . . . . . ρ1mσ1σm

ρ21σ1σ2 σ 2
2 . . . . . . ρ2mσ2σm

. . . . . . . . . . . . . . . . . . . . . . . .

ρm1σ1σm ρm2σmσ2 . . . . . . σ 2
m

 (5)

where, σ is the standard deviation, ρij is the correla-
tion coefficient between the variables xi and xj(i, j =
1, 2, 3, . . . ., k, i 6= j).
V = LLT is the covariance matrix, which is decomposed

by Cholesky factorization [49], where L is the lower triangu-
lar matrix of V .

The correlation among the loads in the power network
can be demonstrated using a correlated normal distribution
function load (xn) as follows [50]:

F (xn) =

√
1√

(2π)m |V |
exp.

(
(x − µ)V−1(x − µ)

)
(6)
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where µ = [µ1,µ2, µ3, . . . . . . ..,µm]T , is expected value
vector, m, is dimensional random input vector (x).
The random variables x, can be generated by transforming

the generated samples from m-dimensional vector of typical
normal random (xn) using [50].

x = Lxn + µ (7)

The correlation coefficient ρij between all correlated loads is
set as 0.7.

IV. PROBABLIISTIC POWER FLOW (PPF)
The deterministic power flow analysis relies on specific
scenarios and ignores uncertainty within the parameters of
the system and its states. On the other hand, a probabilistic
approach evaluates the probability distribution for uncertain
variables, and consequently, reflects realistic system perfor-
mance more accurately. Several methods have been estab-
lished for PPF analysis. These methods fall into three basic
groups: analytical methods, MCS procedure, and approxima-
tion methods [37]. The PEM is currently one of the most
popular of approximation methods used in PPF calculations.
The PEM, like the MCS, makes use of a deterministic proce-
dure to solve probabilistic problems but requires less compu-
tation effort [51]. One of the advantages of the PEM is that
it requires the basic information of the random variables to
be able to model them. This information includes the mean,
variance, kurtosis, and skewness of the variables. In this work,
the (2m+1) scheme is used as it takes the kurtosis of the input
randomvariables into considerationwhile only one additional
calculation is added to the function [52]. The scheme (2m+1)
is applied to solve the PPF problem as follows:

ζ ζ l,k =
λl,3

2
+ (−1)3−k

√
λl,4 −

3
4
λ2l ,3

k=1, 2, l,3=0 (8)

ζpl.k = µpl + l,kσpl k= 1, 2, 3 (9)

ζ ζ ζwl.k =
(−1)3−k

ml,k (l,1 − l,2)
k= 1, 2 (10)

wl.3 =
1
m
−

1

m(λl,4 − λ2l ,3)
(11)

where ζ l,k is the standard location, µp1, σpl and λl,j are the
mean, standard deviation, and jth standard central moment of
the input random variables pl . From (11), location ζ l,3= 0
yields pl.3 = µpl and so, of the locations are the same
(µp1, µp2, . . . ,µpl, . . . ,µpm) point. Therefore, it is adequate
to engage single calculation of the function at this location,
given that equivalent weight w0 as follows:

w0 = 1−
∑m

l=1

1

m(λl,4 − λ
2
l ,3)

(12)

Furthermore, (11) show that this scheme gives non-real loca-
tions when λl,4−

3
4λ

2
l ,3 is negative value. However, in power

system problems the probability distributions are usually uti-
lized to binomial, uniform, or normal model, therefore the
locations are permanently real values.

To solve the PPF problem by (2m+1) scheme, the power
flow input data are modeled as random variables, then the
locations and weights are computed using (11) and (13). The
solution of the PPF problem is [52]:

E
(
Z j
)
=

∑m

l=1

∑2

k=1
wl.k (Z (l, k))j + w0Z

j
0 (13)

(l, k) = F
(
µp1, µp2, . . . ,pl,k , . . . ,µpm

)
, k= 1, 2 (14)

Z0 = F
(
µp1, µp2, . . . , . . . , µpm

)
(15)

where Z (l, k) is the output of the RVs related to the k th

concentration
(
µp1, µp2, . . . ,pl,k , . . . ,µpm

)
of random vari-

ables, and introduces the relevance between the input and the
output in the PPF. The gross number of deterministic PF to
be run relies on the gathering scheme. The Z (l, k) is apply
to to assess the raw moments of the yield. the calculation
closes when all centralizations of the all information RVs are
considered. Then, the evaluated raw moments of the yield are
utilized to calculate the required statistical data using (16).

V. FACTS MODELING
FACTS controllers are now considered one of the important
and necessary devices to ensure the controllability, stability,
power transfer capability, and durability of operating and
transmitting energy in the in the power system. In this work,
both the TCSC and SVC are used as the FACTS controllers.
In general, the SVC can be used for voltage control, transient
stability enhancement, and power factor correction. On the
other hand, TCSC can be used to increase the steady state
power flow limit.

A. SVC MODEL
The SVC, Fig. 1, is a FACTS device consisting of a
shunt capacitor and reactor controlled statically by thyristor
switches which is used to regulate the voltage at the installed
bus [6]. The compensator is also able to damp power fluctua-
tions. The magnitude of the reactive power rating of the SVC,
Qsvc, can be determined using the SVC voltage, Vsvc, and the
SVC equivalent impedance, BC , as follows:

QSVC = V 2
SVC∗Bc (16)

FIGURE 1. SVC steady state circuit representation.
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FIGURE 2. TCSC steady state circuit representation.

B. TCSC
The TCSC, Fig. 2, performances as a series-controlled reac-
tance, which provides discrete control of the series line
impedance. The TCSC controls the power flow in the sys-
tem, which permits increasing the load of the existing grid.
In addition, TCSC can damp the inter area oscillation of the
large power systems and provide an opportunity for power
flow modulation in response to different contingencies in the
power system. Also The TCSC can modulate the steady-state
power flow to retain it inside the lines thermal limits [53].
To guarantee the system stability, the series compensation of
the line should be a percentage of the line nominal reactance
value (Xline), This percentage can be inductive (Kse.ind ) or
capacitive (Kse.cap). As a result, the total branch reactance
between Bus i and Bus j, (Xij) is as follows:

Xij = Xline + XTCSC
Kse,indXline ≤ XTCSC ≤ Kse,capXline (17)

VI. PROBLEM FORMULATION
The optimal allocation of FACTS controller is formulated as
mixed continues-discrete multi-objective optimization prob-
lem while satisfying numerous equality and inequality con-
straints. Generally, the problem can be expressed as follows.

A. OBJECTIVE FUNCTIONS
The multi-objective function for the allocation of SVC and
TCSC to maximize the network loadability, minimize the
active power loss, and minimize the installation cost can be
formulated as:

Min.F (x, u) = E [f1 (x, u) , f2 (x, u) , f3 (x, u)] (18)

subject to: g (x, u) = 0

h (x, u) ≤ 0 (19)

where F is the vector of objective functions, f1, f2 and f3 are
the functions to be optimized, x is the dependent variables
such as voltage and angle of load buses, and u is the control
variables such as generator voltage, generator real power out-
put, transformer - tap setting, T , and the rating and location
of FACTS devices; E denotes the expected value.

The first objective function is used to maximize the net-
work loadability without causing any violation in the bus
voltages or branches loading. To achieve this goal, the load
factor of the electrical network is increased in an iterative
optimization procedure as follows [9]:

f1 = −λf (20)

E[PLi
(
λf
)
] = λf ∗ [E(PLi)] (21)

E
[
QLi

(
λf
)]
= λf ∗ [E(QLi)] (22)

λf ∈ [1, λmaxf ] (23)

where λf and λmaxf are the load factor by which both the active
and reactive power loads can be increased and the maximum
value of loading, respectively. PLi and QLi are the active and
reactive demand at load bus i, respectively.

The second objective is to minimize the system losses and
can be formulated as [52]:

f2 =
∑nl

l=1
gl[V 2

i + V
2
j − 2ViVj cos (δi − δj)] (24)

where nl, is the number of branches; gl the conductance of
branch l; Vi 6 δi and V j 6 δj are the voltages at the buses i and j
respectively.

The third objective is to minimize the FACTS device instal-
lation cost which can be calculated as follows:

f3= 1000∗C ∗ Q (25)

where C is the cost of installation of FACTS devices in
US$/kVAr, Q is the size of the FACTS device in MVAr. The
cost of TCSC and SVC can be calculated according to the
following formula [16]:

CSVC = 0.0003Q2
−0.3051Q+127.38 US$/KVAr (26)

CTCSC = 0.0015Q2
−0.7130Q+153.75US$/KVAr (27)

B. CONSTRAINTS
The constraints are divided into two groups; equality and
inequality constraints as follows.

1) EQUALITY CONSTRAINTS
Active and reactive power injections at each bus as the equal-
ity constraints of optimal power flow (OPF) optimization
problems incorporating wind farms are represented as the
follows:

fPi = Pgi + Pwi − λf ∗ PLi, i ∈ NL (28)

fQi = Qgi + Qwi − λf ∗ QLi, i ∈ NL (29)

where, fPi and fQi are active and reactive power injections at
bus i, Pgi,Qgi are the generator real and reactive powers at
bus i, respectively, Pwi,Qwi are the active and reactive powers
production from the wind farm at bus i.NL is a set of load
buses.

2) INEQUALITY CONSTRAINTS
The active and reactive powers supplied by each generator
and the generator voltage Vg are limited to their maximum
and minimum values.

Pmingi ≤ E(Pgi) ≤ Pmaxgi , i ∈ NG (30)

QminGgi ≤ E(Qgi) ≤ Qmaxgi , i ∈ NG (31)

Vmin
gi ≤ E

(
Vgi
)
≤Vmax

gi , i ∈ NG (32)

where, NG is a set of generator buses.
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The constraints of line flow limits, Sl , and voltages at load
bus, VL , are represented as:

Vmin
Li ≤ E (VLi)≤Vmax

Li , i ∈ NL (33)

E(S l) ≤ Slmax , i ∈ nl (34)

where Sl is power flow through the line and Slmax is loading
limit, which is either the SLR or the DLR.

The rating of the SVC and TCSC are limited [16]:

−100MVAr ≤ QiSVC ≤ 100MVAr, i ∈ NSVC (35)

−0.8Xli ≤ XiTCSC≤ 0.2Xli, i ∈ NTCSC (36)

where NSVC and NTCSC are the number of FACTS devices
used.

The load factor λf is controlled by its boundaries as

1 ≤ λf ≤ λmaxf (37)

C. CONSTRAINT HANDLING STRATEGY
The techniques used to manage the constraints in case of
meta-heuristic optimization algorithms have a significant
impact on the quality of the solutions. Many ways exist
for considering constraint functions in optimization prob-
lems. According to [54] they can be classified in the follow-
ing categories: Penalty functions, separation of constraints
and objectives, repair algorithms, special representation and
operators and hybrid methods. A different approach for
constraint-handling is described in [55] for single-objective
optimization and multi-objective optimization. According to
the classification from [54] that is given above, it belongs
to the category separation of constraints and objectives. The
approach is based on preferring feasible over infeasible solu-
tions but in contrast to the death penalty the existence of infea-
sible solutions is permitted [21]. More exactly, if comparing
two vectors Eu and Ev, Eu is considered better than Ev if:
1) Both solutions are feasible but Eu has a better perfor-

mance concerning objective function value (s), meaning f
(Eu) < f (Ev) or Eu ≺ Ev for single-objective or multi-objective
optimization, respectively.

2) Both solutions are infeasible but Eu has a lower sum of
constraint violation than Ev.
3) Eu is feasible and Ev is not.
Using this approach, the original selection method is used

if two feasible individuals are compared. A feasible solution
is always preferred over an infeasible solution. In the com-
parison of two infeasible solutions, the one that is closer to
the feasible space should win to direct the search towards the
feasible region.

In this study, the constraint violations that are considered
are violations of the branch flow and bus voltage limits which
can be expressed as follows:

BLL =


0; if E(S l) ≤Smaxl

e

[
ϒ

(
1−

E(Sl)
SmaxL.

)]
; if E(S l) >Smaxl

(38)

VL =

{
0; if 1.1 ≥E(V Li) ≥ 0.95
e[ν(1−E(V Li)]; otherwise

(39)

where BLL and VL are the branch loading and the line
voltage level, respectively, and ϒ and ν are small positive
constants [56].

VII. SOLUTION APPROACH
A. MOTLBO
The teaching-learning based optimization (TLBO) technique
depends on the influence of a teacher on the learners in
class. Similar to other population-based techniques, it uses a
population to arrive to a global solution. The process of TLBO
is split into two phases. The first is the ‘‘Teacher Phase’’
which involves the learning of students from the teacher,
who is assumed to be the best student. The second phase is
the ‘‘Learner Phase’’ which involves the learning of students
from interactions between them [36]. In the MOTLBO algo-
rithm, we use an external archive to save the finest solution
got so far. We use the non-dominated sorting concept used
in NSGA-II [55] to select individuals on the better front in
order to push the population to the Pareto front. At the same
time, in order to maintain the diversity of current best solu-
tions in external archives, the concept of crowding distance
calculation in [57] is used.

1) TEACHER PHASE
In the ‘‘Teacher phase’’, the Teacher is considered the most
learned student in the class. Therefore, at each iteration ‘i’,
the best learned among the population will act as Teacher
and denoted by Mnew and tries to bring the mean of the class
(Mi) towards his level. The solution is improved using the
difference mean (DM i) as follows [57]:

DM i = rand (0, 1) ∗(Mnew − TfMi) (40)

Tf = round[1+ rand(0, 1)] (41)

Xnewi = Xoldi + DM i (42)

where Tf is the teaching factor designed as integer either 1
or 2. The new value of Xnewi is accepted if it gives less value
of cost function.

2) LEARNER PHASE
In addition to learning knowledge from the teacher,
the students can also increase their knowledge by discussing
and interrelating with other students. A student will learn
additional information if the other students have more infor-
mation than them. During this stage, the student Xi interre-
lates randomly with another student Xj in order to grow their
information. In the case that Xj provides a better solution than
Xi, Xi accepts it, otherwise they will keep it as it is [57].

Xnewi =

{
Xoldi + r

(
Xi − Xj

)
if f (Xi) < f

(
Xj
)

Xoldi + r
(
Xj − Xi

)
if f

(
Xj
)
< f (Xi)

(43)

The MOTLBO termination criterion assumed here is that the
procedure is paused when the greatest number of cycles are

VOLUME 8, 2020 167653



M. El-Azab et al.: Allocation of FACTS Devices Using a Probabilistic Multi-Objective Approach

achieved. The last arrangement of learns performed yield the
Pareto optimal set through their target value [57].

B. BEST COMPROMISE SOLUTION (BCS)
As soon as the Pareto optimal solutions are generated, a sin-
gle solution that provides best results from the planner’s
point view can be chosen. Otherwise, a compromise solution,
BCS, that provide acceptable results for all objectives can
be obtained. To obtain the BCS, a fuzzy decision-making
approach is used in this work. In this case, the ith objective
function fi is denoted by the membership function µi which
can be expressed as [58].

µi =


1 fi ≤ fi,min
fi,max−fi

fi,max − fi,min
fi,min < fi < fi,max

0 fi ≥ fi,min

(44)

where fi,max and fi,min are the extreme and lowest values of the
ith objective function amongst all non-dominated solutions,
respectively. For the individually non-dominated solution k ,
the corresponding membership function µk is considered to
be [58]:

µk =

∑Nobj
i=1 µ

k
i∑m

k=1
∑Nobj

i=1 µ
k
i

(45)

where m is the number of Pareto solutions. Finally,
the BCS is the one that achieves the greatest membership
function µk [58].

C. PROBOASED APPROACH
The optimal allocation of SVC and TCSC devices is
expressed as a hybrid continuous-discrete multi-objective
problem (MOP). The optimization approach can be split into
two levels. In the upper level, the MOTLBO seeks the best
solution amongst several feasible solutions for the locations
and ratings of FACTS controllers. The result of this level
is sent to the second level where the (2PEM+1) method
is used in the solution of the probabilistic OPF problem.
This is an essential step for the estimation of the fitness
function for each learner in the MOTLBO. The flowchart
of the planned approach is shown in Fig.3. The proposed
(MOTLBO/2PEM+1) step-by-step strategy is described as
follows:

Step 1: The power network data, wind data, and MOTLBO
parameters are entered.

Step 2: The rating and location of FACTS controller as well
as control variable are set as the design variables.

Step 3: The first population (learners) is initialized as
indicated by the number of design parameters and population
size.

Step 4: The line data (for TCSC), bus data (for SVC
devices) are calculated for each Learner Phase and probabilis-
tic OPF is employed using the (2PEM+1) process to estimate
the values of the objective functions for each learner.

Step 5: The constraint handling strategy is applied.

Step 6: Non-dominated results, if detected, are stored in the
external archive.

Step 7: The mean value of the learners is calculated from
this archive.

Step 8: The Teacher phase of the MOTLBO algorithm
is run by randomly selecting the one of the non-dominated
solutions to act as a teacher.

Step 9: The individual is modified based on the teacher
using equations (41) to (43).

Step 10: The fitness value of the objective functions for
each learner is calculated using the (2PEM+1).

Step 11: Non-dominated solutions are detected if present
and the archive is updated.

Step 12: The Learner Phase of the algorithm is engaged and
the positions of the learners is modified if they were improved
by applying (44).

Step 13: Non-dominated individuals are detected if present
and the archive is updated.

Step 14: If the termination rule is satisfied, Step 15 is
executed, otherwise, the procedure loops back to Step 4.

Step 15: The expected value of the objective function
is computed along with the size and locations of FACTS
devices.

Step 16: The Fuzzy approach is applied to obtain the BCS.
Step 17: The procedure is terminated

VIII. TEST STSTEM AND CASE STUDIES
In order to validate the performance of the proposed
MOTLBO approach is tested on amodified IEEE 30-bus. The
operating conditions of the system is obtained from [59], [60]
which is considered as the base case. It is assumed that
there are two variable speed wind farms connected at bus 14
and 19, as shown in Fig. 4. Each farm has 24 identical
wind turbines, with the following turbine parameters: NEG
Micon 1500/64 wind turbine, Vi = 5 m/sec, Vr = 15 m/s,
Vo = 25 m/s and Pr = 1.5 MW at unity p.f. The scale
and shape parameters for the site is c = 8.549 m/s and
k = 1.98, respectively. On all optimization runs, the initial
control parameters for the MOTLBO, algorithm are set as
maximum number of iterations (GN) = 200, Population size
(N) = 100, The maximum size of the Pareto-optimal front
was selected as 30 solutions.

A. CASE ONE: WITHOUT FACTS CONTROLLER
In this case, no FACTS equipment’s are installed and the
load factor λf is between [1, 1.5]. The objective of this case
is to check the effect of DLR on the loadability and losses
of the system. The problem was formulated as an MOP for
power loss minimization and loadability maximization using
MOTLBO. The results shown in Fig. 5 show the Pareto
optimal solutions that the satisfy the constraints for both SLR
and DLR. Based on the Pareto optimal solutions, the maxi-
mum system loadability (MSL), the best minimumpower loss
performance, the BCS and the optimum control variables can
be obtained as shown in Table 1. It can be noted that for the
BCS obtained using the using fuzzy min-max approach has,
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FIGURE 3. Flowchart of proposed algorithm for FACTS controllers allocation.

the system loadability of 112 % and the total transmission
losses of 4.13 MW. In case of DLR, the system loadability
of 123 % and the total transmission losses of 5.93 MW.
Therefore, the use of SLR is a conservative approach that
might limit the MSL without need, also, it can be seen when
consider the DLR the line flow can be increased if compared
with SLR as shown in Fig. 6, without violation thermal limit
constraint.

B. CASE TWO: WITH FACTS CONTROLLER
In this case, the use of FACTS controllers to enhance
the operation of the system is investigated considering the

DLR. To achieve this task, three different scenarios are
considered as follows: Scenario 1, three SVCs are to be
installed, Scenario 2, one TCSC device is to be installed,
finally, Scenario 3, three SVCs and one TCSC are to be
installed. The three objectives considered in this case are
similar to Case 1 with the addition of a third objective rep-
resenting the minimization of the FACTS establishment cost.

1) SCENARIO 1
The diversity of the Pareto optimal solutions over the trade-
off surface for this scenario in case of SLR and DLR
are shown in Figs. 7 (a) and 7(b), respectively. Table 2
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TABLE 1. Simulation results for objective function values and Optimum control variables for case one.

FIGURE 4. Modified IEEE 30-bus System.

shows the optimum control variables, the optimal ratings
and locations of the three SVCs as well as the correspond-
ing best MSL, best expected real power loss, the FACTS

FIGURE 5. Pareto optimal front in two objective functions without FACTS
controllers.

establishment cost and the BCS. By using MO-TLBO algo-
rithm, all the objectives, are optimized simultaneously and
the best-compromised solution has been determined by using
fuzzy min-max approach. In case of SLR, the obtained
best-compromised solution has the SVCs are installed at

167656 VOLUME 8, 2020



M. El-Azab et al.: Allocation of FACTS Devices Using a Probabilistic Multi-Objective Approach

TABLE 2. Simulation results for objective function values AND OPTIMUM control variables FOR SCENARIO one (With SVC).

in buses 30, 14, and 4, with ratings of 2.72, 2.13, and
-1.57 MVAR, respectively. In this case the MSL is 117%, the
power losses is 5.735 MW and the SVC establishment cost is
US$ 0.814× 106.
In case of DLR, the obtained best-compromised solution

has the MSL is 137%with the SVCs installed at buses 18, 12,
and 22 rated at -16.24, 24.93, and 1.03 MVAR, respectively.
The losses has increased to 9.122 MW and the establish-
ment cost of the FACTS equipment’s has increased to US$
5.114 × 106. This increase is due to the increase in the
MSL.

2) SCENARIO TWO
The Pareto optimal solutions for this scenario in case of SLR
and DLR are shown in Figs. 8 (a) and 8(b), respectively.
Table 3 shows the optimum ratings and locations of the
TCSC aswell as the correspondingMSL, expected real power
loss, the FACTS establishment cost and the BCS. In case
of SLR, the TCSC are installed in line number 25 between

FIGURE 6. Power flow of IEEE 30-bus system with SLR and DLR.

buses (10-20), with rating of – 0.72 pu, based on the BCS.
In this case the MSL is 125%, the power losses is 6.46 MW
and the TCSC establishment cost is US$ 02.67× 106.
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FIGURE 7. Pareto optimal set for allocation of SVC (a) SLR, (b) DR.

FIGURE 8. Pareto optimal front for allocation of TCSC (a) SLR, (b) DLR.

FIGURE 9. Pareto optimal front for rating and location of (TCSC-SVC) a (SLR), b (DLR).

In case of DLR, the obtained best-compromised solution
has the MSL is increased to 130% with the TCSC installed
in line number 16, between buses (12-15), with rating of

–0.69 pu, the losses has increased to 7.06 MW and the
establishment cost of the FACTS devices has increased to
US$ 3.107× 106.
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TABLE 3. Simulation results for objective function values and Optimum control variables for scenario one (With TCSC).

FIGURE 10. MSL (%) comparison for SLR and DLR for different FACTS
controllers.

3) SCENARIO THREE
The Pareto optimal solutions for this scenario in case of SLR
and DLR are shown in Figs. 9 (a) and 9(b), respectively.

FIGURE 11. Active power losses (MW) comparison for SLR and DLR for
different FACTS controllers.

Table 4, shows the optimal ratings and locations of the three
SVC and one TCSC as well as the corresponding MSL,
expected real power loss, and the FACTS establishment cost
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TABLE 4. Imulation results for objective function values and Optimum control variables for scenario three (SVC- TCSC).

for the BCS. In case of SLR, the SVCs are installed at in buses
28, 22, and 30, with ratings of size 0.22, - 5.05, and 4.412
MVAr, respectively and the TCSC are installed in line line
number 41 between buses (6-28), with rating of – 0.79 pu,
based on the BCS. In this case the MSL is 125%, the power
losses is 5.02 MW and the TCSC establishment cost is
US$ 4.92× 106.

In case of DLR, the MSL is increased to 132% with the
TCSC installed in line number 28, between buses (12-15),
with rating of – 0.69 pu a along with SVCS are installed at
in buses 14, 29, and 30, with ratings of size 0-6.82, 28.61,
and 23.20 MVAr. The losses has increased to 7.89 MW and
the establishment cost of the FACTS devices has increased to
US$ 7.57× 106.

C. COMPARISON OF THE THREE SCENARIOS
Table 5, displays a comparison of the BCS for all scenarios
where the results indicate that the system loadability when
using the TCSC is better as compared to the SVCs in case
of SLR. However, in case of DLR, the use of SVCs leads
to a higher value of system loadability. This is also shown
in Fig. 10. The results also show that the loadability increases
when considering the DLR as compared to SLR for all types
of FACTS controllers. However, this increase is higher in
case of using SVCs as compared to the TCSC. On the other
hand, the power losses in case of DLR is increased as shown
in Figure 11 for all types of FACTS devices. This is mainly
due to the increase in the power flowing in different lines of
the system as compared to SLR case. Regarding the FACTS
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TABLE 5. Comparison of BCS for study Scenarios 1,2 and 3.

FIGURE 12. Load buses voltage profiles for the BCS for SLR.

FIGURE 13. Load buses voltage profiles for the BCS for DLR.

devices costs, it is clear that the use of DLR increases the
cost as the size of the FACTS controllers has to be increased
to accommodate the additional loadability of the system.

FIGURE 14. Convergence of BCS system loadability for SLR.

FIGURE 15. Convergence of BCS of power losses (MW) for SLR.

The least increase in the cost is for the case of the TCSC
which also corresponds to the least increase in the sys-
tem loadability and power losses. Accordingly, it can be
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FIGURE 16. Convergence of BCS system loadability for DLR.

FIGURE 17. Convergence of BCS of power losses (MW) for DLR.

concluded based on the system under study that the DLR
has a higher impact in case of using the SVCs. Also, it can
be observed from tabulated results no solution can dominate
others offer all objective function. The voltage profiles corre-
sponding to the BCS for all types of FACTS devices in case
of SLR and DLR are shown in Fig. 12 and 13.

IX. APPROACH ASSESSMENT
The variation of best compromise solution (BCS) for the
active power loss, MSL and the FACTS establishment cost
versus the number of iterations for the SLR and DLR are
presented in Fig. 14 to Fig. 19. The figures show that the solu-
tion for all cases converge at around 100 iterations. Hence,
the proposed optimization approach shows fast convergence.
Moreover, the convergence characteristics are not monotonic
most likely due to the existence of best compromise solution
(BCS). In each iteration, there are several non-dominated

FIGURE 18. Convergence of BCS cos of FACTS USD for SLR.

FIGURE 19. Convergence of BCS cos of FACTS USD for DLR.

solutions and one of them has been selected as the BCS
considering Equations (44) to (45). In the following iteration,
however, another solution might be selected as the BCS, and
therefore, a non-monotonic convergence may occur. It can be
seen that after 200 iterations, all objective function settles to
a fixed value.

X. CONCLUSION
This article uses two promising and effective technologies
including FACTS controller and DLR, which are expected
to improve congestion mitigation performance and contribute
to the effective use of transmission networks. Therefore, this
article introduced an effective and simple methodology for
choosing the ideal capacity and location of FACTS con-
trollers for networks with a high penetration of wind genera-
tion. The allocation of FACTS controllers is presented as an
MOP. The objective functions taken into consideration simul-
taneously in the study were the maximization of network
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loadability, the minimization of expected network losses,
and the minimization of the FACTS controller installation
cost. In this study, wind generation and load demand were
considered uncertainties that were modeled using the PEM
while seeking optimum allocation of FACTS controllers. The
effectiveness of the proposedmethodwas studied by applying
it to the modified IEEE 30-bus system and it was solved
using (MOTLBO+2PEM). Simulation results have shown
that by incorporating DLR, the utilization of the transmission
system could be improved and the amount of power could
be increased compared to the outcomes achieved when these
limits were constant. Addressing results in a more general
note, it is demonstrated that DLR integration in the power
grid can avoid building new transmission lines, solving some
of the first grid problems due to RES generation development
rapid growth. Thus, the use of FACTS controllers and DLR
together complement each other and lead to enhancement of
power system performance.
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