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ABSTRACT Driven by the ubiquitous smart devices, wireless traffic data has increased significantly and
brings a great burden on backhaul links. Edge caching and device-to-device are proved not only can overcome
the above challenges, but also to reduce the energy consumption of devices. Meanwhile, the development
of hardware makes it possible for terminal devices to cache popular content (referred to as ‘‘helpers’’).
In this paper, a device-to-device assisted edge caching network via helpers is designed to provide low-latency
content access and alleviate the traffic load. Then, we formulate the problem of maximization of the
successful delivery rate under the constraints of the Signal-to-Interference-plus-Noise Ratio and caching
capacity as an integer programming and pose a novel efficient and effective scheme. Based on the algorithm,
we first transform the problem into a tractable form. Then this paper presents a hybrid of heuristic approach
and iterative selection method to limit the search scope. The simulations demonstrate the method can
significantly reduce the system computation time. Moreover, the effects of different scenarios and parameter
settings about the successful delivery rate of the Device-to-Device assisted edge caching networks are
analyzed.

INDEX TERMS Cover inequality, D2D-assisted edge caching network, edge caching networks, NP-hard,
SINR.

I. INTRODUCTION
With the rapid growth of new mobile applications such as
live-stream, virtual reality (VR), and augmented reality (AR),
video traffic has become the dominant mobile network world-
wide. The Cisco Visual Networking Index predicts that
mobile video will grow at a Compound Annual Growth
Rate (CAGR) of 55 percent between 2017 and 2022 [1].
The increasing growth of traffic and ubiquitous applications
present several challenges, such as network congestion occur-
ring during the peak-time period, high-level power consump-
tion and undesirable radio interference [2].

To alleviate the traffic congestion on the backhaul net-
work, the concept of edge caching has been proposed and
attracted lots of attention in both academia and industry [3].
Edge caching is an emerging paradigm that stores popu-
lar content at the edge like Base stations (BSs) and access
points (APs) [4], [5] rather than the centralized cloud, thereby
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reducing latency and the burden of the backhaul network [6].
Although edge caching is now widely considered to be an
efficient approach for alleviating the heavy network load,
it still faces limitations. Due to a surge of traffic loads, the cel-
lular network neither can fulfill all the requests of caching
content and lead to lower quality of experience (QoE),
especially for high-quality video, nor reduce the spectrum
requirement.

Device-to-device (D2D), which supports the direct com-
munications between users bypassing the base stations
(BS) [7], is envisaged as another communication paradigm
to offload cellular traffic [8]. D2D communications using the
same spectral resource with cellular users avoid significant
uncontrolled interference which is in the unlicensed band
like WiFi and Blue-tooth technologies [9], [10]. Although
non-negligible interference is produced, D2D can achieve a
high data transmission rate during the traffic peak periods and
enhance cellular spectral utilization. Meanwhile, with smart
devices growing in popularity, they can not only store content
for themselves but also share the data with proximate devices

VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/ 163953

https://orcid.org/0000-0002-0604-3445
https://orcid.org/0000-0002-5982-8190


B. Yu et al.: Collaborative Cache Allocation and Transmission Scheduling for Multi-User in Edge Computing

through D2D communications. Therefore, the D2D commu-
nication can work as complementary to the edge caching. The
combination of D2D and edge caching is introduced as an
initiative that efficiently handles the costs of infrastructure
and transmission delay. The D2D-assisted edge caching net-
work has the following advantages: i) alleviating the backhaul
burden by avoiding download the same content from the core
net. The research results show that the active cache can save
backhaul overhead by up to 22% [11]; ii) reducing latency by
shortening the transmission distance [12].

We model the D2D-assisted edge caching scenario, where
we select edge devices, such as smartphones with large
storage capacity, to cache popular content. These devices
are connected via D2D communication and update cached
content during the off-peak time. These edge devices are
referred to as helpers to establish an edge caching infras-
tructure. Generally, the feasible D2D communication dis-
tance depends on the interference among D2D pairs and
quality of service (QoS), which is defined as the Signal-
to-Interference-plus-Noise Ratio (SINR). However, interfer-
ence in D2D communications is usually more complicated
by reusing the cellular resources. Many studies in this field
(such as [13]) have considered simplified interference mod-
els. Due to the uncertain distribution of helpers and devices,
the interference of D2D links is irreducible. We consider
more realistic modeling to analyze the effect on interference
and popular content distribution. At the same time, since one
helper can just set up a D2D link to one device and provide
the required content whichmay be requested bymany devices
in the D2D-assisted edge caching network, different D2D
pairing scheme has a significant impact on content delivery
resulting from the interference. Therefore, our main focus is
to maximize the Successful Delivery Rate (SDR) under the
constraints of channel resources, caching capacity, and SINR.
The problem is formulated as Integer Linear Programming
which is NP-hard with devices distributed in Euclidean [14].
To the best of our knowledge, the conventional approach of
previous literature is hard to solve the global optimum of
the Integer Linear problem under SINR constraints. Different
from the prior works, we proposed a novel algorithm to com-
puting the global optimal solution for the D2D-link scheme.
The model is transformed via more effective inequalities to
achieve better performance. The main contributions of this
paper are summarized as follows.

1) We establish a stochastic edge caching networksmodel,
in which randomly distributed helper device stores the
popular content using their own storage resources, such
as RAM memory, and sends the requested data via
D2D communication to nearby devices. In our model,
it also considers the popularity distribution of content,
channel fading of D2D-link, network interference, and
memory size.

2) Wefirst formulate caching optimal problem aboutmax-
imizing the successful delivery rate of D2D-assisted
edge caching networks. End devices can get required
contents using a D2D link from a nearby helper who

cached the file instead of getting it from the remote
server. We analyzed the SINR and content popularity
of the network and achieved the optimal value of SDR
through link scheduling and content placement.

3) To the best of our knowledge, the previous methods
are to solve the integer linear model to obtain global
optimum. Due to the complexity of SINR constraints,
a low-complex algorithm is designed in this paper.
We first reformulate the complicated SINR constraints
into more effective inequalities. Then, an iterative
scheme is designed to select appropriate D2D-link for
content sharing. Meanwhile, we make out the strict
inequalities of constraints in each iteration to narrow
down the search results. The new approach can obtain
global optimum and reduce computation time.

4) With numerical results, the proposed solution is supe-
rior to conventional methods. Besides, the experiment
validated the impact of key parameters and provided
indispensable references for the future development of
D2D-assisted edge caching networks.

The rest of this paper is structured as follows. In Section II,
we discuss the related work; in Section III, the system model
is presented and the performance metric is considered; then
in Section IV, we formulate the system as an Integer Lin-
ear optimization problem; Section V details the proposed
solution; simulation results are shown in Section VI. Finally,
Section VII concludes the paper.

II. RELATED WORK
In the previous works, to deal with the congestion prob-
lem and handle the increase in video traffic. The small
cell network, consisting of short-range base stations, such
as picocells, microcells, or femtocells, is regarded as com-
plementary to the existing macrocellular network to reduce
network congestion [15]–[17]. However, this method faces
many challenges: 1) To meet the data rate requirements,
a high-speed backhaul is needed to connect the small cell
access points (APs) to the core network [18]. In particular,
the density of APs is equal to the spatial distribution of
users in the current researches [19]. Therefore, it is necessary
to deploy expensive backhaul cables such as optical fiber
in this solution. 2) Densely deployed small cells and coex-
istence/interaction with existing macro base station (MBS)
infrastructure bring about new problems, such as mutual
interference and spectrum resource allocation, which requires
additional efficient radio resource allocation and interference
management technology [20] and is hard to manage the
large scale network [21]. Meanwhile, based on the research,
the most cause of network congestion is from repeated down-
loads of the popular data [4], which indicates that many users
only view a small number of video contents that occupy most
of the entire data traffic. Because of this, traditional dis-
tributed content delivery networks (CDN) transmits duplicate
content multiple times, which results in the waste of network
resources.
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Mobile edge caching and D2D communication are two
potential technologies to solve traffic overload problems.
In this paper, we consider the integration of D2D into edge
caching to overcome the above limitations. The most related
literature to our research is categorized as follows.

A. CACHING ON THE EDGE
As edge computing is regarded as an effective approach
to traffic offloading, several researchers proposed caching
on the edge to reduce latency and backhaul load. In [22]
Ahlehagh et al. study the effect of the edge caching and
prove it helps to improve the video capacity and min-
imize stalling. Kwark et al. [23] design a content con-
trol plan to obtain as much required content as possible.
A performance-guaranteed algorithm is proposed and tes-
tified under three specific scenarios. In [24], Chen et al.
analyze the data cognitive intelligence which is imported to
provide personalized and smart service. They put forward an
optimal caching strategy for both small-cell and macro-cell
and results show its lower latency compared to conventional
methods. Błaszczyszyn and Giovanidis [25] maximize the
user’s hit probability in wireless cellular networks by Poisson
point processing. Their optimal policy increases the chances
of the hit. Lin et al. [26] minimize the cost flow in wireless
small cell networks and decrease the computation complexity
using a learning approach to solve the problem in polyno-
mial time. However, this solution consumes many spectrum
resources and hard to cater to a sudden increase in traffic in
peak-time.

B. D2D COMMUNICATIONS
Extensive works are conducted recently to offloading con-
tents via D2D communication. Doppler et al. [7] prove
that D2D is beneficial to enhance the total throughput and
give the advantages of low delay and high transmission
rate. Pei et al. [27] design a D2D resource allocation in
non-orthogonal multiple access (NOMA) cellular network.
They offer an iterative scheme to maximize energy efficiency
under the Karush-Kuhn-Tucker conditions. Wang et al. [28]
study resource allocation problem in UAV-assisted networks,
in which UAV is regarded as an energy source for D2D
devices. They aim to maximize the average throughput
while satisfying the energy causality constraint and formulate
the problem as mixed-integer nonlinear programming and
present the Lagrangian relaxation method to resolve. In [29],
Ma et al. propose a relay-assisted D2D communication in the
millimeter-wave spectrum. They investigate a multi-objective
combinatorial optimization problem about the trade-off of
the transmit power and system throughput. Liang et al. [30]
design a resource allocation solution under different QoS
requirements for the D2D-enabled vehicular networks frame-
work.

C. D2D ASSISTED EDGE CACHING
The combination of D2D communication and edge caching
which is more complex than a single network model [31] is

expected to mitigate the drawbacks: repeated content trans-
mission, high bandwidth consumption, and backhaul con-
gestion. With the rise of the ‘‘Internet of Things’’ (IoT),
they demand resources management and coordination [32].
In [33], to overcome the limited resources of servers and
lots of services in a smart city, end IoT devices as caching
helper is seemed to be a promising scheme for this challenge
and enhance the cache-enabled network. Wu et al. [34] set
up a collaborative content sharing framework based on D2D
and caching and propose cache management about caching
decision, update mode, and sharing mode selection. In [35]
Li et al. propose a delay-aware algorithm for latency mini-
mization in D2D assisted edge caching network. To address
the drawbacks of the small-cell network, Zhao et al. [36]
offer a caching scheme and develop three-link scheduling
schemes to maximize the throughput. To solve the problem
of content transmission, Waqas et al. [37] propose caching
contents in a helper for content delivery using D2D com-
munication. While the previous works studied the optimiza-
tion in collaborative edge caching with D2D communication,
however, they do not consider the constraints of SINR and
the time-consuming optimization algorithm. Thus, we will
formulate a caching delivery problem to maximize the SDR.
Meanwhile, we develop a novel integer programming algo-
rithm to meet delay-sensitive applications.

III. SYSTEM MODEL
An edge caching network based on Spatial Time Divi-
sion Multiple Access (STDMA) is considered, in which the
helpers are capable of caching popular content via D2D
communication, as depicted in Fig. 1. In general, each device
can be either a helper or a terminal device. We assume the
network consists of |H | helpers chosen from devices and |U |
users. The key notations are summarized in Table 1.

A. CACHING MODEL
In the network, we denote the set of cached files as F and
the number of file is n, F = {f1, f2, · · · , fn}. Each file with
the same size is L bits. The caching capacities of helper
is C bits. The preference content of each user refer to a
kind of content v ∈ V = {v1, v2, · · · , vn}. The probability
that a user u prefers the content type v is avu ∈ [0, 1], and∑V

v=1 a
v
u = 1. In each category of content v, the file fi means

the i-th most popular file according to Zipf distribution. The
request probability of file fi can be given as:

qvf =
G(fi, v)−β∑f
i=1 G(fi, v)

−β
, ∀f ∈ F, ∀v ∈ V

where G(f , v) is the rank of file f for the content v. β ≥
0 defines the skewed popularity distribution, which means
larger β reflects higher content reuse, indicating that few files
are requested by most users.

B. CACHING COMMUNICATION MODEL
When a user u requests file f , it first checks its cache whether
the content is stored locally. If the file is not in its device,
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FIGURE 1. D2D-assisted edge caching networks.

TABLE 1. Summary of notation.

the user will send a request to MBS. MBS will allocate the
request to the appropriate helper which stores the file. It’s
assumed that the MBS knows the caching condition of all
helpers and the channel state information of the network.
Meanwhile, we assume that:

1) A file cannot be cached at more than one helper. File
stored at helper h ∈ H is denoted as a binary vector S =
{sh,1, sh,2, · · · , sh,f }, shf represents whether helper h
caches file f ;

2) Due to D2D communication between users and helper,
a user can communicate with at most one helper at a
time. The binary variable xh,u denotes whether helper
h send the required content to user u;

3) To ensure successful communication, every D2D-link
has to satisfy the SINR threshold. u can receive the file
from h only if SINR ≥ γ , γ is SINR threshold.

IV. PROBLEM FORMULATION
In this section, the joint caching placement and D2D link
schedule optimization for maximizing SDR is formulated as
follows. The conventional approach for global optimum is to
solve the following Integer Linear problem.

[M1] L∗

=
1
u

max
U∑
u=1

F∑
f=1

V∑
v=1

avuq
v
f xh,u (1)

s.t.
H∑
h

sh,f ≤ 1, ∀f ∈ F (2)

F∑
f=1

shf ≤
C
L
, ∀h ∈ H (3)

∑
u∈U

xhu ≤ 1, h ∈ H (4)

Phghuxhu +Mhu(1− xhu) ≥ γ (
∑
k 6=h

Pkgkuxk + η)

(5)

xh,u ∈ 0, 1, ∀u ∈ U , ∀f ∈ F (6)

sh,f ∈ 0, 1, ∀h ∈ H , ∀f ∈ F (7)

where in (1) avu, q
v
f denote the probability user u request

content of type v and the request probability of content f in
type v, respectively. Constraints (2) and (3) refers to each
helper storage at most one content and the memory limits
of helper h. Inequalities (4) state that at most one D2D-links
can be activated. This corresponds to the first two constraints
in Section 3. Inequalities (5) formulate the SINR require-
ment with the transmit power Ph. For xhu, the constraint is
always met by an adequately large number Mhu to satisfy all
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x-variables setting equal to one. Solving the integer problem
by the conventional approach relies heavily on the bound
from the constant relaxation. The big number M , known as
a big-M problem in integer programming, greatly weakens
the continuous relaxation. Moreover, the values of propaga-
tion gain g in (5) vary remarkably in magnitude and cause
numerical difficulties in problem solution.

V. PROPOSED SOLUTIONS
A. INEQUALITY TRANSFORM
If D2D-link (h, u) is activated, inequality (5) can be simpli-
fied to a knapsack constrint as

∑
k 6=h$kuxk ≤ ϕhu, where

$ku = Pkgku, ϕhu =
Phghu
γ
− η. Then we transform the

inequality via cover inequality as the constraint of knapsack.
In cover inequality, a set C is called a cover if it satisfies∑

k∈C $ku ≤ ϕhu. It is impossible to put all the elements of
C in the knapsack, at most |C| − 1 elements can be selected.
Based on cover inequality, we can transform equality (5)
into

∑
k∈C xk ≤ |C| − xhu. In the right-hand side of the

reformulated inequality, at most |C| − 1 helpers can send
content when D2D-link (h, u) is active between user u and
helper h. The improved optimization algorithm via cover
inequality is as follows:

[M2]
1
u

max
U∑
u=1

F∑
f=1

V∑
v=1

avuq
v
f xh,u

s.t. (2), (3), (4), (6), (7)∑
k∈C

xk ≤ |c| − xku,∑
k∈C

$ku ≤ ϕhu, h ∈ H , u ∈ U (8)

In the above algorithm, the reformuated inequality (8)
does not contain big-M and gain values in (5) which lead to
computational difficulties.
Theorem 5.1: The transformed formulation M2 is correct,

that is, its optimal solution is a feasible solution of L∗ of M1.
Proof: Assume the solution violated SINR is infeasible

for L∗ and Z denotes the set of helpers. The solution has
at least one D2D link (h, u) which

∑
k 6=h Pkgku>

Phghu
γ
− η.

The Z \ {i} forms (8). Thus, the optimal solution satisfies L∗.
Additionally, since (8) is derived from the SINR constraints,
the inequality will include all feasible solutions. Therefore,
the reformulation is correct. �

B. OPTIMATION ALGORITHM
It is hard to solve the problem, since it has several constraints,
such as equation (8), which increases exponentially with the
number of users. Therefore, it is crucial to strengthen the
restrictions on the range of D2D-links.

1) SIMPLIFYING THE CONSTRAINTS OF SINGLE OPERATIONS
The problem is solved by an iterative method with sim-
ple constraints such as inequality (9). In each cycle, a new
constraint inequality will be introduced to test whether it

satisfies the requirement. If the solutions do not satisfy the
inequalities, the model will be resolved.∑

k∈C

xk ≤ |c| − 1 (9)

2) A LINK-SELECTED HEURISTIC ALGORITHM
It can get the upper bound (UB) of the solution unless UB
is an optimal solution. A link-selected heuristic algorithm is
derived to generate a feasible set of D2D-links from helpers
to suitable users. The interference caused by the links in UB
is calculated and then removes D2D-link, causing the greatest
interference in UB. The algorithm repeat the process until the
SINR of link (h, u), γh,v ≤ γ . The detail of the algorithm is
as follow:

Algorithm 1 Link-Select Algorithm
Input: Upper bound (UB) of solution D2D-link (h, u); SINR

of link (h, u) is γh,u
1: while γh,u ≤ γ do
2: Sort the interference caused by the links in UB
3: Remove the largest interference element in UB
4: Calculate γh,u
5: end while

Output: Lower bound of solution

C. STRICT CONSTRAINTS OF THE D2D-LINK
In the left-side of inequality, it is easy to check whether
(h̄, ū) satisfies the constraint (9) when D2D-link xhu = 1.
If the SINR is under the threshold, the link xhu will meet
the requirement of (9). However, the limitation of (9) is too
relaxation, and the solution range is too large. To get a more
restrictive inequality, we need to make the minimum number
of elements as the minimum cover. Assume

∑
k 6=h$kuxk >

ϕhu. Theminimum number of elements is the sum of the num-
ber of interference D2D-link that just exceed ϕhu. To get the
minimum number of elements, we first sort of the elements
in set (h̄, ū) = 1 in descending order. Second, adding the
elements until the sum exceeds ϕhu. D denotes the index of
these elements. The inequality is acquired as follows:∑

k∈D

xk ≤ |D| − xhu

FIGURE 2. Lifting cover inequality.

Lifting in the right-side of inequality: Assume D2D-link
(h, u) with k 6= u, as depicted in Fig. 2. i)k /∈ D, If the
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link (h, u) can maintain the maximum interference from other
D2D-links in the D set which is b and b ≤ |D|, the restrictive
constraint is

∑
k∈C xk ≤ |D|−xhu−αxhk , where α = |D|−b.

Specifically, D2D-link xhu and xhk cannot be activated at the
same time. If xhu = 1, the inequality is

∑
k∈C xk ≤ |D|−xhu.

Otherwise, if xhk = 1, there are at most b links in setDwhich
can be activated. To get b, we sort the links in D in ascending
order according to the interference intensity of user k and
calculate the links in the sorted list until the sum exceeds ϕhu.
ii) K ∈ D, the b is exclusive of set D and α = |D| − 1 − b.
The general form of lifted inequality is as follows:∑

k∈D

xk ≤ |D| − xhu −
∑
k 6=h

αxku (10)

Algorithm 2 Lifting the Cover Inequity
Input: D2D-link (h, u);sum of interference; ϕ;
1: Sort$ku, k 6= h, k ∈ H in descend order
2: while sum ≤ ϕ do
3: sum = sum+ 1
4: D = |sum|
5: end while
6: if D2D-link (h, u) with k 6= u then
7:

∑
k∈D xk ≤ |D| − xhu −

∑
k 6=h αxku

8: if k /∈ D, the maximum interference of (h, k) can be
suffered is b then

9: α = |D| − b
10: else if k ∈ D then
11: α = |D| − 1− b
12: end if
13: end if

Algorithm 3 Summary of the Optimal Algorithm
1: Initialized results, O
2: Calculate h̄, ū under constraints of (1)(2)(3) (4)(6)(7)(9)
3: Set LB = Link − select((h̄, ū)); Set L = LB+ 1
4: while result=has feasible solution do
5: O = O ∪ Lifting(h̄, ū)
6: Set(results,L̄,(h̄, ū))=Solve((1)(2)(3) (4)(6)(7)(9), O,

L)
7: for results = Solutionexistand(h̄, ū) is feasible do
8: Set LB = LB+ 1; Set L = LB+ 1 and Solve
9: end for
10: if results = solution exist then
11: Set LB = max(LB, Link-select(h̄, ū)) and UB =

min(UB, L̄)
12: end if
13: end while

D. SUMMARY OF THE OPTIMAL ALGORITHM
The procedure of the optimal algorithm is summarized in
Algorithm 3. In the first line, the problem is solved by
Solver under the constraints (2), (3) and (9). The upper

bound (UB) of the feasible solution can be obtained since
(9) just contains one interference link. The UB can meet the
SINR threshold unless UB is an optimal solution. A heuristic
named link-select algorithm is derived to generate a feasi-
ble link set. The link-select algorithm first calculates the
interference caused by links in UB to link (h, u). And then,
the algorithm selects and deletes the link, which causes the
largest interference. The heuristic algorithm repeats the pro-
cess until the SINR of link (h, u) meets the SINR threshold.
The Link-select algorithm calculates the lower bound (LB).
Meanwhile, the set of lifting inequalities of (10) is initialized
which denote by O
The algorithm constantly generates inequality (10) to

update set O. The algorithm is completed when the solver
finds link (h, u) with L feasible links and cannot find a
further solution. Considering the computational efficiency,
we do not require each iteration to be optimal. Once link
(h, u) meets the SINR threshold, the algorithm update LB and
repeats the process of line 8. If link (h, u) cannot satisfy the
SINR, the link-select algorithm is employed to renew the LB
and UB. And the process is followed by the next loop.

VI. PERFORMANCE EVALUATION
In this section, we assume that the devices are randomly dis-
tributed in a circular region with a radius equal to 100 meters
as in [38]. Users’ request probabilities follows the Zipf dis-
tribution with β = [0, 1]. The device transmission power
Ph = 0.1 Watts. The gain parameter g = d−α , where d is
the distance between helper and users, the path-loss exponent
α is 3, and the SINR threshold of the channel is 3db. And
there are 200 files, each of them with 50 bits in the networks.
The caching capacities are 150 bits. We adopt CPLEX integer
solver with its default options in implementing both M1 and
M2 approaches.

TABLE 2. Time-cost (seconds) of computation.

In Table 2, we compare the time spending (seconds) for
reaching the optimality of the optimal algorithmwith the con-
ventional integer-programming algorithm. We apply CPLEX
to solve both optimization algorithms under different num-
bers of helpers. We compute the averag time per case. From
Table 2, we can see that the computation time based on our
optimal algorithm is considerably reduced than the compu-
tation time of the conventional optimization algorithm. And
as the scale of the instance increases, the computation time
of the conventional algorithm increases significantly, while
the time increase of the algorithm based on our algorithm is
not obvious.
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FIGURE 3. Accuracy of new algorithm and influence of number of users
and helpers on SDR.

In Fig. 3, the curves are plotted using our algorithm and
conventional algorithm (M1) for three cases with a different
number of users and helpers. The results of our algorithm
have similar accuracy with the conventional algorithm, which
shows our approach does not affect the accuracy while reduc-
ing computation time (As prestented in Table 2 ). Moreover,
for the SDR, when the number of helpers increases, the SDR
performance enhances. It means that more helpers are in favor
of SDR. However, in the single case, the SDR climb steadily
and then slip with the increase of users. This is due to larger
interference to each D2D-links. Hence, it is crucial to choose
the appropriate number of servable users in terms of helpers.

FIGURE 4. Influence of SINR threshold on SDR.

Fig. 4 illustrates the impact of SINR threshold on SDR for
users = 20, 30 and 40 with helper =10 respectively. On one
hand, with a larger SINR threshold, the SDR decline from
about 0.9 to 0.3. The sensitivity of the device to interference
becomes higher, due to the increased SINR threshold. The
quality of communication from helpers to users become too
stringent to establish. On the other hand, it shows more users
cause higher SDR.

FIGURE 5. Influence of Zipf on SDR.

The SDR of the different number of D2D links is compared
in terms of Zipf in Fig. 5. For 10 helpers, the SDR grows with
the Zipf parameter increases. This is because that larger β,
which means higher content reuse increased the probability
of user request content from helpers. Additionally, under the
same conditions, more users can bring higher SDR sincemore
user requests are set up.

In the Fig. 6, the impact of the file length L on SDR with
50, 100 and 150 bits are compared. With the larger size of
the file, there is a gradual decline in the SDR. Because of the
increases in the length of a file, the number of files stored in a
single helper gets smaller. it requires high reliable D2D-links
to transmit the required content. Besides, the results show a
larger number of helper generates higher SDR. It is useful to
incentivize more user caching files and share with others to
improve SDR.

FIGURE 6. Influence of length of file L on SDR.

In the Fig. 7, the chart shows the comparison of the
caching capacity of helpers. As the caching capacity of helper
increases, the SDR grows steadily. Larger caching size is
helpful to store more files, which can satisfy the request
from users. Moreover, with the rise of users, the SDR is also
improved under the same caching size. This is because of
more users’ requests are satisfied via the reasonable schedul-
ing algorithm. Therefore, users should be encouraged to par-
ticipate in enhancing SDR.
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FIGURE 7. Influence of caching capacity of helper on SDR.

VII. CONCLUSION
Inspired by the D2D communication and edge caching net-
work, in this paper we studied the successful data rate in
a wireless network consisted of helper node and mobile
devices. We aimed to maximize the SDR with considera-
tions of energy, SINR, network interference, and caching
capacity. And the problem is derived as an integer program-
ming problem that is known as NP-hard. We designed a
new algorithm to improve efficiency using more effective
inequalities. Through the simulation, we have proved our
proposed algorithm is superior to the conventional algorithm
on reducing computation time without significantly affecting
the accuracy. We also numerically compared and analyzed
the impact of several parameters, like SINR threshold, length
of files, Zipf distribution parameter, and caching capacity of
helpers, on network performance. For the future work, we aim
to extend the system to the multi-cell case and adjustable
transmit power.
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