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ABSTRACT In order to explore the application of deep learning algorithms in arrangement and com-
position, and the role of blockchain in the protection of digital music copyright, a monophonic melody
composition model based on the deep generative adversarial networks (DCGANs) is constructed firstly, and
the composition performance of the model is analyzed using hymn as input sample in this study. Later,
the multi-instrument co-arrangement (MICA) model based on the multi-task learning is proposed, and the
composition performance is analyzed by taking the actual music as an input sample. Finally, the improved
practical byzantine fault tolerance (IPBFT) algorithm is proposed, and a digital music copyright protection
system is designed based on the blockchain in this study. The results indicate that the accuracies constructed
DCGANs model in predicting the Soprano and Alto voice melody are higher than those of the DeepBatch
model by 2.29% and 3.32%, respectively. The performance on the harmony score, note accuracy, levenshtein
similarity (LS), notes distribution mean square error, and empty as well as the convergence speed of the
constructed MICA model are better than those of other models. The average transaction per second (TPS)
value of the proposed IPBFT algorithm in the real digital music copyright protection system is 3469, which is
superior to other blockchain technologies. Finally, the digital music copyright protection system is achieved,
the error rate of completing the request is 0% in the state of many users operating concurrently, and a high
TPS value can be guaranteed. In short, the DCGANs and MICA models pointed out in this study can be
used in the composition of monophonic melodies and complex melodies, and the digital music copyright
protection system based on the blockchain has excellent performance in practical applications.

INDEX TERMS Deep generative adversarial networks, multi-instrument co-arrangement, practical byzan-
tine fault tolerance, blockchain, digital music copyright protection system.

I. INTRODUCTION
Music has been deeply integrated into our daily life. The
creation of music requires a lot of professional knowledge,
so that it is difficult for ordinary people to complete the music
creation, and professional musicians have to consume a lot
of time and energy to create music [1]. Therefore, the use
of computer technology to complete the music creation has
become the focus of research. Occurrence of deep learning
realizes the computer intelligent learning to a great con-
tent [2]. In addition, there have been many studies combining
the art creation and artificial intelligence technology, and the
application of deep learning algorithms in the field of music
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has gradually become a major trend of research [3], [4]. If the
algorithms are used to compose music, it requires that the
generated notes have to be correlated with each other to a
certain extent [5]. The multi-track music requires cooperation
of different instruments, so how to ensure the harmony of the
multi-track melody is an important problem to be solved [6].
Existing music data can be divided into waveform music data
(such as MP3, etc.) and musical instrument digital interface.
In the generation and processing of the waveform music
data, the signals obtained by simulation have lower accuracy,
so the accuracy after composition can’t be guaranteed [7], [8].
Therefore, the digital music data is selected in this study to
solve the problem of sequence modeling.

With the continuous development of digital technology,
the number of music distributions and transactions on the
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Internet is higher and higher, but the current digital copyright
protection mechanism is not perfect [9]. The key issue in the
digital copyright protection technology is to solve the digi-
tal content dissemination and transaction process, and many
companies have also proposed the system directing to the dig-
ital audio copyright protection [10]. Most solutions are based
on the authorization and verification of digital content in
third-party devices, or to prevent illegal operation of the digi-
tal content through some special techniques [11], [12]. In the
research of copyright protection, blockchain has received
extensive attention from experts and scholars, and there are
also some studies that prove that the application of blockchain
in the construction of digital copyright protection system
can achieve excellent results [13], [14]. However, there is
currently no research on applying blockchain to the copyright
protection of digital music, so this article aims to improve the
efficiency of deep learning algorithms used in music arrange-
ment, enhance the music quality of algorithmic arrangement,
and strengthen the security performance of digital music
copyright protection.

The rest of this article is organized as follows: section
2 discusses the application of deep learning in music arrange-
ment and the research progress of digital copyright pro-
tection; section 3 proposes the deep learning models for
single-track and multi-track arrangement and a system for
digital music copyright protection based on the blockchain;
section 4 verifies the proposed arrangement model and digital
music copyright protection system, which are compared with
other advanced algorithms; and section 5 concludes the article
with summary and future research directions.

II. LITERATURE REVIEW
A. APPLICATION PROGRESS OF DEEP LEARNING IN
ARRANGEMENT
Music plays an important role in daily lives of human beings.
With the rapid development of deep learning and modern
generation technology, experts and scholars have done a lot
of work in automatic music generation. Kereliuk et al. (2015)
applied deep learning in the classification of music content,
and found that the convolutional network used for individual
classification of audio frames has stronger performance [15].
Ohtani et al. (2016) firstly used artificial intelligence technol-
ogy and deep learning algorithms to re-synthesize the trajec-
tories of guitar and drums in audio, and randomly optimized
the synthesized parameters according to the personal prefer-
ences of the listeners; and the algorithm finally obtained an
excellent supervisor evaluation score [16]. Briot et al. (2017)
built a value music style automatic learning and generation
model based on the deep learning, and found that deep learn-
ing algorithms can automatically generate music without
human interaction, but there were still some problems of
control, creativity, and interaction [17]. Dean et al. (2018)
applied deep learning to generate music, and found that the
synthesized music was roughly the same as the example [18].
Zhu et al. (2020) constructed amulti-instrument collaborative

arrangement model by using the deep learning and multi-task
learning methods, and verified the superiority and effective-
ness of the model on real data sets [19]. However, most of
the existing researches on music generation methods applied
to the generation of multi-track music have great limitations.
In addition, no better solutions have been found for factors
related to the quality of the generated music, such as chords,
rhythm, and music style.

B. RESEARCH STATUS OF DIGITAL COPYRIGHT
PROTECTION
The overall scale of China’s digital publishing industry has
exceeded 750 billioYuan. The digitization of copyright can
promote the industry reform, but it also increases the risk of
infringement. The traditional data rights management (DRM)
initially only focused on encryption and authorization, while
the modern DRM technology has become a system engi-
neering throughout the entire life cycle of digital works.
Guo et al. (2016) indicated that strict copyright protection
policies may lead to higher price settings, thereby reduc-
ing the company’s profitability, but it can help improve the
product quality [20]. Murali et al. (2018) proposed a digital
copyright protection scheme based on Region of Interest
and Singular Value Decomposition and Orthogonal Polyno-
mials Transformation; it was found that the algorithm can
replace the main sharing mode with secret images with the
ownership sharing mode, and can improve the robustness
of image manipulation and attack [11]. Devi et al. (2016)
proposed a watermarking algorithm based on shuffled sin-
gular value decomposition and the visual cryptography, and
applied it to the copyright protection of digital images; as
a result, it was proved that the algorithm can clearly verify
the copyright of digital images and can resist many kind
of image processing attacks, with a better effect than the
visual cryptography algorithm [21]. Liang et al. (2019) built
a blockchain security system by using the distributed com-
munication network technology and multimedia data secu-
rity technology; after verification, it was found that this
method had excellent data security protection capability [22].
Existing research mainly focuses on the copyright protec-
tion of digital images or data, and there are relatively few
researches on the copyright protection of digital music. The
research on blockchain technology is mostly focused on pri-
vacy protection, and the advantages of applying blockchain
to digital music copyright protection still need to be
explored.

Therefore, in order to make up for the above-mentioned
gaps, a generation model of single-track melody based on the
DCGAN and a multi-track melody generation model based
on MICA are proposed to improve the generation quality of
different track melody. Subsequently, the BPFT algorithm in
the blockchain is improved and applied to the construction
of the digital music copyright registration system, so as to
improve the security performance of digital music copyright
protection.
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III. METHODOLOGY
Firstly, the DCGAN is constructed for the preparation of
monophonic melody, and then the MICA model based on
multi-task learning is constructed for the preparation of
multi-tone melody. Subsequently, the PBFT consensus algo-
rithm in the blockchain is improved, and a registration sys-
tem for digital music copyright protection is proposed based
on the improved blockchain. The overall structure of this
research is shown in Figure 1.

FIGURE 1. Overall structure of this research.

A. CONSTRUCTION OF COMPOSITION MODEL BASED
ON MONOPHONIC MELODY UNDER THE
DEEP CONVOLUTION GENERATIVE
ADVERSARIAL NETWORKS
GANs include the generative model and discriminant model.
DCGANs is a model generated by combing the structures
of generative adversarial network (GAN) and convolutional
neural network (CNN), which realizes the qualitative gap for
the effect of GANs [23]. The generative model G can learn
the true distribution probability of the data in the training set,
mainly to convert the random noise input into the model into
‘‘music’’, so that the generated music is more similar to the
music in the training set. The discriminant model D is used to
judge whether the generated music is the real music, mainly
to distinguish the generated music from the real music in the
training set.

The relative pitch is used to encode the notes and each
part is modeled separately in this study. However, when
using DCGANs for algorithm composition, only single-track
problems are considered, and a data set containing 6 lists
(v1, v2, v3, v4, s, f ) is used to express the hymn. Where, v is
the voice part (1 is soprano, 2 is alto, 3 is tenor, and 4 is bass),
s is the beat, and f is the stress. These 6 lists have the same
size when they are indexed based on the time t .

In order to simply the model generation process, it is
assumed that the data set contains only 1 hymn, and the
duration is T , and the voice part is v. Then a mathematical
expression of the conditional probability distribution that can

be parameterized by θ can be defined as:{
pn.t

(
vtn
∣∣v′n.t , s, f , θn,t )}n∈[4],t∈[T ] (1)

In the above equation, vtn is the note of the n part at the time
t; v′n.t is the other variable except vn.t in v.

In order to ensure the invariance principle of the time in
the model and guarantee the model adapts to sequences of
different lengths, the conditional probability models of all
the same voices have to share the same parameters, that is,
the parameters of the same voices at different times are the
same [24]. Then, the conditions for the parameter θ and
conditional probability distribution p are as follows:

θn = θn,t pn = pn,t ∀t ∈ [T ], i ∈ [4] (2)

In order to obtain the optimal parameters, the log likelihood
of the voice can bemaximized, but the weight is shared, so the
mathematical expression of the voice can be written as:

max
θn

∑
t

log pn
(
vnt
∣∣v′n,t , s, f , θn ) (3)

Through the above equation, the melody information
around the current note can be used as the notes to predict
the current state and time, and this range is given according
to the style of the music.

With the purpose of obtaining more accurate prediction
results, the time sequence of the music data has to be con-
sidered. In this study, four neural networks are the genera-
tion models of the four voices. For the Bach-style automatic
composition, the note at time t is not only related to the
music information of the four voices around the time, and the
music information of the other three parts at this time also
affect the notes at other times. Thus, the basic structure of the
generative model G formed in this study is shown in Fig. 2.
The neural network in this model is composed of 4 Dense
layers, which can map to the space with the same dimen-
sion based on the features of the current time, the previous
time, and the latter time. The features of the current time
had to go through 2 Dense layers, and the output results of
the subsequent 3 parts are connected into a sequence. After
obtaining the sequence, the model is required to predict the
notes at the current time, and the two-way mode has to be
considered. Thus, the long-short term memory (LSTM) [25]
is selected as the basic structure of the second part of the
network in this study, then the output at a single time during
the pre-training is pi

(
vtn
∣∣v′t,n, s, f , θ ), and the output of all

the information of a voice with a length of T after training
GANs is pi

(
vn
∣∣v′n, s, f , θ ). The length is set to 32 (2 music

fragments) in this study, the LSTM recurrent network is used
to analyze the music at current time, previous time, and later
time, and then the current time information after prediction is
obtained finally. The Dense of part 3 and 4 is used to predict
the notes obtained during the pre-training.

The process of generating the melody requires to use the
Gibbs sampling method to sample from the generated model
G, and the process of generating the model G using the Gibbs
algorithm is shown in Fig. 3. The implementation process is
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FIGURE 2. Basic structure of melody generative model.

FIGURE 3. Implementation flow of the algorithm for the generative
model based on the Gibbs sampling.

as follows: initialization of each parameter; generation of the
hymn part V of the length D; initialization of V and sampling

from the edge of each note; random selection of a voice and
a time, and sampling the notes in the conditional probability
distribution data set; outputting the V after completion.

FIGURE 4. Basic structure of melody discriminant model.

The discriminant model D constructed in this study is
composed of 3 layers of DNN and 1 layer of Dense (fully con-
nected layer), and the input dimensions of different discrimi-
nantmodels D are different. The basic structure of the specific
discriminantmodel D is shown in Fig. 4. It can be seen that the
basic structure of themodel contains three layers of CNN, and
the connection activation functions between the CNN layers
are all Leaky ReLus. The second layer of CNN has to use the
batch normalization (BN) for processing [26], [27]. The final
layer of CNN inputs the output structure to the Dense layer,
and the activation function in the Dense is the ReLu function.

The input to the discriminant model includes the real
melodies and the melodies generated by the generative model
G. If the input sample is judged as a true melody by the
discriminant model D, the output label is defined as 1; if
the input sample is judged as a generated melody by the
discriminant model D, the output label is defined as 0.

The goal of the generativemodel G is to convert the random
noise sampled from the prior distribution into the distribution
state of the real data, while the goal of the discriminant model
D is to distribute the real data and the generated data. During
the training, the model G and D have to be updated by the
minimum and maximization equation, and the mathematical
expression of which is given as below:

min
G

max
D

Evn∼pdata
[
log (Dn (vn))

]
+Evn∼pGn

[
1− log (Dn (vn))

]
(4)

In the above equation, vn is the distribution of real data in a
melody of a voice obtained by sampling in pdata; and vn is the
distribution obtained by sampling in pGn.

After treatment with above equation (4), the distribution of
pdata and pGn can can become more similar, so that the Nash
balance between the two can be achieved. In addition, the
implementation process of the discriminant model algorithm
is shown in Fig. 5, and the specific process is: initialization
is achieved by using the real melody, predicted melody, and
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FIGURE 5. Implementation flows of discriminant model algorithm.

the distribution of note data of each part; the time, beat, and
stress of the hymns are input; randomly selecting a part, and
giving the sequence V with timing length as L; vn is sampled
from pn again; the operations are finished and the result V is
output.

FIGURE 6. Training flows of DCGANs model (the solid and dashed line
represents a calculating flow respectively).

The determined model D is trained together with the
model G. In this study, k is defined as 1 (the two models
have to be updated after each training until they are con-
verged). The training process during the DCGANs train-
ing is shown in Fig. 6. The specific process of DCGANs
training is as follows: m noise samples of the pGn(zn) are
distributed and the minibatch is selected; m real samples
of the pdata are distributed based on the data, and the
minibatch is selected; the discriminator is updated with the
grid search algorithm, and the update equation is given

as ∇θDn
1
m

m∑
i=1

[
logDn

(
V (i)n

)
+ log

(
1+ Dn

(
Gn
(
z(i)n
)))]

;

m noise samples of pGn(zn) are distributed based on the
noise, and the minibatch is selected; the generator is updated
with the grid search algorithm, and the update equation

is ∇θGn
1
m

m∑
i=1

log
(
1− Dn

(
Gn
(
z(i)n
)))

.

B. CONSTRUCTION OF MUTI-INSTRUMENT
CO-ARRGANGEMENT MODEL BASED ON MULTI-TASK
LEARNING
Popular music often contains multiple tracks and instru-
ments, and each track or instrument can be regarded as a
sequence [6]. Thus, a MICA model based on multi-task
learning is proposed in this study based on the characteristic
relationship among the learning tracks in the process of music
generation. The model contains two types of cells, namely
attention cell and multlayer perception (MLP) cell. The basic
structure of the model is shown in Fig. 7 below.

FIGURE 7. Basic structure of MICA model based on multi-task learning.
A is attention cell, and B is MLP cell.

Attention cell is used to capture the most closely related
relationship between status of the current task and the status
of other tasks. The mathematical representation of the atten-
tion mechanism can be expressed as equation (5) below:

αxd,n =

D∑
y=1

αd,x,yh
y
d,n−1

en,x,y = vD tanh
(
Whyd,n−1 + Vh

y
d,n−1

)
αn,x,y =

exp
(
en,x,y

)∑D
s=1 exp

(
en,x,s

) (5)

In the above equation, αxd,n is the cooperation vector of the n
th

step in the x tasks in the section d ; and hyd,n−1 is the hidden
state of the n-1th step in the task y in the d section d .

The gated recurrent unit (GRU) is revised based on the
obtained cooperation vector, so that the impacts of other
track information can be considered when the current track
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is generated, and then the revised GRU unit is:

rxd,n = σ
(
W x
r u

x
d,n + V

x
r h

y
d,n−1 + A

x
ra

x
d,n + b

x
r

)
zxd,n = σ

(
W x
z u

x
d,n + V

x
z h

y
d,n−1 + A

x
za

x
d,n + b

x
z

)
hxd,n = σ

(
W xuxd,n + V

x
[
rxd,nh

y
d,n−1

]
+ Axaxd,n + b

x
)

hxd,n =
(
1− zxd,n

)
hyd,n−1 + z

x
d,nh

x
d,n (6)

In the above equations, σ is activation function;W x
r , V

x
r , A

x
r ,

bxr , W
x
z , V

x
z , A

x
z , b

x
z , W

x , V x , Ax , and bx are corresponding
parameters of the x th task.

The MLP cell can control information interaction of mul-
tiple sequences through the gate unit to obtain the most
closely related information in each track, thereby improving
the overall effect. The mathematical expression of the gate
unit can be written as:

rxd,n = σ
(
W x
r u

x
d,n + V

x
r H

y
d,n−1 + b

x
r

)
zxd,n = σ

(
W x
z u

x
d,n + V

x
z H

y
d,n−1 + b

x
z

)
hxd,n = σ

(
W xuxd,n + V

x
[
rxd,nH

y
d,n−1

])
hxd,n =

(
1− zxd,n

)
H y
d,n−1 + z

x
d,nh

x
d,n

H y
d,n−1 = σ

(
W x

[
h1d,n−1, · · · , h

N
d,n−1

]
+ bx

)
(7)

In the above equations, H y
d,n−1 is the hidden state of the n-1

th

steps of the x task in the section d ; h1d,n−1, · · · , h
N
d,n−1 is the

key information of other tasks obtained by the gate unit.
The constructed MICA model based on the multi-task

learning is taken with the joint training of the loss func-
tion directly in this study to realize the multi-task learning.
The sum of conditional probability items to optimize the
multi-tasks through an encoder can be calculated with below
equation:

P (θ)=argmax
θ

∑
Dn

 1
Np

Np∑
x

log p
(
RDnx

∣∣∣UDn
x ; θ

) (8)

In the above equation, θ = {θsrc, θtrgDd |Dn = 1, 2, · · · ,Dm},
m is the total number of tasks, θsrc is the parameter set of the
original encoder, θtrgDd is the parameter set of the nth track;
and Np is the size of the parallel training corpus on the pth

sequence.
The chord based the rhythm and melody cross-generation

model is used to generate themelodyM = {m1,m2, · · · ,mln},
and the GRU is used to process the melody sequence to obtain
the initial state of the multi-sequence decoder:

mi = Enmi En ∈ RVn∗d (9)

snln = GRUn
(
mln , s

n
ln−1

)
(10)

In the above equation, snln is the initial state of the
multi-sequence decoder.

The final output of the multi-sequence decoder is the track
of the instrument, so it can be expressed as:

sxy = CellOperation
(
uxy−1, s

x
y−1

)
CellOperation ∈ {AttentionCell,MLPCell} , t > 0

uxy = Softmax
(
sxy
) (11)

In the above equations, sxy is the hidden state of the x th task
in step y; the Softmax layer can obtain the track sequence of
the x th instrument; attention cell and MLP cell are used to
maintain the harmonious state of all tracks.

In the final evaluation, harmony score (HS) is used to
analyze the harmony between multiple tracks:

HS =
P∑
p=1

δ

(
K⋂
k=1

Ck
p

)
(12)

In the above equation, P is the number of sections of the
generated music; K is the number of tracks of the generated
music; Ck

p is the chord corresponding to the pth section of the
k th track; and δ is defined as 0 or 1.

The note accuracy (NA) is used to analyze the probability
that the generated note is the same as the real note:

NA =
N∑
n=1

e (vn, vn)
N

(13)

In the above equation, vn is the nth source note; and vn is the
generated note.

The LS is used to analyze and measure the similarity
between the length of generated note and the actual note:

LS = 1−
LevenshteinDistance

N + N
(14)

In the above equation, N is the length of generated note, and
N is the length of the source note.
The mean square error of notes distribution (NDMSE)

is used to analyze the distribution difference between the
generated note and the source note:

NDMSE =

∑M
i=1

∑N
j=1

(
yi
N −

yi
N

)
MN

(15)

In the above equation, M is the number of music categories,
and N is the number of note categories.

Empty is used to evaluate the stability of the generated
results. The lower the Empty score, the better the performance
of the model generation.

C. IMPROVEMENT OF CONSENSUS ALGORITHM
OF DIGITAL MUSIC COPYRIGHT PROTECTION
SYSTEM BASED ON THE BLOCKCHAIN
Based on the structure of data, the blockchain is a chain-
like data structure that connects a series of block infor-
mation in the order of timestamps, where block is the
most basic structure in blockchain [28]. In the blockchain
layer, the commonly used technologies include Peer-to-Peer
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network, Merkle Tree, and consensus algorithm, etc. [29].
At present, the equation algorithm can no longer be well
applied to the new blockchain environment, so the exist-
ing equation algorithm has to be improved. The practical
byzantine fault tolerance (PBFT) algorithm can reduce the
complexity of the original byzantine fault tolerance algorithm
while improving the calculation efficiency without influ-
ence on the security of the algorithm [30], [31]. However,
the PBFT algorithm needs to give a limited condition to each
node of the copy. For example, the execution results of the
nodes under the same state and parameter settings are the
same, and all nodes have to start executing tasks from the
same state.

FIGURE 8. Calculating flowchart of IPBFT.

The IPBFT algorithm is proposed to enable the PBFT
algorithm to solve the large throughput and achieve the fast
confirmation speed. The calculation flow of the IPBFT algo-
rithm is shown in Fig. 8, and it can be seen that the IPBFT
algorithm includes a node change module, a configuration
change module, and a new block generation module.

Then, the TPS is used to test the throughput of the IPBFT
algorithm. The calculation equation of TPS is given as below:

TPS =
Transactions

1
(16)

In the above equation, Transactions is the total amount of data
in the block; and 1 is the consensus interval.

D. DESIGN OF DIGITAL MUSIC COPYRIGHT PROTECTION
SYSTEM BASED ON THE BLOCKCHAIN
The most important feature of applying the blockchain to
the design of digital music copyright protection system is
that the traditional storage method is replaced by distributed
storage structure of the blockchain. Therefore, the basic struc-
ture of the digital music copyright protection system based
on blockchain constructed in this study is shown in Fig. 9.

FIGURE 9. Basic structure of the digital music copyright protection
system.

The application layer is the digital copyright registration
business system, and the data layer is the data interaction
and storage model of IPBFT algorithm and digital copyright
registration.

In order to meet the demand, the digital music copyright
protection system based on blockchain constructed in this
study contains a total of four modules: user management,
registration management, authority management, and log
management, and specific sub-function modules are included
under different modules. The function modules are shown
in Fig. 10 as below.

FIGURE 10. Basic functions of the digital music copyright protection
system.

The IntelliJ IDEA 2017 development tools and Java are
used to complete the development onWindow7 64bit system,
the framework used for the development is Spring Boot 1.5.9,
and the container is Tomcat 8.

IV. RESULTS AND DISCUSSION
A. IMPLEMENTATION OF SINGLE MELODY COMPOSITION
MODEL BASED ON DCGANS
The model is implemented on MXNet, Bach’s public praise
comes from music21 software, and the DCGANs model con-
structed in this article is mainly to solve the monophonic
problem, so the selected 4 voices are all monophonic, with a
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total of 350 songs. All the music is transposed into the relative
pitch range, and finally 2,500 melodies are obtained, which
are then divided into a testing set and a training set at the ratio
of 1:4.

All acyclic networks in Figure 2 are fully connected layers
and the number of neurons in the hidden layer is 200. The acti-
vation function is ReLu, the recurrent neural network (RNN)
is set to a 2-layer LSTM, and the number of neurons is 200.

In the discriminant model D, the number of CNN convo-
lution kernels in the first layer is 64 and the step size is 2;
the number of CNN convolution kernels in the second layer
is 128 and the step size is 2; the activation functions of both
these two CNN layers are Leaky ReLu, and the second layer
of the CNN has to be processed by BN. The number of CNN
convolution kernels in the third layer is 2, and the step size
is 1. The last layer is Dense, and the number of neurons is 1.

Before the experiment, it is necessary to perform rear-
rangement and harmony processing of different parts, and
then calculate the accuracy of the predicted notes. In the for-
mal experiment, 150 hymns are selected, and the generative
model G is used to sample a total of 2000 times for each part,
and the sampling is performed every 100 times. The generated
melody is compared with the real melody, and the accuracy
of each note is calculated based on the statistic of note one by
one. The average accuracy of these 150 hymns is used as the
final result.

1) IMPACTS OF OPTIMIZING ALGORITHM WITH DIFFERENT
PARAMETERS ON THE MODEL’s PERFORMANCE
Firstly, impacts of optimizing algorithms with different
parameters are compared in CNN parameter optimizing
of the discriminant model and the prediction accuracy of
melody (taking Soprano voice as an ample), and these
algorithms include Gradient Descent (GD), Batch Gradi-
ent Descent (BGD), Stochastic Gradient Descent (SGD),
Newton’s Method (NM), Quasi-Newton Methods (QNM),
Grid Search (GS), and Non-dominated Sorting Genetic
Algorithm (NSGA).

FIGURE 11. Impacts of optimizing algorithms with different parameters in
prediction accuracy of DCGANs model.

Figure 11 indicates that in the parameter optimization
of the constructed model by using the GS algorithm,

the prediction accuracy of the constructed model is the high-
est (97.78%), so the GS algorithm is selected to optimize the
model parameters.

FIGURE 12. Predication accuracy of DCGANs model in different voice
melodies.

2) THE PREDICTION ACCURACY OF DIFFERENT VOICE
MELODIES BASED ON DCGANS
The prediction results of the DeepBatch model [32] are used
as references to compare the accuracy of the DCGANsmodel
constructed in this study in the Soprano, Alto, Tenor, and Bass
melody. The results are shown in Fig. 12. As the number
of iterations increases gradually, the prediction accuracy of
different voice training also increases. The accuracy of the
DCGANs model constructed in this study in Soprano and
Alto voice melody prediction is significantly higher than
that of the DeepBatch model by 2.29% and 3.32%, respec-
tively. The accuracy of the DeepBatch model in Tenor and
Bass melody prediction is slightly higher than that of the
DCGANs model by 3.99% and 1.09%, respectively. In the
melody prediction of Tenor and Bass parts, the accuracy of
the DeepBatch model and the DCGANs model is not much
different, and the prediction accuracy of both is higher than
80%. It shows that the DCGANs model constructed in this
study has a good performance in the prediction of melody in
different parts of monophonic music.

B. COMPOSITION GENERATION OF MICA MODEL BASED
ON MULTI-TASK LEARNING
9000 digital music files are included in the training set
and 2000 digital music files are included in the testing set.
The latest multi-track generationmodel hierarchical recurrent
neural network (HRNN) model [33] is taken as a control
to compare the HS, NA, LS, NDMSE, and Empty. It can
be seen from Table 1 that the MICA model has the highest
HS, and is 25.1% higher than that of the HRNN model. This
indicates that theMICAmodel can make full use of the useful
information of other tasks, thereby improving the harmony
of multi-track music composition. In addition, the MICA
model has achieved the best results on NA, LS, and NDMSE,
and the MICA model results are better than the results of
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TABLE 1. Composition performance of MICA model based on the
multi-task learning.

FIGURE 13. Analysis on multi-task learning effects of MICA model (A
indicated the learning effect of the music sequence with common length;
B gave the learning effect of the music sequence with long length).

HRNNmodel, which suggests that theMICAmodel has good
composition performance and good stability.

The multi-task learning effects of different models are
compared, and the results are shown in Fig. 13. As can be seen
from Fig. 13A, the MICA model has a faster convergence
speed on drum, guitar, bass, and string tasks, and the learning
effect of the MICA model is significantly better than that of
the HRNNmodel. The performance of different models in the
learning of long-sequence tasks of drums, guitars, basses, and
strings is compared, and the results can be seen fromFig. 13B.
The MICA model constructed in this study is still better than
the HRNN model. In addition, facing with complex learning
tasks, the MICA model still has good performance.

C. SIMULATION TEST OF IMPROVED CONSENSUS
ALGORITHM FOR DIGITAL MUSIC COPYRIGHT
PROTECTION SYSTEM BASED ON THE BLOCKCHAIN
The IPBFT algorithm is implemented based on the Java lan-
guage. A blockchain network consisting of 4 consensus nodes
(1 master node and 3 backup nodes) and 2 ordinary nodes is
built in a single machine environment, and data is formatted
using the JSON data format transmission. 50 threads are
used to send requests simultaneously to simulate the actual
application environment, and the real registration data are
selected for testing.

FIGURE 14. Test results of throughput of IPBFT algorithm.

It is assumed that 1 = 10s, it is tested for 25 consecutive
times, and each test contains a total of 20 consensus nodes.
The performance of the IPBFT algorithm is evaluated by
calculating the average throughput. The results are shown
in Fig. 14. It can be seen that the IPBFT algorithm proposed
in this study has an average TPS value of 3469 during the
experimental test of registration data in a real music digital
copyright protection system, and the throughput of the IPBFT
algorithm is relatively stable during the test, so it can meet the
actual application requirements [9].

The IPBFT algorithm proposed in this study is compared
with other blockchain platforms, and the results are shown
in Table 2. It can be seen that the TPS value of the proposed
IPBFT algorithm is significantly higher than that of other
blockchain platforms, so the IPBFT algorithm has higher
performance and can avoid the state of low throughput to
a certain extent, so it is more suitable for application in the
digital copyrights protection system.

TABLE 2. Comparison on TPSs of different consensus algorithm.

D. TEST OF DIGITAL MUSIC COPYRIGHT PROTECTION
SYSTEM BASED ON THE BLOCKCHAIN
Taking the digital copyright registration interface in the sys-
tem as an example, it can be seen from Fig. 15 that the
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FIGURE 15. Digital copyright registration interface.

logged-in user can fill in and query the digitalmusic copyright
registration information through the system constructed in
this study. At the same time, it is also possible to inquire about
the published registration information.

FIGURE 16. Digital copyright registration interface.

The Apache JMeter is used for test of the digital
music copyright protection system based on the blockchain
designed in this study under the Centos 6.9 operating system.
TPS is still used for the performance test of the system, and
the virtual users using 100, 200, 300, 400, 500, and 600 are
compared for the system TPS test. The results are shown
in Fig. 16. It can be seen that the error rate of virtual users
under different numbers of submission, review, and check is
0%. As the number of virtual users continues to increase,
the TPS value under submission, review, and check of appli-
cations also gradually increases. It shows that the digital
music copyright protection system based on the blockchain
proposed in this study can accurately complete the request
under the concurrent operation of multiple users, and at the
same time, it can also ensure a high throughput, which is
consistent with the research results [34].

V. CONCLUSION
The DCGANs model constructed in this study can accurately
complete the arrangement of Soprano and Alto in mono-
phonic melody, with an accuracy rate of higher than 80%.

The MICA model based on multi-tasking can efficiently
complete the arrangement task of complex melodies. The
melodies compiled by this model have high harmony, and
the generated melodies have high similarity with the real
notes. Finally, a digital music copyright protection system
based on the blockchain is proposed. The system can still
accurately complete the requests under the condition ofmulti-
ple users operating concurrently, and ensure high throughput.
However, this article only explores the performances of con-
structed system through simulation test, and the constructed
system has to be applied in practice in future for long-term
monitor of the digital music copyright registration system to
protection effect and security. In short, the results of this study
can provide a theoretical basis for improving the efficiency
of algorithmic composition and the digital music copyright
protection.
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