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ABSTRACT This article proposes a novel grayscale image steganography scheme that is capable of hiding
an encrypted secret image into a cover image of the same size. The secret image is encrypted using the chaos
encryption technology before being hidden. The encrypted image and cover image are then transformed into
the steg image by a convolutional neural network (CNN). Also, a generative adversarial network (GAN)
is adopted to produce a more realistic steg image, whose appearance is difficult to distinguish from the
cover image. The steganography scheme is composed of three CNNs which are regarded as hiding network,
discriminative network, and extracting network, respectively. Additionally, a new weight allocation mech-
anism is introduced to ensure the balanced training procedure of hiding-extracting networks. The obtained
experimental results show that the proposed scheme not only solved the problems of secret information
leakage and color distortion of the current mainstream methods but also maintain high embedding capacity.
Compared with other methods, the average values of the PSNR and SSIM of our steg images can reach
0.987 and 42.3, respectively. And the quality of the reconstructed secret images is also advantageous.

INDEX TERMS Grayscale image steganography, chaos encryption Technology, convolutional neural
network (CNN), generative adversarial network (GAN).

I. INTRODUCTION
In today’s information era, cloud computing provides enough
cyberspace for both individuals and organizations to store
their data, such as documents, videos, and images, simul-
taneously providing a convenient way for people to access
and share the data through the network [1]–[3]. Since the
stored data can be personal, commercial, or even highly-
confidential, it is crucial to prevent data leakage, which
is commonly done by two following methods: informa-
tion hiding and encryption technology. Information hid-
ing is to embed secret data into a cover medium wherein
the secret data are undetectable. For information hiding,
steganography is the main component and can be further
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classified into two categories: spatial domain and transform
domain [4], [5].

Steganography conceals data into a cover medium in a
way that the embedded data are undetectable. It focuses
on the imperceptivity of both the hidden data and the act
of data embedding, i.e., the embedded data are not only
imperceptible to human eyes but also to potential analyz-
ers [6]. The steganography has two fundamental components,
secret information to be hidden, and cover image. The secret
information can be audio [7], text [8], image [9], or even
video data. In the traditional steganography, images denote
the first choice of a cover image due to their rich tex-
ture and edge information, which make it difficult to be
detected after embedding the secret data. Currently, most of
the steganography methods embed only a small amount of
secret information [10].
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In order to improve the embedding capacity of the
steganography algorithm, Lin et al. [11] proposed a new
image hiding technology, which can be applied to embed
a gray-scale image within a color image, but the distor-
tion of steg images embedded with secret images are too
serious to be applied in practice. Li et al. [12] proposed a
novel image-hiding scheme, which can improve the quality
of steg image by exploring the block correlation between the
cover image and secret image. Hu [13] presented a novel
grayscale image hiding scheme. In this scheme, the modulus
function and the image property are employed to improve
the quality of steg image. Zhang et al. [14] proposed a
novel technique for hiding arbitrary binary data in images
using generative adversarial networks. Although the quality
of steg images is very satisfactory, the embedding capacity
can only reach 0.4 bpp. Yang et al. [15] proposed a secure
steganography algorithm by using adversarial training. In this
scheme, the cover image can be translated into the embed-
ding change probability, so the embedding capacity has been
improved. Zhang et al. [16] proposed a generative reversible
data hiding (GRDH) scheme, which can implement the task
of secret information deliver by using image-to-image trans-
lation. Islam et al. [17] proposed a novel image steganogra-
phy technique based on most significant bits (MSB) of image
pixels. And this scheme is not only secure, but computation-
ally efficient as well. Rehman et al. [18] proposed an efficient
steganography method, which represents the cover image
using the Fibonacci sequence. This scheme has achieved very
good robustness.

Although the traditional image steganography method
has made a lot of progress, the embedding capacity has
never been able to make a breakthrough [19]–[21]. With the
rapid development of convolutional neural networks, many
researchers have attempted to apply CNN to steganography
and obtained considerable achievements [22]–[24]. Among
them, Baluja [25] proposed a steganography scheme to place
a full-size color image within another image of the same size.
This scheme consists of three components: preparation net-
work, hiding network, and reveal network. The bit rates of this
scheme are 10× −40× higher than those of the traditional
methods. Rehman et al. [26] proposed a CNN-based encoder-
decoder architecture for embedding the images as payload.
In this approach, a cover image is a color image, and a secret
image is a grayscale image. Although a deep neural network
can be used to hide images into images of the same size
without interfering with the appearance of the cover image
significantly, there are still many problems to be addressed.
In the steganography method proposed in [25], assuming that
an attacker can obtain the original cover image, the linear
operation on the original cover image and steg image can
still expose the information of the transmitted secret image,
indicating that this method has the additive property of the
traditional steganography. Since the cover images are in color
and a secret image is hidden into all the pixel bits of the
cover image, there is also the problem of color distortion in
the generated image. The steganography method proposed

in [26] can reduce the embedding capacity by nearly a half,
but the problem of color distortion cannot be solved because
the cover image is in color. The problems of the existing
steganography methods are illustrated in Fig. 1.

FIGURE 1. Illustration of the problems of the existing steganography
methods. (A): Secret information leakage. (B): Color distortion in the
cover image.

Different from the deep steganography scheme [25], [26],
in this work, CNN is adopted to hide an encrypted secret
image into a cover image of the same size. To the best of
authors’ knowledge, this is the first time that such a method
for grayscale-in-grayscale image hiding based on a generative
adversarial network (GAN) is reported.

The major contributions of our work can be summarized as
follows:

(1) In order to solve the problem of secret information leak-
age, the secret image to be hidden is firstly encrypted by the
chaos encryption technology, and then the cover image and
encrypted secret image are integrated to a steg image. Since
the semantic content of secret images is scrambled before
they are embedded into cover images, the confidentiality of
secret information is well protected.

(2) The cover images used by the existing steganogra-
phy schemes are all color images, so their luminance chan-
nels are damaged after embedding a large amount of secret
information. Therefore, the current steganography schemes
suffer from low secret information security. In this article,
the steganography scheme uses a grayscale image as a cover
image, and it is needed to consider only the integrity of
semantic content without considering the color distortion.

(3) Different from the existing deep steganography
schemes, in this article, the steganography scheme adds
a discriminative network except the hiding and extract-
ing networks. The discriminative network consists of a
CNN-based steganalysis model, which is developed based on
the XuNet [27].

(4) The hiding network adopts the skip connections to con-
catenate low-level features with high-level features, which
contributes to hiding the details of the secret image. In addi-
tion, a new weight allocation mechanism is introduced to
ensure the balanced training procedure of hiding-extracting
networks.

The remainder of this article is organized as follows.
Section II introduces the related work on deep learning and
steganography. Section III describes the proposed method.
Section IV presents the experimental results and analysis in
detail. Section V concludes the paper.
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II. STEGANOGRAPHY FOR HIDING IMAGE WITHIN
IMAGE
A. DEEP STEGANOGRAPHY
Baluja (2017) proposed a deep steganography method, which
can embed a full-size color image within another image
of the same size. The DNNs are simultaneously trained to
create hiding and revealing processes and are designed to
specifically work as a pair. The steganography procedure is
shown in Fig. 2. The steganographic scheme consists of three
components: preparation network, hiding network, and reveal
network. The preparation network is adopted to perform the
conversion on an image to be hidden, so as to use the texture
and edge of the cover image more reasonably in encoding
the secret image. The hiding network is composed of deep
convolutional neural networks, whose inputs represent the
combination of the cover image and the preparation network
output. Different from the traditional steganography scheme,
CNN is adopted to encode the secret information into all
available bits of the cover image. There is no obvious differ-
ence between the cover image and the generated container
image in deep steganography method. In fact, the hiding
network is equivalent to compressing the cover image and
secret image and generating a three-channel container image.
The last step of the steganography process is to extract the
secret image, which is conducted by a receiver to recover the
secret image, thus accomplishing the transmission of secret
information.

FIGURE 2. The architecture of deep steganography.

The deep steganography relies largely to the idea of auto-
encoder, but, in contrast to the auto-encoder, it encodes the
cover and secret images simultaneously in order to make
the intermediate image look as similar as possible to the
cover image. Simultaneously, a loss function is proposed to
reconstruct the secret image. The formula is shown below.

L(c, c′, s, s′) = ||c− c′|| + α||s− s′|| (1)

where c denotes the cover image, s denotes the secret image,
and α represents the reconstruction loss weight of the secret
image. The whole steganography scheme aims at minimizing
the loss function, making it as small as possible. The loss
function indicates the difference between the steg image and
the cover image, as well as between the original secret image
and the reconstructed secret image. The maximum amount of
information that can be hidden by the traditional steganog-
raphy algorithms, such as HUGO, S-UNIWARD [28], and
MiPOD [5], is up to 0.4 bpp. The deep steganography uses

deep neural networks to place a full-size color image within
another image of the same size, and compared to the tradi-
tional steganography algorithms, the embedded capacity is
increased by 10–40 times. Due to the increase in embedded
capacity, it is impossible to avoid the detection of the existing
steganalysis algorithms completely. In the proposed method,
the neural networks are used for the first time to place a full-
size color image within another image, thus providing a new
idea to the image steganography.

B. ENCODER-DECODER NETWORKS FOR IMAGE
STEGANOGRAPHY
Rehman et al. proposed a CNN based encoder-decoder archi-
tecture for embedding the images as a payload. The idea
of auto-encoder is adopted completely. This method utilizes
characteristics of encoder to learn from low-level features of a
cover image to high-level features to effectively hide a secret
gray image, while decoder is responsible for recovering the
secret image to the greatest possible extend. The architecture
of the steganography procedure is shown in Fig. 3.

FIGURE 3. The architecture of the encoder-decoder networks for image
steganography.

As presented in Fig. 3, the steganography scheme consists
of an encoder and a decoder. The encoder consists of two par-
allel networks. The upper layer consists of seven-layer CNN,
including convolution and ReLU layers, and it is responsible
for decomposing the secret image into a series of low-level
image features and high-level semantic features. The lower
layer consists of nine-layer CNN, including convolution and
ReLU layers, and it is responsible for decomposing the cover
image into a series of low-level image features and high-level
semantic features. The merging operation is utilized to fuse
the cover and secret images. In order to hide the secret image
the best possible and make the steg image indistinguishable
from the cover image, a new loss function is proposed for the
encoder and decoder during training, and it is given by:

Loss(c, c′, s, s′) = α||c− c′||2 + β||s− s′||2 + λ(||w1||
2

+||w2||
2) (2)

where c and c′ represent the cover image and the steg image,
respectively; s and s′ represent the secret image and the
reconstructed secret image, respectively; α and β represent
the control parameters of encoder and decoder, respectively;
and lastly, w1 and w2 represent the parameter values learned
from encoder and decoder, respectively. The training goal of
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the steganography scheme is to minimize the loss function
value. This method shows excellent experimental results on a
series of datasets, such as ImageNet, CIFAR10, and MNIST.

III. PROPOSED SCHEME
In order to solve the problems of the existing steganography
methods [25], [26], this article proposes a novel steganog-
raphy method, wherein a grayscale image is adopted as a
cover image to eliminate the problem of color distortion in
the cover image. The chaotic encryption technique is used
before the secret, and cover images are merged. Namely,
the content of a secret image is scrambled by the chaotic
encryption algorithm, and then the encrypted secret image
and the cover image are merged, thereby solving the problem
of secret image information leakage during transmission.
Thus, the generated steg image is double-encrypted. Besides,
in order to enhance the generated image quality further,
the idea of generative adversarial networks is adopted to
train discriminative network using distributions of generated
images and real images. When a receiver receives the steg
image, first, the encrypted secret image is extracted by the
extracting network, and then the encrypted image is recovered
to get the secret image. The security of the steganography
scheme is improved by the method of double encryption and
decryption. The architecture of the proposed steganography
scheme is shown in Fig. 4.

FIGURE 4. The architecture of the proposed image steganography
scheme.

A. CHAOTIC ENCRYPTION ALGORITHM
Compared to the traditional image encryption methods,
the chaotic image encryption denotes an encryption tech-
nique based on a chaotic sequence generated by the chaotic
system [29]. Because the proposed steganography scheme
both encrypts a secret image and completely decrypt and
encrypt the secret image after the extraction process. The
robustness of encryption algorithms is crucial. Since an
encryption method based on the chaotic encryption tech-
nique has excellent initial sensitivity and can effectively
resist various kinds of attacks, it is reasonable to use
the chaotic encryption technique in our steganography
scheme.

In the chaotic state, the Chen system can iterate out three
chaotic sequences, which are further applied to different steps
of the encryption algorithm in this article. The Chen system

is defined by: 
ẋ = 35(y− x)
ẏ = −7x − xz+ 28y
ż = xy− 3z

(3)

In this work, the size of a secret image is supposed to be
512× 512 pixels.
The proposed encryption algorithmmainly consists of four

steps, which are as follows.
Step 1. Denote the image matrix as P = [p]512×512.Select

the initial valuesK ′ = [k ′0, k
′

1, k
′

2, k
′

3], where k
′

0 ≤ 512×512;
the number of iterations of the scrambling algorithm is set to
50; a triplet [k ′1, k

′

2, k
′

3] denotes the initial values of the chaotic
Chen system, and it is set to [0.0663598, 0.45679, 0.9256]
randomly. The attack resistance ability of the encryption
algorithm is enhanced by this random operation.

Step 2. Obtain the chaotic sequences C1, C2, C3 by the
Chen system with the key group. The three sequences consist
of bits 1001 to 1000 +M ×N to discard for chaos. (M × N
denote the size of secret image)

Step 3.LetA be the helical scan sort matrix;A′ is calculated
based on the number of scrambling iterations as follows:

A′i =


rotation(A, 90), 0 < C1(i) < 0.25
rotation(A, 180), 0.25 ≤ C1(i) < 0.5
rotation(A, 270), 0.5 ≤ C1(i) < 0.75
rotation(A, 270), 70.75 ≤ C1(i) < 1

(4)

Let P = [p]512×512 = [p0]512×512, and get the index S of
the chaotic sequence C2 in order. Then, P′i = [p′i]512×512 is
obtained, and it holds that:

p′i(A
′
i(S(j))) = pi−1(j), j = 1, 2, . . . , 512× 512 (5)

Setting based on the Equation 5, i = 1, 2, . . . , k ′0, and the
scrambling process is repeated k ′0 times. Finally, P′ = P′k ′0

.

Step 4. Let matrix P′′ = [p′′]512×512 be diffused by
P′ = [p′]512×512 with C3 using the chaotic diffusion as
follows:

p′′(j) =


p′(j)⊕ (mod(bC3(j)× 1000c , 256)), j = 1
p′(j)⊕ p′(j− 1)⊕ (mod(bC3(j)× 1000c , 256)),

j = 2, 3, . . . ,M × N
(6)

By these four steps, a cipher secret image P′′ is obtain,
while a key sequenceK ′, which is used to encrypt the original
image and decrypt the encrypted image. The decryption algo-
rithm is the opposite of the encryption algorithm, and will not
be repeated due to the limitation on the paper length.

B. HIDING NETWORK
In the schemes presented in [25], [26], the original and
cover images are first fed to the input of the hiding net-
work, and then the steg image is generated. However, in this
article, the hiding network input denotes the combination of
encrypted secret image and cover image in order to prevent
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the secret information leakage. The architecture of the hiding
network relies largely on theU-Net architecture, and it mainly
consists of two parts: the compression stage and the expan-
sion stage. In the compression stage, seven convolutional
layers with a convolution kernel size of 3 × 3 are used.
Each convolution layer is followed by a ReLU layer and an
average pooling layer. The ReLU layer is adopted because it
can enhance the nonlinear fitting ability of a model, so as to
integrate the details of the encrypted secret image and cover
image better. On the other hand, the average pooling layer
can preserve the background of a cover image to the great-
est extend and avoid the distortion of the generated image
content. The training speed of the steganography model is
further accelerated by using the average pooling operation
that reduces a large number of training hyper-parameters.
Finally, the input is transformed into 1024-feature maps with
a size of 4 × 4 in the compression stage. In the expansion
stage, the de-convolution operation is adopted to transform
the 1024-feature maps into a single-channel image. In this
stage, seven convolutional layers with a convolution kernel
size of 4×4 are utilized to de-convolve the featuremaps. Each
de-convolution layer is followed by a ReLU layer, and the
last convolutional layer is followed by a Tanh layer. In order
to prevent the information loss, instead of using the average
pooling layer, each layer in the compression stage is copied to
the expansion stage while keeping its size unchanged, which
ensures that the secret information is perfectly encoded into
steg image. In the last layer, 32 feature maps with a size
of 512 × 512 are mapped to the steg image with a size of
512 × 512, which has no difference in appearance with the
cover image. The architecture of the hiding network is shown
in Fig. 5.

FIGURE 5. The architecture of the hiding network.

C. EXTRACTING NETWORK
The main function of the extracting network is to extract the
encrypted secret image from the steg image. The quality of
the extracted secret image has a great impact on the decryp-
tion effect of a secret image. The extracting network used
in this article is a CNN with ten convolutional layers, and
this CNN architecture was chosen based on the experimental

results as the optimal one. In the CNN, the main purpose
of drop out and pooling operations is to eliminate redundant
training parameters, thereby reducing the model complexity
and possibility of overfitting, while simultaneously enhanc-
ing the nonlinear fitting ability of the model. In order to
minimize the loss of hidden information, in the extracting
network, each convolution layer is followed by a ReLU layer
and a batch normalization (BN) layer, but there is no pooling
layer. In this way, not only the nonlinear fitting ability of
the model is guaranteed, but also the hidden information
is recovered to the greatest extent. The kernel size of each
convolutional layer is set to 3× 3, and the last convolutional
layer is a Tanh layer, which maps 32 feature maps with a size
of 512 × 512 into the reconstructed encrypted secret image.
The architecture of the extracting network is shown in Fig. 6.

FIGURE 6. The architecture of the extracting network.

D. DISCRIMINATIVE NETWORK
In the proposed steganography scheme, a discriminative net-
work module is introduced, and the adversarial idea of GAN
is used to improve the generated image quality [30]. The goal
of a GAN is to estimate the potential distribution of real data
and accordingly generate new data samples with the same
distribution. The GAN model consists of a generator G and
a discriminator D. By establishing a minimax confrontation
process between generator G and discriminator D, the ability
of generator G to generate samples is optimized. Theoreti-
cally, the distribution of samples generated by generator G
trained by the GAN model can gradually approach to the
distribution of real data samples. The fundamental goal of
the GAN is to construct a generator G using real data X .
Finally, the sample distribution Pg generated by G and the
sample distribution of the real data Pd are indistinguishable.
The input of generatorG is random noise z, and the generated
sample distribution is considered as Pg = G(z). Then, a
discriminator D is used to distinguish the generated samples
from the real data continuously, thus gradually improving the
performance of generator G. The objective function of the
model is given by:

min
G
max
D
= Ex∼Pd [(log(D(x)]+ Ez∼Pz [(1− D(G(z)))] (7)

The steganography and steganalysis correspond to each
other, and the relationship between them is antagonistic.
Xu et al. [27] proposed a steganalysis architecture based on
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a CNN, which takes the absolute values of elements in the
feature maps generated from the first convolutional layer to
facilitate and improve the statistical modeling in the subse-
quent layers. The discriminator proposed in designed based
on its CNN architecture, but it does not include the high-pass
filtering (HPF) and the absolute activation layer (ABS). The
architecture of the discriminating network is shown in Fig. 7.
By adding a discriminator to the steganography scheme,
the distribution and appearance of a steg image become more
similar to those of the cover image. The loss function is
given by:

Ldisc = Ec∼Pc [logD(c)]+ Ec∼Pc,s∼Ps [log(1− D(H (c, s))]

(8)

wherePc andPs represent the distributions of the cover image
and secret image, respectively; H (c, s) represents the steg
image generated by the generator. As shown in Fig. 7, the
discriminator network consists of six convolutional layers,
and each of them is followed by the average pooling layer
and the BN layer except the last convolutional layer. Finally,
128 feature maps are mapped into the softmax function by
fully-convolutional layers, and then the probabilities of true
and false samples are obtained.

FIGURE 7. The architecture of the discriminative network.

E. LOSS FUNCTION
In order to minimize the loss of the steg image c′ and original
cover image c, as well as the extracted secret image s′ and
original secret image s, the hiding network and extrating
network are optimized to minimize the reconstruction errors
in the training procedure. The mean square error (MSE) is
usually utilized as a cost function, but it only punishes the
pixel error between the two images, and ignores the basic
properties of the image (such as texture, structure, etc.).
To this end, we put forward a new cost function, which is
minimized to optimize the model:

argmin
Hθ

1
n

n∑
i=1

(1− SSIM (ci,Hθ (ci, si)) (9)

where s represents the steg image or the reconstructed secret
image, c represents the cover image or the original secret
image, and n represents the number of training samples.

The loss function proposed in [25] considers the ratio of the
loss term of the cover image and steg image to the loss term
of the secret image and reconstructed secret image is 1:1.
In [26], it was considered that only the loss term of the secret
image passed through the entire steganography scheme in the
back-propagation process of model training, so the ratio of
loss function was set to 4:3. In this article, the adversarial
network assists in the image generation stage, so the weight
of loss term of the secret image needs to be balanced. The loss
function proposed in this article is given by:

Lsteg = λ1||c− c′|| + λ2||s− s′|| + λ3Ldisc (10)

where ||c − c′|| represents the loss term between the cover
image and the steg image, ||s − s′|| represents the loss term
between the original secret image and the reconstructed secret
image and each λ is utilized to balance the weight of indi-
vidual objective. The extensive experiments show that the
best results can be achieved when the value of α and β are
0.65 and 0.85.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this work, 80000 training images and 10000 test images
were gathered from the ImageNet dataset, which were uti-
lized for training the network models. In order to optimize
the model parameters, the Adam optimization method was
used to adjust the learning rate in the training process auto-
matically. The initial learning rate was set to 0.0001, and
the hyper-parameters α and β were set to 0.65 and 0.85,
respectively. The number of images per batch was set to 64,
and the maximal number of training iterations was set to
250. In the experiments, a PC with GPU NVIDIA GeForce
Tesla V100 32G was used, and the experimental environment
Pytorch 1.1 and Python 3.7 were adopted. The experimental
results obtained from randomly selected images from the
ImageNet dataset by the trainedmodel are presented in Fig. 8.

The first column in Fig. 8 represents the cover images,
which were the grayscale images with a size of 512 × 512;
the second column represents the secret images to be hidden,
whichwere also grayscale imageswith a size of 512×512; the
third column shows the results of the encrypted secret images,
and the fourth column represents the steg images, which
denoted the composition of the cover image and encrypted
secret image, and which were obtained after the merging
process. In terms of experimental visual effects, after the
encrypted secret image was embedded into the cover image,
the appearance of the generated image was almost as same
as that of the cover image. The fifth column in Fig. 8 rep-
resents the reconstructed encrypted secret images that were
obtained after the extraction process. The quality of the
reconstructed encrypted secret images directly affected the
restoration results of the secret image. The sixth column
in Fig. 8 represents the decrypted secret images. In terms of
experimental visual effects, the reconstructed secret images
could recover almost the entire semantic content of the origi-
nal secret image. However, the decrypted secret image could
be affected by noise due to the encryption algorithm.
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FIGURE 8. The experimental results obtained from randomly selected images from the
ImageNet dataset by the proposed steganography scheme.

In order to compare the proposed scheme with the scheme
proposed in [25], the same images used in [25] were utilized
to test the proposed steganography scheme. The comparison
results are shown in Fig. 9. The first two rows in Fig. 9 show
the drawbacks of the method proposed in [25]. The first
column in Fig. 9 represents the original cover images, the sec-
ond column represents the steg images, the third column
represents the secret images to be hidden, and the fourth
column represents the residual image obtained by the linear
processing of the original cover images and steg images,
which had beenmagnified by 20 times. As presented in Fig. 9,
the method proposed in [25] had a great disadvantage regard-
ing the secret information security — much semantic infor-
mation of the secret image existed in the residual image.
The last two rows in Fig. 9 show the processing results
of the same image by the proposed steganography scheme.
As shown in Fig. 9, the information on the secret image did
not exist in the residual image. Thus, at the same embedding
rate, the proposed steganography method greatly improved
security compared to the method proposed in [25].

The proposed method was also compared with the method
proposed in [26]. The same images used in [26] were uti-
lized to test the proposed steganography scheme. The com-
parison results are shown in Fig. 10. The first two rows
in Fig. 10 show the comparison results on the LFW dataset.
When the embedding rate of the proposed method was three
times larger than that of the method proposed in [26], the
color distortion problem that existed in [26] could be avoided,
and the difference between the cover image and the steg
image was almost indistinguishable by the naked eye. The
middle two rows in Fig. 10 show the experimental results
on the PASCAL-VOC12 dataset. The synthetic steg image
still performed well, but the content distortion appeared in
the reconstructed secret image (refer to the reconstructed

FIGURE 9. The comparison results of the proposed scheme and the
method proposed in [25].

secret image 02 in Fig. 10). The last two rows in Fig. 10 show
the experimental results on the ImageNet dataset. Compared
to the method proposed in [26], under the premise that the
embedded information had tripled, the quality of the gener-
ated image obtained by the proposed method was still better.
However, the results show that the proposed scheme some-
times caused content distortion in the secret image recon-
struction stage. The content distortion can be seen in the last
reconstructed image in the fourth row in Fig. 10, and in the
third reconstructed image in the last row in the same figure.
This was caused by the low robustness of the decryption
algorithm.
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FIGURE 10. The comparison results of the proposed scheme and method proposed in [26]. The odd-numbered rows represent the experimental
results of [26], including two examples. The even-numbered rows represent the experimental results of our scheme. The contrast content of the
experiment is composed of secret images and reconstructed secret images.

As an objective measure of image quality, the PSNR eval-
uates image quality by calculating the error between the
corresponding pixels. The larger the PSNR is, the smaller the
image distortion. The PSNR is calculated by:

PSNR = 10 log10

(
2n − 1
MSE

)2

(11)

where MSE denotes the mean square error between the orig-
inal image and the evaluated image, (2n− 1)2 is the square
of the maximum signal value, and n is the number of bits of
each sample value.

In order to evaluate the performance of the proposed
method further, the SSIM (structural similarity index mea-
sure) was employed to measure the quality of the processed
images, so as to obtain the optimal parameters. The SSIM
evaluates the processed image quality by comparing the
brightness, contrast, and structural similarity with the original
image. The simplified form of SSIM is as follows:

SSIM (x, y) =
(2uxuy + C1)(2σxy + C2)

(u2x + u2y + C1)(σ 2
x + σ

2
y + C2)

(12)

where x represents the image blocks in the original cover
image or secret image, y represents the image blocks in the
steg image or reconstructed secret image, which take the
same position and correspond to each other. The luminance
similarity of images was measured by the average gray values
ux and uy; the contrast similarity of images was estimated by
the deviation information σx and σy; the structural similarity

σxy was determined by the correlation between the image
blocks x and y; C1 and C2 denoted the constants sets, and
they were calculated as C1 = (K1L)2 and C2 = (K2L)2,
respectively.

In order to reflect the difference between the proposed
steganography scheme and other steganography schemes
numerically, a comparison from three aspects: payload,
PSNR, and SSIM, was conducted. The comparison results are
given in Table 1. In terms of payload, the embedding rate
of the proposed scheme was the same as that of the scheme
proposed in [25], the difference was that the cover image and
secret image in the proposed paper were grayscale images.
the SSIM and PSNR of the generated steg image obtained
The color images are utilized in [25]. The embedding rate in
this article is three times that of the proposed method in [26].
Based on the comparison results, the proposed method is
the highest. Although our embedding capacity has increased,
the SSIM and PSNR of the secret image and the recon-
structed secret image still have advantages compared with
the method in [26]. Although the embedded information was
small, the SSIM and PSNR of the generated steg image were
the lowest, which was closely related to the network archi-
tecture and loss function. Therefore, in [26], both the embed-
ding capacity and the color distortion needs to improvement
for steganography. The proposed scheme performed better
than the other two methods in image generation, which was
closely related to the utilization of the generative adversarial
nets. The secret image was encrypted before the embedment,
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TABLE 1. Payload, SSIM and PSNR comparison for differenct steganography schemes.

TABLE 2. The comparison of SSIM and PSNR of differenct de-nosing methods.

therefore, the encrypted secret image recovered by the
extracting network required further decryption to extract
secret image, which also led to the conclusion that SSIM and
PSNR of the proposed scheme were lower than those of the
method proposed in [25] in the reconstruction of the secret
image, but compared to the method proposed in [26], there
was a great improvement in terms of extraction of secret
image. At the same time, we also compared with the newly
proposed methods [31], [32]. For the methods proposed by
[31], [32], the cover image and the secret image are all color
image and have same size. The experimental results of the
comparison are also shown in Table 1, it can be seen from the
experimental results that our method surpasses the other four
steganography methods in other aspects except that it is not
dominant on the SSIM of the secret image. The noise points
existed in the extracted secret image due to the decrypted
operation, and different image de-noise methods were used
to handle the decrypted secret image. The results are shown
in Fig. 11.

As shown in Fig. 11, six groups of experiments were
randomly selected to verify whether the de-noise process
can improve the quality of the decrypted secret image. The
mean filter, median filter, and Gaussian filter were adopted
to handle the decrypted secret image. In Fig. 11, from the
left to the right, the original secret image, decrypted secret
image, secret image after mean filtering, secret image after
median filtering, and secret image after Gaussian filtering are
presented. From the perspective of visual effects, the mean
and median filters could effectively restrain the noise of the
decrypted secret image, but the semantic information of the
secret image was blurred. On the other hand, the Gaussian
filter could protect the details of the secret image while
removing the noise.

In order to reflect the improvement effect brought by
the de-noise operation more intuitively, a comparison from

FIGURE 11. The experimental results after mean, median, and Gaussian
filtering from left to right.

two aspects, PSNR and SSIM, was conducted. The compar-
ison results are shown in Table 2, where it can be seen that
after de-noising the decrypted secret image, PSNR and SSIM
were improved. Also, PSNR and SSIM of the most secret
images after Gaussian filtering obtained by the proposed
scheme exceeded those of the method proposed in [25],
which indicated that the de-noise operation could compen-
sate for the shortcoming of the proposed steganography
scheme.

V. CONCLUSION
In this article, an encrypted steganography system based on
chaos encryption and generative adversarial nets is proposed.
The specific contributions are as follows: (1) The steganog-
raphy system uses grayscale image as the cover image and
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only needs to consider the integrity of semantic content
without considering color distortion. The problem of color
distortion in the current method is perfectly solved. (2) To
solve the problem of secret information leakage, the secret
image to be hidden is firstly encrypted by chaos encryp-
tion technology, then the cover image and encrypted secret
image are integrated to steg image. (3) The steganography
system adds a discriminative network except hiding network
and extracting network. (4) The hiding network adopts skip
connections to concatenate the low-level features with the
high-level features, which contributes to hiding the details of
secret image preferably. In addition, a new weight allocation
mechanism is introduced to ensure training procedure of
hiding-extracting networks. The experimental results indicate
that the steganography system proposed in this article can
reasonably utilize all bits of the cover image to embed the
secret image and there is no obvious appearance difference
between cover image and steg image. The steganography
system proposed in this article performs well on ImageNet,
PASCAL-VOC12 and LFW image dataset. The experimental
results also prove that steganography of double encryption
can ensure the information of secret image will not be leaked
during the process of transmission, and it can reconstruct the
secret image perfectly.
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