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ABSTRACT It is beneficial to use user review as a preference expression because they contain information
that is not in the interaction record. However, most current research on recommendation systems only models
the explicit records of users and items. It does not mine more personalized information from the review texts
generated simultaneously with the interaction records. In this article, we proposed a heterogeneous fusion
recommendation model for extracting fine-grained product attributes and user behavior from the review
texts. The model we proposed is called TextOG. In the first half of the model, we used two blocks to learn
user reviews and item reviews, one of which is dedicated to learning user behavior using reviews written by
users, and the other block determines product attributes from reviews written for products. In the second half
of the model, we connected the latent factors learned by users and items to perform spatial convolution on the
graph. That way, implicit features can perform complex interactions in non-Euclidean spaces. We conducted
experiments on a large review data set, and the results show that TextOG performs better than the baseline
recommendation methods on various datasets.

INDEX TERMS Recommendation system, review, heterogeneous information, graph convolutional
networks.

I. INTRODUCTION
Forecasting based on ratings has always been a research
hotspot. Although many models have performed relatively
well in scoring predictions, some of the recommendation
systems’ problems have not yet been solved, such as cold
start and insufficient personalization. One reason that can be
considered is that the classic models for scoring prediction
(such as Matrix Factorization [1]–[3], SVD [4], [5], etc.) only
use the explicit results (such as clicks, collections, purchases,
etc.) generated by users on items to learn from users. The
reason for scoring did not take into account the underlying
reason behind the action. The rating can only reflect the user’s
feelings with the item, but cannot give reasons for satisfaction
or dissatisfaction [6], [7].

Many studies have shown that it is not sufficient to use the
user’s explicit interaction records (such as clicks, favorites,
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purchases, etc.) to model user preferences to achieve rat-
ings and predictions [8], [9]. Although the interaction record
reflects the user’s intention to a certain extent, it isn’t easy to
obtain the reason for the user’s rating. For example, a movie
that has been given a high rating cannot be determined
because of the movie’s style or actors. That is to say, even
if we can accurately predict the score, it does not give a
good explanation. Although there have been many excellent
models that can predict users’ ratings well, most of them only
model users and products based on digital ratings provided
by users. It makes these methods ignore the rich information
contained in other aspects.

More and more studies begin to focus on how to improve
the interpretability of recommendations [10], [11]. The
important idea is to use auxiliary information to improve
interpretability, such as user reviews and item descrip-
tions. Some studies have shown that using reviews can
improve the prediction accuracy of the recommendation
system [12]–[15], especially for items and users with low
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ratings. It is very important for improving the interpretability
of the recommendation system. The reason for considering
text reviews is because reviews are explanations and reasons
for the ratings provided by users. Compared to any auxiliary
information, they are more credible.

In this paper, we proposed a recommendation system
model TextOG based on heterogeneous data fusion. Consid-
ering that user reviews and item descriptions contain different
information, we used a module for users and a module for
projects to model them separately. User reviews and item
reviews are provided as inputs to user block and item block,
respectively. Then the output of the two modules is further
studied in the graph convolutional neural network layer for
heterogeneous information. The corresponding score is gen-
erated as an output through a shared layer.

We used pre-trained word vectors1 to prepare the ini-
tial word sense features for the model, which helps us to
obtain semantic word information from the text through word
embedding. We implemented the serialization text layer to
study the sentence sequence level of the review text, which is
used to discover users and items’s characteristics. It has the
same representation in the user block and item block, specif-
ically including an ON-LSTM layer and a Mean-pooling
layer. Also, the output of the serialized text module allows
us to obtain user representations and review representations
of items after dimensionality reduction, and as input to the
graph convolutional neural network layer to construct a graph
structure based on users and items.We used aGraphConvolu-
tion Network that can adjust the propagation distance of node
messages by controlling hyperparameters. Compared with
the directly connected fully connected network layer, such a
graph convolution network layer uses fewer parameters, and
to a certain extent, reduces the problem of over-smoothing of
graph convolution. Finally, we obtained the predicted score
through the multi-layer perceptron. After extracting features
of user and item reviews in a homogeneous space in parallel,
we map them into a graph structure to learn more complex
messaging and complex interactions. The contributions of
this article are as follows:

1) We proposed a heterogeneous fusion recommendation
system model, called TextOG. We first learned the fea-
tures of the review text from the isomorphic space and
then learned more complex interactions in the space
of the graph structure. This process allows user and
item data to be considered simultaneously in the task
of scoring prediction.

2) A neural network (ON-LSTM) that can learn the
grammar and structural information of sentences unsu-
pervised are used to encode the reviews, making our
feature processing on the text more elaborate.

3) Graph Convolutional Neural Networks are used to
implement complex spatial interaction tasks in graph
structures.We use themessage passing ability of spatial

1https://nlp.stanford.edu/projects/glove/

convolution to further enrich the node features on the
graph and refine user preferences’ granularity.

4) We conducted many experiments on multiple cate-
gories of the Amazon review dataset, showing that our
model performs better than the baseline models.

II. RELATED WORK
In recent years, in the task of score-based prediction,
matrix factorization (MF) is a relatively mainstream and
first-welcome method. It can model users’ explicit feedback
(such as clicks, favorites, ratings, etc.) by taking advan-
tage of users’ potential characteristics and items. There are
many studies based on the matrix decomposition method
to achieve the scoring task in the recommendation system,
such as [16]–[18]. The work published in 2008 [19] proposed
the classic Probabilistic Matrix Factorization (PMF). This
medium linear factor model uses user-related coefficients to
model user preferences as a linear combination of a series of
vectors. The researchers then found that in addition to explicit
scoring, users can also use implicit feedback for modeling.
Therefore, in addition to explicit scoring, implicit feedback
information also contributes to user preference modeling,
so SVD++ [20] was subsequently proposed. This method
believes that in addition to the user’s explicit historical score
record for the item, hidden feedback information such as
browsing records or favorite lists can also reflect the user’s
preferences to a certain extent from the side, for example, the
user’s favorite behavior can reflect his side of the item from
the side Interested. However, when the amount of data is large
and sparse, the recommendation results are not satisfactory.
Another disadvantage of matrix factorization is that it does
not provide interpretability for the model. When the user
interacts with the item explicitly, although we can predict the
user’s possible score, we cannot explain what factors are at
work.With the development of deep learning technology, new
vitality has emerged in the task of scoring prediction. Many
researches have shown that they use neural networks to learn
the interaction between users and items, and they perform
better in scenarios with large amounts of data. ConvMF [21]
was proposed in 2016, which combines matrix factorization
and neural networks. While making the inner product of the
user’s hidden vector and the item’s hidden vector as close
as possible to the original score, it also constrains the item’s
hidden vector, that is, the item’s hidden vector. The charac-
teristics of the documents learned by CNN are as close as
possible.

There are various forms and methods to improve the inter-
pretability of recommendations, such as knowledge graphs,
social networks, images, text, etc [22], [23]. Among them, the
introduction of user comments and item descriptions is one
way to improve the interpretability of the model effectively.
It is easy to explain, because the comment text given by
the user not only contains some attributes and features of
the item but more importantly, it contains the reason why
the user gave the rating (such as a high rating for a movie
because he Is a fan of the movie’s actors). There are many
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FIGURE 1. The overall structure diagram of the proposed heterogeneous recommendation model (TextOG). The whole model is composed
of three main parts: a serialized review text processing module, graph convolution neural network module for learning complex
interaction, and final score prediction module.

research results that verify this idea. In [24], a model named
DeepCoNN for modeling user reviews and item reviews was
first proposed. It uses a convolutional neural network to
process the user and item review text in parallel and finally
uses a factorization machine to achieve scoring prediction.
CNN enables the model to extract richer text features (such
as local features of sentences). The ANR model proposed
in [25] aimed to model users and commodities from an
aspect perspective. It abstracts different aspects into different
parameters of the model, enabling the model to extract the
aspects in the comment text in an implicit way. In [26], a rec-
ommendation model based on comment level (NARRE) was
proposed. This model uses the attention mechanism based on
the parallel structure of users and items to determine each
comment’s contribution, that is, to determine which reviews
are more useful for modeling user preferences. Formally,
these methods all obtain features of score predictions by
extracting features from text reviews in parallel. The differ-
ence between the above method and ours is that we per-
form feature extraction on the user and item reviews in a
homogeneous space in parallel, and then map it to a graph
structure to learn more complex messaging and complex
interactions.

III. METHODOLOGY
The recommendation model we proposed, TextOG, is
described in detail in this section. TextOG uses reviews to
model user behavior and product attributes. It uses the review
texts to learn the potential factors of users and items so that
the learned factors can estimate the score given by the user.
We first use ON-LSTM to separately encode user and product
review texts, which allows this layer to learn the hierarchical
review syntax structure and semantic information. This part
is composed of two parallel neural networks. To further study
the feature representation of the user and item information
in a more complex non-Euclidean space, we introduce a
graph convolutional neural network layer to learn the user’s
information and item’s information from the perspective of

the graph. There is a shared layer on top. Train the network
to predict the level with the smallest prediction error. We
first describe the overall structure of the model and give a
model diagram so that we can have an intuitive feeling for
the model, and then specify the various components of the
model in detail.

A. ARCHITECTURE
The architecture of our proposed model for rating prediction
is shown in Fig. 1. The model first uses a module for users
and a module for projects to model user descriptions and item
reviews. User reviews and items descriptions are provided
as inputs to user block and item block, respectively. Then
the output of the two modules is further studied in the graph
convolutional neural network layer for heterogeneous infor-
mation, and the corresponding score is generated as an output
through a shared layer.

We first define a look-up layer in the first layer of the
model, the sequence presentation layer. It is because we can
get the semantic information of words from the review text
through word embedding. Then we conduct text sequence
level learning on the review text, which is used to discover
the common layer of user and project features. It has the same
representation in the user block and item block, specifically
including an ON-LSTM layer, Mean-pooling layer. Besides,
the output of the sequence learningmodule allows us to obtain
user representations and review representations of items after
dimensionality reduction and serves as input to the graph
convolutional neural network layer to construct a graph struc-
ture based on users and items. We used a graph convolution
network structure that can adjust node messages’ propagation
distance by controlling hyperparameters. Compared with the
directly connected fully connected network layer, such a
graph convolution network layer uses fewer parameters, and
to a certain extent, reduces the problem of over-smoothing
of graph convolution. Finally, we obtain the predicted score
through the multi-layer perceptron. The proposed model is
shown in Fig. 1.
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B. SEQUENTIAL TEXT LAYER
We use a word embedding method: f : words → Rn,
to map all words to an n-dimensional distributed represen-
tation vector, where words represents a dictionary. In the
look-up layer, comments are expressed as word embedding
matrices to extract their semantic information. To this end, all
reviews given by user u (represented as user comments) are
merged into one document docu1:n, which consists of n words
in total. Then, create a word vector matrix represented asDu1:n
for user u:

Du1:n = f (docu1)⊕ f (doc
u
2) · · · ⊕ f (doc

u
n) (1)

where, docui represents the i− th word of user u’s document.
It is a look-up function that can return the correspondingword
vector of words, and ⊕ is a concatenation operator.
We used ON-LSTM to calculate at each Du1:n. This layer

is composed of k neurons. These neurons can be used to
generate new pairs of features for review by applying them
on word vectors. ON-LSTM can distinguish high-level and
low-level information and specifically sort out disordered
neurons, which enables the network layer to learn hierar-
chical grammatical information based on the meaning of
words brought by word vectors. Further, we use a multi-layer
ON-LSTM to some extent to learn the semantic learning of
the text. It is a manifestation of the powerful representation
capabilities of deep neural networks, and many studies have
proven this.

The high-level information means that it must be kept in
the coding area corresponding to the high-level for a longer
time, and it is not easy to be filtered out by the forget gate.
In contrast, low-level information means that it is easier to be
updated and forgotten. For the coding task of a reviews text,
such characteristics can enable the model to filter and update
the useless and redundant information in the coding of the
review text, while retaining the essential and backbone sen-
tence information. We use the following formula to represent
the network structure:

ft = σ (Wf xt + Uf ht−1 + bf ) (2)

it = σ (Wixt + Uiht−1 + bi) (3)

ot = σ (Woxt + Uoht−1 + bo) (4)

ĉt = tanh(Wcxt + Ucht−1 + bc) (5)

f̃t =
−→cs (softmax(Wf̃ xt + Uf̃ ht−1 + bf̃ )) (6)

ĩt =
←−cs (softmax(Wĩxt + Uĩht−1 + bĩ)) (7)

wt = f̃t ⊗ ĩt (8)

ct = wt ⊗ (ft ⊗ ct−1 + it ⊗ ĉt )+ (f̃t − wt )

⊗ ct−1 + (ĩt − wt )⊗ ĉt (9)

ht = ot ⊗ tanh(ct ) (10)

Among them, ft , it , and ot respectively represent the forget
gate, input gate, and output gate, and their inputs are historical
information ht−1 and current information xt . σ is a nonlinear
activation function. ←−cs and −→cs represent the left and right

sequence element summing operations:

←−cs ([x1, x2, · · · , xn])

= [x1, x1 + x2, · · · , x1 + x2 + · · · + xn] (11)
−→cs ([x1, x2, · · · , xn])

= [x1 + x2 + · · · + xn, · · · , xn + xn−1, xn] (12)

Using the mean pooling operation, we can perform mean
pooling operation on the feature, and take the average value
as the feature corresponding to the specific user or item. This
merging scheme can naturally handle various lengths of text.
After the mean pooling operation, we can reduce each review
encoding to a fixed-size vector:

p = mean {h1, h2, · · · , hn−t+1} (13)

q = mean {h1, h2, · · · , hn−t+1} (14)

Among them, p and q represent the user representation
and item representation that we obtained through average
pooling. According to the average pooled output, we use the
output of the fully connected layer as a representation of the
users and items we consider:

xu = f (W1 × p+ g) (15)

xi = f (W2 × q+ g) (16)

We splice the node representations of users and items to
get the final user representation:

U = xu ⊕ xi (17)

We used ON-LSTM to encode user text and item text sepa-
rately and embed a hierarchical structure through information
hierarchy. It allows us to learn a more compact representation
of sentence sequences at this layer, and get a node-level
representation in the graph convolutional neural network in
the next layer.

C. GRAPH CONVOLUTION LAYER
Our goal is to learn a richer representation of users and items.
Still, it is not enough to rely on the encoding of text sequences
because users and items have more complex relationships
and more valuable information in non-Euclidean space. For
example, some users have similar preferences or similar
attributes. Based on such considerations, we use graph mod-
els to further model user and item information. Specifically,
we use a graph convolutional neural network layer to receive
the user representation and item representation output of the
Sequential text layer. To take advantage of the powerful node
representation and message propagation capabilities of graph
convolutional neural networks, we can achieve our goal by
constructing graphs with users as nodes.

We first give the symbolic representations needed in this
section to describe the network structure with us clearly.

Given a graphG = (V ,E), V represents the set of nodes on
the graph, and E represents the set of edges. n andm represent
the number of nodes and the number of edges, respectively.
Z ∈ Rn×s represents the feature matrix of nodes, where s
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represents the number of features of each node. L ∈ Rn×c

represents the label matrix, and c represents the number of
labels. The label matrix is optional; that is, for Graph Convo-
lutional Network, the input may not contain labels.We use the
adjoint matrixA ∈ Rn×n to describe the structure of the graph,
and accordingly, we add self-loops to the adjoint matrix,Ã =
A + In. Based on the above representation, we can give the
convolution operation of the graph convolution network:

f (0) = H = zθ (U ) (18)

f (k+1) = (1− α) ˆ̃Af (k) + αH (19)

f (K )
= softmax((1− α) ˆ̃Af (K−1) + αH ) (20)

where ˆ̃A = D̃−1/2ÃD̃
−1/2

is a symmetric normalized matrix
with self-loops added. H represents the prediction matrix,
which is both the starting vector and the transfer set, K is the
number of iteration steps, and k ∈ [0,K − 2]. U is the output
sample of Sequence Encoder.

Compared with the classical graph convolution method,
this method does not need to add additional parameters during
the propagation process. We can propagate to a longer dis-
tance on the graph through a few parameters, which makes
the user between the graph and the item. The connection
is closed, and you can learn more abundant interpretable
implicit information.

D. RATING PREDICTION AND TRAINING
At the end of the model, we used a two-layer multi-layer
perceptron (MLP)to get our score prediction results:

g(x) = softmax(b(2) +W (2)(σ (b(1) +W (1)G))) (21)

Among them,W is a learnable connection weight matrix, b
is an offset, σ is sigmoid function, andG is graph convolution
layer output. Further, we use pair-wise loss to optimize our
model:

J =
∑

i,j∈y∪y−

(yijlogŷij + (1− yij)log(1− ŷij)) (22)

So far, we have wholly described each component of the
TextOG model. It can be seen that the model as a whole is
a combination of parallel and serial to model the interaction
between users and items. It is not the same as modeling users
and items separately and then making predictions. In our
model, the interaction between users and items is closer, and
the extracted features are more abundant.

IV. EXPERIMENTAL DESIGN
In this section, we introduced the relevant situation of the
experiment. In IV-A, we introduced the basic settings of the
experiment, such as the experimental environment, model
parameters, etc. In IV-B, we introduced the datasets used in
the experiment, in IV-C we introduced the evaluation indica-
tors used to evaluate the model, and in IV-D we described the
baseline model we chose.

A. SETTING
We used 70 percent of the data as the training set, 20 per-
cent as the validation set, and 10 percent as the test set.
All experimental environments were based on python3.6 and
implemented using pytorch1.5. The model was trained and
tested on NVIDIA TITAN X GPU.

B. DATASETS
In our experiment, we chose Amazon’s review dataset.2 The
dataset contains a large number of product metadata and
reviews, is a very large review data set, it contains 21 cate-
gories. We selected six types of data to experiment on our
model. The datasets we selected are shown in TABLE 1.

TABLE 1. Comparison of the number of reviews for different datasets.

C. METRICS
Most recommended models use Mean Square Error (MSE)
as the evaluation index of the model on the scoring task.
Therefore, in order to facilitate comparison, the mean square
error is also used in our experiment to evaluate the model.The
smaller the value of MSE, the better the performance.

Specifically, Mean Square Error can be defined by the
following formula:

MeanSquareError =
1
N

N∑
n=1

(rn − r̂n)2 (23)

D. BASELINES
To verify our proposed model’s effect, we selected some
classic models on the score prediction task as the baselines
of our method. The baseline method we chose is as follows:
• Matrix Factorization (MF) [27]: This is a scoring predic-
tion method that will be selected when the user data is
very sparse. It can effectively predict the location score
based on the existing ratings in the incomplete matrix.
At present, MF has been highly recognized and widely
used in the recommendation system.

• Probabilistic Matrix Factorization (PMF) [19]:
A method of matrix factorization. This method obtains
user preferences by learning implicit factors of users and
items.

• Latent Dirichlet Allocation (LDA) [28]: It is a kind of
topic model to learn the topic distribution from several
review texts of each item as the potential character-
istics of the item. LDA has essential applications in
review-based recommendation systems.

• Deep Cooperative Neural Networks (DeepCoNN) [24]:
This is a deep model that learns item attributes and user

2https://jmcauley.ucsd.edu/data/amazon/
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TABLE 2. Comparison results with baseline algorithms.

behavior from the review text. DeepCoNN is the first
model that uses neural networks to model users and
items from reviews and has a profound impact on future
research on review-based recommendation systems.

• NARRE [26]: It is a typical model for modeling users
and objects. It uses a review-level attention mechanism
to give different weights to each review. The NARRE
model has made a significant contribution to promoting
the interpretability research of comment-based recom-
mendation systems.

V. EXPERIMENTAL RESULTS
In this section, we will give experimental results to show the
effectiveness of the model. Specifically, we gave the com-
parison results with the baseline model we selected in V-A.
In V-B, we conducted three sets of ablation experiments.

A. COMPARISON RESULTS
The comparison with the baseline model is critical because
it objectively shows the improvement of the model. The
experimental results are shown in TABLE 2, which contains
five baselines and the performance of our model in the six
datasets of the Amazon review datasets.

B. ABLATION EXPERIMENTS
In the recommendation model we proposed, there are multi-
ple parameters and conditions. Therefore, to further explain
our experimental process, we will look at the results through
the following sets of ablation experiments to control the
conditions or parameters unchanged. It helps us find which
conditions/parameters have a more significant impact on the
results.

Specifically, we divided the ablation experiments into three
groups. First,we compared the combination of different pool-
ing methods with the encoder of the original review texts,
so that we can find the best structure in III-B. Secondly,
in V-B2, we conduct a comparative test on the hyperparam-
eter K in III-C, which helps us control the node’s receptive
field. At the same time, we also compared two typical graph
convolution models. Finally, we focus on the performance of
homogeneous and heterogeneous models in V-B3. We sep-
arately tested the experimental results obtained without the
graph convolutional layer. This will provide strong proof of
the proposition of our work.

1) DIFFERENT POOLING METHODS AND SENTENCE
ENCODERS PERFORMANCE
In the process of feature extraction of reviews, the choice
of text encoder is significant. We chose three very typical

sequence learning methods (CNN, LSTM, GRU) and the
more advanced newmethod (ON-LSTM) selected in this arti-
cle to compare the effects. The results show that ON-LSTM
can bring better performance, closely related to its abil-
ity to learn the hierarchical features in sentences. We used
the Movies and TV dataset as an example to compare the
encoders of different reviews.

There are many researches and applications on sentence
coding of CNN, LSTM, and GRU. Typically, we need to
obtain more granular sentence coding information. The effect
of CNN is better because it can get local feature information.
Although LSTM and GRU have an excellent effect on the
overall coding of sentences to a certain extent, they are not
applicable in the reviews of the recommendation system. It is
because user reviews often contain redundant information,
and even a few keywords can express user preferences. At this
time, we pay more attention to local information than the
overall semantics of the sentence. ON-LSTM achieves gram-
matical layering, making the ability to extract critical details
far beyond neural network encoders such as CNN and LSTM.

We chose to add a pooling layer further to process the
sentence information output of the sequence encoder. The
pooling layer can play the role of compressing features,
removing redundant information, and reducing the amount
of calculation in the next step. We conducted a set of com-
parative experiments to verify the average performance of
different pooling methods.

We cross-tested the combined performance of different
pooling methods and reviews encoders. The result of the
comparison is shown in Fig.2.

2) THE EFFECT OF ITERATION STEPS (K) IN THE GRAPH
CONVOLUTION LAYER AND THE PERFORMANCE OF OTHER
SPATIAL CONVOLUTION MODELS
In III-C, we introduced the details of the graph convolu-
tional neural network layer, where the iteration step (K) as
a hyperparameter can control the receptive field of each node
on the graph. In other words, the larger K is, the messages
of the current node can be spread to a farther distance, and
at the same time, the characteristics of these nodes can be
aggregated. Conversely, the closer the propagation distance
of the current node is the less aggregated features.

Also, it is necessary to compare different graph convolu-
tional networks. We chose two typical graph convolutional
networks for comparison, namely GCN (two layers) [29]
and GraphSage [30]. The comparison results are shown
in Fig. 3.

VOLUME 8, 2020 159571



Z. Yang, M. Zhang: TextOG: A Recommendation Model for Rating Prediction Based on Heterogeneous Fusion of Review Data

FIGURE 2. Different pooling methods and sentence encoder performance.

FIGURE 3. Influence of different graph convolutional networks and
iterative step K.

3) DIFFERENT PERFORMANCE OF HOMOGENEOUS AND
HETEROGENEOUS MODELS
Homogeneous and heterogeneous data models have always
been a hot research topic. The current methods are mostly
homogeneous models, that is, we treat the data of users and
items equally. In our model, we combine two homogenous
modules, which are processing the sequence part of the origi-
nal reviews and the graph convolutional network for process-
ing interactions, so that it has the function of a heterogeneous
model. Specifically, we compared the classic homogeneous
model, which is the recommended model that resembles a
twin-tower structure. Regarding the part of the heterogeneous
model, we have already given the experimental results in
TABLE 2. Therefore, in this part we will give the experimen-
tal results of a homogeneous model. The comparative results
of the experiment are shown in TABLE 3.

VI. EXPERIMENTAL DISCUSSION
A. SUMMARY
For our model, as well as tests and experiments, we gave a
detailed introduction in V-B. We compared MSE internally
(ablation experiment) and externally (baseline algorithms).
It is worth mentioning that we can see that our model is
superior to the traditional matrix factorization method and
the more complex two-channel neural network model. This
is because we have more considered the heterogeneous inter-
action of data and features, rather than simply looking at the
modeling of users and items separately.

TABLE 3. Homogeneous model results of double tower structure.

B. MITIGATION OF OVER-SMOOTHING PROBLEM OF
GRAPH CONVOLUTION
It is necessary to use graph convolutional neural networks. Its
high-performance and complex interactionmodeling capabil-
ities have beenwidely recognized by the research community,
but it has a drawback, that is, the problem of excessive
smoothness between nodes. It can be seen that in V-B2, the
performance of a simple two-layer GCN structure is obvi-
ously worse than GraphSage. This is because GraphSage
alleviates the over-smoothing problem to a certain extent dur-
ing the sampling process. We choose to solve the smoothing
problem by controlling the iteration step K. The advantage
of this is that we can expand the receptive field on the basis
of solving the smoothing problem. This is a hyperparameter,
and we can adjust it according to our experimental needs.
It can be seen that the graph convolution structure we used
is superior to GCN and GraphSage. Please note that this
does not absolutely mean that it is superior to the other two
graph convolutional networks, it is only considered in our
application scenario.

C. THE IMPORTANCE OF HETEROGENEOUS
INFORMATION FUSION
In our work, we used heterogeneous fusion to model
user and item information. Heterogeneous fusion can help
us reduce the loss of single model information. The
separate graph structure will lose the order and gram-
matical structure information of the review text informa-
tion, and the separate sequence coding structure will lose
the spatial interaction characteristics in the graph struc-
ture. In addition, heterogeneous fusion can also help us
learn higher-order and more complex non-European spatial
interactions.
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VII. CONCLUSION
Review contain a lot of information about user preferences,
such as item attributes, ratings reasons, etc. Although it is
ignored inmany recommendedmodels, it has received impor-
tant considerations in ourmodel. In this article, we proposed a
recommendationmodel TextOG. It makes the model consider
the text review provided by the user, and uses the charac-
teristics of message propagation in the graph network to
make the user’s preference expressionmore abundant.We dig
deeper into the review text, because we retain more granular
grammatical and semantic information. We have effectively
merged the heterogeneous information extracted from each
module. It differs from isomorphic feature extraction only in
user and project comment text.

In future work, we will further explore the fusion of het-
erogeneous data [31] and focus on the fusion of multiple
information sources [32] and user comments. It will further
advance the quality of recommendations.
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