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ABSTRACT The exponential growth of storage space in blockchain network has become a serious problem
to hinder the distribution of blockchain and the expansion of blockchain nodes. In this paper. We propose a
security strategy for distributed storage blockchains, which can delete part of blockchains so that nodes only
store part of a blockchain. We design a kind of semi-full node between full node and light node according to
the requirement of the strategy, besides describe the process of deleting block and synchronizing block, and
the running logic of the semi-full node. Finally, we perform comprehensive experiments of the truncated
MCMC random algorithm. The results show that in the case of multi-node, the truncated block will not
affect the block chain network. Compared with the traditional block design, our storage strategies can reduce
storage requirements under most of situation, thus enable blockchains to be deployed on mobile or smaller
storage computers.

INDEX TERMS Blockchain storage, distributed storage, MCMC algorithm.

I. INTRODUCTION
With the rapid development of blockchain technology, the
scale of various blockchain projects is gradually increasing,
and the demand for computer storage is also increasing.
One of the most important technologies in blockchain is
tamper-proofing; in short, it is for each node in blockchain
network to store the same blockchain data file. This dis-
tributed storage methods ensure that the blockchain data can
not be easily changed, and the more nodes store data, the
more difficult to tamper with the data. However, the stor-
age capacity of blockchain also becomes a serious problem
which hinders the development of blockchain. The original
blockchain project, Bitcoins [1], has approached 300 GB [2]
of blockchain capacity in the past 11 years, while another
well-known project, Ethereum [3], has approached 200 GB
[4] of blockchain capacity as well. Figure 1 shows the stor-
age and memory requirement of Bitcoins and Ethereum will
continue to grow. However, the memory capacity of civil-
ian computers, which have increased over the past decade,
will not be able to keep pace with the rapid growth of
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FIGURE 1. Storage and memory growth for Bitcoin and ethereum.

the blockchain. one 2019 Lenovo IdeaPad S145 15.’’ laptop
computer costs about $376 on Amazon has reached almost
4GB DDR4 RAM, 500GB HDD. To become a full node in
Bitcoin or Ethereum, we need buy a 500 GB laptop, and if
we want to continue to be a blockchain node then we need to
keep increasing the storage capacity. General-purpose com-
puter equipment simply does not have enough space to store
the ever-increasing blockchain data if the computer system
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has processed these blockchain applications, this computer
device becomes a dedicated block chain processing equip-
ment, which undoubtedly increases the cost. So how to reduce
the memory capacity in the block chain node is a very impor-
tant problem in the development of the block chain.

The information stored in the blocks of Bitcoin and other
blockchains can be described as transaction information, with
a storage size of only a few hundred bytes [2]. As more and
more nodes are deployed on the blockchain, the competition
among the nodes is increasing, and some nodes will become
lightweight nodes [5] or join the mining pool [6] due to
lacking of computing capacity or storage space.

In this paper, we design a new blockchain storage strategy,
which can reduce the block information in different nodes
according to the random algorithm. According to the work-
ing mechanism of the strategy, we design a semi-full node
different with the lightweight node and the full node. The
state of the semi-full node is the full node state at the begin-
ning of its establishment, and it will download the complete
blockchain information for synchronization. However, after
a certain amount of blocks are synchronized, they will be
converted to semi-full node state, and then the blocks will be
verified and synchronized before its random deletion. At the
same time, the node will record the deleted block index,
and the node will get the incomplete block blockchain. Once
the synchronization is successful (downloaded to the latest
block), then the semi-full node will delete the block that has
not been randomly processed before updating a certain block.
The semi-full node is different with the lightweight node. The
semi-full node has the ability to query transaction information
at the same time, so it can participate in the verification and
mining game of the blockchain system (because the semi-full
node stores certain block information of the blockchain, when
querying the reliability of a transaction, it will first query the
transaction from its own block, and then visit if the query
fails Ask the transaction data on the blockchain of other
nodes, return and verify the data and return the final result.
Although it reduces the success rate of mining game in a
certain probability, it retains the possibility of winning. We
construct the strategy to focus on the reduction of the size
of the blockchain storage, so that more people will be able
to participate in the establishment of the blockchain network.
In blockchain system, in order to ensure the security of the
whole network, the number of honest nodes must reach a
certain scale and the computing capability of these honest
nodes is not less than 51% of the whole network. However,
considering the block chain storage problem, more nodes
will tend to become lightweight nodes, because the current
mainstream block chain public chain projects are too con-
centrated on computing capability, a few large node organi-
zations almost control the capability of the entire blockchain
network, it means that they hold the blockchain’s rewards,
which reduces the incentive to become a full node. Sowe only
need to ensure that each node has at least part of the reliable
block information, through the number of nodes advantage
to make up for the lack of a single node storage. Compared

with the block chain fragmentation system which needs to
protect most nodes, we can randomly allocate less block
information to one node to ensure the security of the whole
network under the condition of less security situation. The
primary contribution of the paper is to propose a new node
model semi-full node on the basis of existing blockchain node
function. And put forword the conversion model of full node,
light node and semi-full node, not only can greatly reduce
the size of blockchain storage capacity, but also fair deletion
of block information based on MCMC random algorithm.
Finally more nodes can independently participate in the min-
ing game.

In the following chapters, we will introduce the blockchain
storage strategy and the working mechanism of semi-full
nodes in detail. We will also show the data requirements com-
pared with the traditional blockchain (Bitcoin). In Section 2,
we introduce the current research on blockchain storage
and consensus nodes. In Section 3, the theoretical basis of
the stochastic algorithm is given. In Section 4, the storage
strategy method and algorithm are described. In Section 5,
the storage strategy is tested and the results are analyzed.
Section 6 summarizes the whole paper and prospects the
future research.

II. RELEVANT RESEARCH
Recently, many scholars have accomplished some research on
improving the performance of blockchain, such as weighted
model [7], [8], blockchain segmentation [9], [10], consensus
mechanism improvement [11]–[13], etc. All these methods
try to reduce the burden of a single node, to ensure the low
storage of the blockchain system and to improve the node
performance at the same time.

In the weighted node blockchain model, different weights
of nodes lead to different chances of winning in the min-
ing game. The higher the weight, the greater probability it
will win in the game [1]. In lightweight node system, [5]
is a good example of weighting model. In their blockchain
model, the model’s lightweight nodes (lightweight nodes)
do not need to store any blockchain information blocks.
When lightweight nodes need to verify new transactions, they
mainly rely on simple payment verification (SPV) to query
the reliability of transactions [14]. Regardless of the total
block size of the blockchain, a lightweight node only needs
to store 4 megabytes of blockchain information every year
(this part of information is the block header information of
the blockchain) [14], but the lightweight node cannot verify
the new block, only can passively synchronize the blocks of
other nodes, and may be cheated by the nodes with complete
blocks. In the blockchain combined with the dpos consen-
sus mechanism [15], the blockchain system selects a fixed
number of representatives through the shareholders. These
representatives will generate blocks in turn according to a cer-
tain order. Of course, these representatives are not immutable.
If their performance in the blockchain network can no longer
be trusted by the shareholders, the authority of the repre-
sentatives will be cancelled. Dpos has good performance,
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because the representative nodes usually have computers with
high computing capability, sufficient storage space and high
network bandwidth. Therefore, the security of blockchain
network depends on these representative computers to a large
extent. In this way, the control of the network is too central-
ized, which deviates from the idea of decentralization.

For blockchain segmentation, it is to divide the blockchain
into multiple segments according to the dynamic order of
blockchain blocks. In Xu and Huang [10] paper, when a
node joins the blockchain network and provides storage evi-
dence to the network every time, it will use PoW (proof of
work), which can effectively avoid Sybil attack [16], and
also ensure the blockchain attackers will not account for
51% of the total blockchain network computing capability.
Xu alsomade a research on blockchain segmentation [17] and
used the hypothesis of marking different nodes of blockchain
segmentation. In paper [10], it also divides the participating
nodes into different classes and ensures that each part of the
blockchain is stored in a node of each class. The node will
retain the blockchain fragment in the edited mining game and
get rewards.

As for the consensus mechanism, PoW and PoS are com-
mon consensus mechanisms in public chain. In order to solve
the shortcomings of PoW and PoS algorithms, Kim et al.
proposed a method of proof of probability (PoP, Proof-of-
Probability) in [11], This method uses the hash sorting algo-
rithm to sort the encrypted hash in each node, creates a block
for the first node to decrypt the actual hash, and sets the wait-
ing time when decrypting the next hash to limit the excessive
computing capability competition. In addition, when more
network participants have interests, the probability of acquir-
ing crypto currency will become higher. Kejiao Li et al.
Proposed a consensus algorithm (PoV, proof of vote) for
consortium blockchain. POV divides the participants into dif-
ferent security identities based on voting activities and voting
mechanism [12]. The submission and verification of blocks
are decided by the voting of the consortium organization in
the consortium, which not only ensures the fairness within the
consortium, but also promotes the development of the con-
sortium. Hubert Ritzdorf proposed comrade in [13] by using
blockchain technology, reached a consensus on access control
decision-making in cloud storage platform and converted it
into storage access control rules.

III. PRELIMINARY
A. RANDOM ALGORITHMS
MCMC is a method of sampling by constructing a suit-
able Markov chain and then using Monte Carlo method for
integration calculation. It is known that the Markov Chain
can converge to a stationary distribution [18], [19], so we
establish a π as stationary. The distributed Markov Chain
can reach a stable state after running the chain for enough
time. The value of the Markov Chain is equivalent to taking
samples in the distribution π (x). Therefore, MCMC is a
random simulation method suitable for Markov Chains.

The first MC: Monte Carlo [20]. let us use random sam-
pling to solve the calculation problem. In MCMC, it means
that the posterior distribution is used as a random sample
generator. We use it to generate samples, and then use these
samples to estimate some interesting calculation problems
(features, predictions).

The second MC: Markov Chain [21]. The second MC is
the key to this method, we can find that in the first MC
we need to use the posterior distribution to generate random
samples. When these samples are independent, the posterior
distribution is too complex. Therefore, we use the law of large
numbers for sampling, and the sample mean will converge
to the expected value. If the samples are not independent,
then we need to use Markov Chain to sample, and use
Markov Chain’s stationary distribution to sample the complex
posterior distribution. The most commonly used algorithms
are metropolis Hastings (M-H) algorithm [22] and Gibbs
sampler [23].

The definition of Markov Chain is as follows:
Let θ (x) be a random process if it satisfies the following

properties:

p(θ (t + h) = xt + h|θ (s) = xs, s 6 t)

= p(θ (t + h) = xt + h|θ (t) = xt) ∀h > 0 (1)

Sampling definition based on Markov Chain
If we get the Markov Chain state transition matrix corre-

sponding to a stationary distribution, it is easy to adopt this
stationary distribution sample set. The definition of stationary
distribution is as follows:

If the aperiodic Markov state transition matrix and proba-
bility distribution are satisfied for all:

π (m)Z (m, n) = π (n)Z (n,m) (2)

The probability distribution is said to be a steady distribu-
tion of the state transition matrix.

From the meticulous stationary conditions, the proof is as
follows:
∞∑
m=1

π(m)Z (m, n) =
∞∑
n=1

π(n)Z (n,m) = π (n)
∞∑
n=1

Z (n,m)

= π (n) (3)

That is, the convergence properties of Markov Chains are
satisfied. It can also be said that Markov Chain sampling is
a process of finding a stable distribution and then finding the
state transition matrix of the Markov Chain.

B. ENCRYPTION ALGORITHM
Elliptic curve digital signature algorithm (ECDSA) bases
on elliptic curve cryptography (ECC). It consists of four
algorithms: parameter generation, key generation, signature
generation and signature verification [24], which has the
advantages of fast speed, high strength and short size signa-
ture. For example, Bitcoin uses ECDSA based on the curve
secp256k1 [25]. The elliptic curve digital signature algorithm
and steps are as follows:
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Curve formula:

y2 = (x3 + a ∗ x + b) mod p (4)

Setup: parameter generation. Output common parameters,
where a and b are the parameter coefficients of the ellipse, p
is the selected finite field (primary number less than 160 bits
(binary)), G is the base point (starting point or abscissa), and
n is the order of G.
KeyGen (d , pp): Key generation algorithm. Randomly

choose integer calculation, where pp is the public key and
d is the private key. That is, input parameter ty and random
integer d , output public and private key pair.

Sig (d ,m): signature algorithm. Enter the private key d and
the messagem to be signed, and output the signature S for the
message m.

Verify (Q, S): verification algorithm. Enter public key Q
and the signature S of messagem. If the signature is legal, the
output is 1; otherwise it is 0.
TABLE 1. Models of consensus.

C. CONSENSUS MECHANISM
The distributed storage strategy we designed is applicable
to a variety of consortium blockchain and public blockchain
models, as shown in Table 1, such as Proof of Work, Proof of
Stake (PoS), Delegated Proof of Stake (DPoS), Casper, Proof
of Runtime (PoET) and PBFT [15]. Generally, each is divided
into three parts: verifying identity, selecting different types of
nodes, and synchronizing data in the blockchain.

When the blockchain adopts the consortium blockchain
model, most of its consortium members are credible and
effective, such as governments, service operators, and large
enterprises. In this case, the design of the storage method
of the deleted node block is lower than in the past, and
there is no need to deliberately control the number of deleted
blocks. When the blockchain adopts a public blockchain, it is
necessary to consider the possibility of a large number of
attackers in the blockchain network, so we strictly control
the deletion of blocks to avoid excessive reduction due to
cyber security. In addition, in order to reduce the storage
and calculation burden of the blockchain, data generated by
multiple terminals is analyzed and recorded by the edge node.
In this way, the consensus algorithm is only used to verify
identity and store authentication logs in the blockchain to
achieve data traceability and prevent data tampering. This
paper mainly describes the verification, synchronization and
deletion of blocks under the public blockchain.

D. MERKLE TREE
The Merkle tree [26] proposed by Ralph Merkle was orig-
inally used to generate a summary of the digital certificate

directory. Follow-up researchers proposed many improve-
ments, such as the simplest binary Merkle tree Bitcoin. Each
node in the tree is a hash value, and each leaf node corre-
sponds to the SHA256 hash value of the transaction data in the
block; after the values of the two child nodes are connected,
the parent node can be obtained by hash operation The value
of the point; in this way, two or two hash operations are
repeatedly performed until the root hash value is generated,
which is the Merkle root of the transaction. Through the
Merkle root, any tampering of transaction data within the
block will be detected, thereby ensuring the integrity of the
transaction data. This operation does not require other nodes
on the tree to participate, and only judges based on the branch
path from the transaction node to the Merkle root path, and
can confirm whether a transaction exists in the block based
on simple payment verification. The operation of the Merkle
tree is shown in Figure 2.

FIGURE 2. Merkle Tree data structure diagram.

The value of the leaf node:
8(Leafi) = Hash(IDi,Pathi), i = 1, 2 · · · , n
The values of the son nodes (or intermediate nodes) are:
8(M ) = Hash(8(Mleft )||8(MRight ),PathM )
The value of the root node is:
8(ROOT ) = Hash(8(ROOTleft )||8(ROOTRight ),
ROOTPath)
As shown in the Figure 2, the Merkel tree is built when

n = 8:
The value of the leaf nodes:
8(Leafi) = Hash(IDi,Pathi), i = 1, 2 · · · , 8
The value of son node D is:
8(D) = Hash(8(Leaf1)||8(Leaf2),PathD)
The value of son node B is:
8(B) = Hash(8(D)||8(E),PathB)
The value of the root node is:
8(ROOT ) = 8(A) = Hash(8(B)||8(C),ROOTPath)
MT is a kind of tree, most of which are binary trees or

multi-trees. No matter what kind of tree trees, it has all the
characteristics of the tree structure; The value of the leaf
nodes on Merkle Tree is the unit data or unit data HASH in
the data set.

The value of nonleaf node is calculated according to the
hash value of all leaf nodes connected by the node.

In some specific applications, if extra security require-
ments is needed, we can use more reliable hash encryption
methods, such as SHA-2 and MD5. But if the actual demand
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is only to prevent data from being damaged or tampered
with, some checksum algorithms with low security but high
efficiency can be used instead [27], such as CRC.

IV. STRATEGY MODEL
The distributed storage strategy will divide some blockchain
into segments. The size and number of blockchain segments
are dynamically adjusted according to the number and occu-
pancy of nodes in the blockchain. Each node randomly stores
one or more blockchain segments, and also stores the block
header of each block in the main chain.

FIGURE 3. Block header of the blockchain.

A. BLOCK HEADER
The Simplified block header is shown in Fig.3. Each block
header includes:

1. version number: indicates which set of block validation
rules to follow.

2. previous block: a 256-bit hash value that points to the
previous block. This item is necessary to ensure the chain
structure of the blockchain and is also a prerequisite for the
uniqueness of the blockchain data.

3. timetamp: the approximate creation time of the block.
4. Nonce: random number in the block header.
5. target hash: target threshold of a valid block hash.
6. Merkle root: the root hash value of the blockchain

Merkle tree. This root stores the generated Merkel tree root
hash transaction list for transaction query.

Figure 4 presents a basic structure of the Bitcoin block
header. The information about the actual block of Bitcoin
can be found on https://www.blockchain.com/btc/ as shown
in Figure 5.

In Figure 4 and 5, it can be found that in a Bitcoin block, the
block are composed the header information (Figure 3) and the
transaction information. The transaction data (Block Trans-
actions) as shown in Figure 5 is data1, data2, which are in
Figure 3.

FIGURE 4. Bitcoin block.

FIGURE 5. The block transaction section on Bitcoin.

Block transactions occupy the largest storage space in a
block. In general, it consumes more than 90% of the entire
block storage space. Therefore, the purpose of our strategy is
to randomly delete block transactions data and only store the
header information of block.

B. SEMI-FULL NODES FOR STRATEGY
To ensure the versatility of the strategies we design, we add a
new type node suitable for our strategy without changing the
functions of existing nodes.

1) NODE CATEGORY
a: FULL NODE
A node with a complete blockchain ledger. The full node
synchronizes all blockchain data. It independently verifies
all transactions on the blockchain and updates data inreal
time, and is mainly responsible for the broadcasting and
verification of blockchain transactions.
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FIGURE 6. Blockchain of undeleted blocks.

FIGURE 7. Blockchain with deleted blocks.

b: LIGHTWEIGHT NODE (LIGHT NODE)
Light nodes only synchronize block header information and
do not need to synchronize transaction information in the
block. It takes up a small amount of memory and is suitable
for use on mobile devices. But light nodes cannot indepen-
dently broadcast and verify blockchain transactions. This
paper defines a new node type, semi-full nodes.

c: SEMI-FULL NODES
Semi-full
nodes only need to synchronize and verify part of the data on
the blockchain, and can be responsible for broadcasting and
verifying blockchain transactions. It is suitable for deploy-
ment on some mobile devices and low-capacity computers.

2) THREE DIFFERENT CASES OF CONVERSION TO
SEMI-FULL NODES
a: FULL NODE CONVERT INTO SEMI-FULL NODE
The conversion of a full node to a semi-full node is relatively
complicated. It can be converted only when the blockchain
network conforms the security condition:

p1(AN − 1)+ p2(HAN + 1) ≥ k (5)

When the conditions are satisfied, the block deletion of the
node starts. Figure 6 and Figure 7 shows block deletion flow
charts. In Figure 7, some block transaction storage parts in
Figure 6 have been deleted.

Specific deletion process:
(1) According to the current difficulty (target hash) and

that computing capability of the entire blockchain network,
calculate the approximate maximum allowed block deletion
probability q and the non-deleted block value BND (Not
randomly to delete the latest block). This can improve query
efficiency, because the latest transaction tends to refer to the
most recent transaction, which is shown in Figure 8.

FIGURE 8. Node storage block at the beginning of the deletion from node
type to semi-full node.

(2) All nodes sample M − BND (M is the total number
of blocks, the current blockchain height) blocks after the
creation block using MCMC algorithm substituted with q
probability. Then the block setWDB to be deleted is sampled,
as shown in Figure 9.

FIGURE 9. Node status of the block to be deleted.

(3) Each block is verified starting from the block creation.
After the verification, block deletion is performed according
to the set WDB, and the deletion information is recorded.
Finally the DBS of the deleted block is obtained, as shown
in Figure 10.

FIGURE 10. Deleting block node status.

(4) After the node completes the block deletion, the
semi-full node publishes its own deleted block set (DBS) to
the blockchain network, as shown in Figure 11.

FIGURE 11. The status of the completed node has been deleted.

b: LIGHT NODE CONVERT INTO SEMI-FULL NODE
It is relatively simple to convert from light node to semi-full
node.
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Firstly, visit other nodes to confirm the status of the
blockchain network. Return the block height value M , the
maximum allowable block deletion probability value q, and
the non-blocking block value BND.
Secondly, the MCMC algorithm with probability of q is

used to obtain the random synchronous block set RSBS and
the continuous synchronous block set CSBS, as shown in
Figure 12.

FIGURE 12. The state of the node to be synchronized when the light node
type is converted into a semi-full node.

Again, the light nodes synchronize blocks according to the
order from the creation block.as shown in Figure 13.

FIGURE 13. Node status of syncing block.

Finally, after the synchronization is completed the set
RSBS is sent to the blockchain network, as shown in
Figure 14. In order to let other nodes know the deleted block
of the current node, it also send the elliptic curve signature
and verification public key in the corresponding file.

FIGURE 14. Node status after synchronization.

c: APPLY DIRECTLY FOR SEMI-FULL NODE
The process for node to apply for semi-full node and the
process of light node type conversion to semi-full node are
similar.

(I) If the node is in the consortium blockchain network,
it needs to pass the review before it can synchronize the
blockchain. If it is in a public blockchain network, it can

directly initiate a request to become a semi-full node without
review.

(II) The applicant node initiates a block header synchro-
nization request to other nodes.

(III) After synchronizing the block header in semi-full
section (in fact, it has become a light node), confirm the
network status with the block network.

(IV) The remaining steps are the same as the conversion of
light node type to semi-full node in 2.

C. REASONS FOR RETAINING SEMI-FULL NODES
In Bitcoin blockchain, transactions are stored in blocks in
the form of ledgers [2], so each transaction’s transfer will
have a integrated record for input and output. After each
transaction passes the verification, it will be stored in the
latest block. When the transaction is used (or Bitcoin is
spent), it will be recorded in the next block after passing the
verification, so a long transaction chain will be formed in
Bitcoin application. When the node verifies the correctness
of this transaction, it will query the block of recording this
transaction. After check, then it will pack the transaction
into the current highest block, and finally perform ‘‘mining
game’’. In fact, there are a large number of Bitcoin that are
not used for the second time in Bitcoin network (Bitcoin is
not used when it is written into the block). In this case, the
closer the block to the current height, the more probability it
will be referred and verified during transactions. Therefore,
Bitcoin with frequent circulation will often appear in the
recent transaction. In order to verify the reliability of this
transaction, we only need to verify the latest block of this
transaction, while the less commonly used transactions are
often left behind over time. Based on this, we assume a block
value BND that is not deleted. These blocks can verifymost of
the transactions that may occur next time. Of course, the value
of BND will change dynamically with the network situation,
rather than a fixed value. When using random algorithm to
delete blocks, the threshold of ‘‘mining game’’ is reduced,
and the decentralization of blockchain network is improved.

In most public blockchain networks, the proportion of a
single full node in the whole network computing capability
increases with the passage of time, and the greater the com-
puting capability, the more the reward of ‘‘mining game’’.
Therefore, these nodes with large computing capability will
gradually control the whole blockchain network, making
the network more and more centralized. This would violate
the original intention of blockchain decentralization. So we
define a kind of semi-full node between the whole node
and the light node to reduce the proportion of computing
capability of the whole node for the whole network, which
make the network tend to be decentralized again.

D. SEMI-FULL NODE OPERATION LOGIC
As a semi-full node, it can not only delete the blocks at the
initial stage of blockchain creation, but also can delete the
recently produced blocks when the blockchain network is
running.
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As shown in Figure 15, when the node is running, the
blocks stored on the node can be divided into three parts: the
processed random block part (BRA), the waiting block part
(BWRA), and the unprocessed reserved block part (RB).

FIGURE 15. Block status in runtime node.

Block deletion conditions:
NBT refers to the block volume of the block of RB part for

the transaction of RB part.
qBNDT is the total block quantity of RB part
g is the reference proportion of transaction reference block

volume (80% used in this paper)

NBT

qBNDT
≥ g (6)

When the running semi-full node meets the block deletion
condition (as shown in Figure 16), the block waiting for
processing will be expanded (the block in RB will be moved
to BWRA). When the waiting blocks reach 1000 blocks, ran-
dom deletion processing will be performed according to the
probability. If the conditions are not satisfy, each time a node
synchronizes a block or generates a block by itself, it will add
the block to the RB part (as shown in Figure 17) and calculate
the conditions. The system will loop this condition all the
time, so that the generated blocks are continuously deleted.

FIGURE 16. Node block state when block deletion condition is satisfy.

FIGURE 17. Node block state when block deletion condition is not satisfy.

Firstly, the block part waiting to be processed is deter-
mined, and the deletion set WDB is obtained by random
filtering. As shown in Figure 15, the blocks to be processed
have been filtered in theWDB set.

Secondly, according to figure 19, nodes start to delete
blocks in BWRA part according to WDB set, and then record
the deleted blocks in DBS.

Finally, as shown in Figure 20, the node completes the
deletion of BWRA, publishes the set DBS to the network, and
also sends its own elliptic curve signature and the node’s own
public key.

FIGURE 18. Initial state of node pruning block under running conditions.

FIGURE 19. Block deletion by nodes under operation conditions.

FIGURE 20. Nodes complete block deletion under operation conditions.

FIGURE 21. The probability of 10 nodes deleting corresponding number
blocks.

V. EXPERIMENT OF RANDOM PRUNING ALGORITHM
In order to verify the reliability and stability of the random
algorithm, we test and analyze the algorithm to ensure that
the deleted block will not have a greater impact on the nodes.

A. INTRODUCTION TO THE EXPERIMENTAL
ENVIRONMENT
The test environment of the model is as follow: the pro-
gramming experiment of the win10 system in Python and go
language environment.

160822 VOLUME 8, 2020



P. Zhao et al.: Secure Storage Strategy for Blockchain Based on MCMC Algorithm

FIGURE 22. The probability of 100 nodes deleting corresponding number
blocks.

FIGURE 23. The probability of 1000 nodes deleting corresponding
number blocks.

Operating System: Windows 10 64 Bit (DirectX 12)
CPU: Intel Core i7-8750H @ 2.60GHz
Memory: 16GB (SamsungDDR4 2133MHz/HynixDDR4

2133MHz)
Video Card: Nvidia GeForce rtx2060 (6 GB)
Language tool: pycharm and goland

B. RANDOM DELETION EXPERIMENT
Under the condition of randomly deleting 80% blocks,
we do 1000 block deletion experiments on 10, 100, 1000
and 10000 nodes respectively, check the stability of deletion,
and get figure 21, Figure 22, Figure 23 and Figure 24 (in the
four pictures, X-axis represents the number of blocks, and
Y-axis represents the probability of block selection).

In Figure 24, it can be observed that with the increasing
number of nodes, the deleted blocks tend to be stable, and
it can be concluded that when there are enough nodes, the
probability of deleted blocks will become equal gradually.
In this way, we can avoid the hidden danger of system security
caused by too many or too few blocks in a certain part and
ensure the integrity of blocks in the whole blockchain system.

FIGURE 24. The probability of 10000 nodes deleting corresponding
number blocks.

TABLE 2. Comparison of three block storage reduction schemes.

Finally, we compares Compression Algorithm for Blank
nodes [28] and Mini-blockchain scheme [29] with our
scheme in Table 2.

VI. SUMMARY AND OUTLOOK
This paper presents a method to reduce the storage require-
ment of the block chain system without affecting the security
and integrity of the block chain. The data analysis proves
that the segmented blockchain reduces the data requirement
greatly compared with the central blockchain. Therefore,
using the distributed storage strategy of blockchain to provide
impetus for the development of blockchain network has more
advantages.

In this paper, the semi-full node is introduced and designed,
comprehensive experiments are carried out to test the stability
of the deleted block when 80% block information is deleted.
However, due to the limitation of equipment conditions, the
block probability of deletion is the estimated value, and only
a simple estimation operation is done. In the future work,
we will further calculate the pruning rate accurately and
measure the best pruning block rate.
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