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ABSTRACT Feature modeling is a common approach for configuring and capturing commonalities and
variations among different Software Product Lines (SPL) products. This process is carried out by a set of
SPL design teams, each working on a different configuration of the desired product. The integration of these
configurations leads to inconsistencies in the final product design. The typical solution involves extensive
deliberation and unnecessary resource usage, which makes SPL inconsistency resolution an expensive and
unoptimized process. We present the first comprehensive evaluation of swarm intelligence (using Particle
Swarm Optimization) to the problem of resolving inconsistencies in a configured integrated SPL product.
We call it o-SPLIT (optimization-based Software Product LIne Tool) and validate o-SPLIT with standard
ERP, SPLOT (Software Product Lines Online Tools), and BeTTy (BEnchmarking and TesTing on the
analYsis) product configurations along with diverse feature set sizes. The results show that Particle Swarm
Optimization can successfully optimize SPL product configurations. Finally, we implement o-SPLIT as a
decision-support tool in a real, local SPL setting and acquire subjective feedback from SPL designers which
shows that the teams are convinced of the usability and high-level decision support provided by o-SPLIT.

INDEX TERMS Software product line, inconsistencies, optimization, feature models, particle swarm
optimization.

I. INTRODUCTION
A Software Product Line (SPL) is a collection of
software-intensive information systems for configuring simi-
lar software products, which share common features to satisfy
the need of a particular business market [1], [2]. The success
of an SPL is highly dependent on how well the problem
domain is modeled along with its commonalities and vari-
ations. A well-known approach to model the SPL is Feature
Model (FM) which captures and models the commonalities
and differences among SPL products.

SPL product configuration is a labor-intensive and
time-consuming process [3] and requires high interaction
between the developers and users to identify and select the
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FM compliant feature set, which also fulfills the user require-
ments. Not complying with the requirements of FM leads to
inconsistent product configuration.

The product configuration problems such as product com-
plexity and product inconsistency are highlighted in dif-
ferent case studies and reported by various SPL industries
[1], [4]–[7]. General Motors has discussed the challenges and
issues of the product line engineering and has highlighted FM
inconsistency, product complexity, and variation richness as
major problems of their SPL configurations [8]. Moreover,
White et al. [9] consider a consistent product configuration as
a primary goal of developers. Hubaux [3] discusses the incon-
sistency in the context of contradictory choice of features.

To solve the inconsistency issue, researchers proposed
different solutions such as description logic [10], abduc-
tive reasoning [11], a knowledge-based solution [12], and
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ontologies [13]. The description logic-based framework is
evaluated using a small product configuration with a limited
feature set (almost 35). In a real-world SPL product configu-
ration scenario with thousands of features, this solution does
not show the same result [10]. The semantic web approach
is used to identify and resolve the inconsistencies from FM,
which is also a potential research issue for SPL researchers.
However, this approach does not apply to the product config-
uration because of the different dynamics (explained in detail
in the Background Section) [13]. Similarly, the main focus of
the knowledge-based approach [12] is to solve the inconsis-
tencies in FM. The abductive reasoning approach [11] only
identifies an inconsistency with the possible reason but it
does not solve inconsistencies. Moreover, these works are
validated using exemplary FMs with a limited set of features
(30-1000), which raises questions on their applicability to
large-scale FMs.

Considering the scale of a typical SPL (thousands of
features), researchers also explored Constraint Satisfac-
tion Problem (CSP) and optimization to cater to differ-
ent SPL problems. Many researchers [14]–[17] present
optimization-based solution to solve the cost-based feature
selection problem. Trinidad et al. [18] present a CSP-based
solution to identify the inconsistency of FM and generate a
consistent FM from the given inconsistent one. FM inconsis-
tency issues cannot bemappedwith the product inconsistency
issue because of their different dynamics. The research by
Bagheri et al. [19] and Cruz et al. [20] optimize features
based on user requirements and user segments. They optimize
the given FM and generate predefined and static product
configurations, which satisfy the objective functions. These
predefined configuration techniques are interesting to explore
the different research directions, but in industrial setups and
real-world environments, feature selection in product con-
figurations is not static and predefined. Features select/de-
select dynamically during the configuration as per the user
demand. Therefore, it is not practically feasible to lock the
feature selection during the actual process of configuration.
Similarly, researchers have also explored optimization to SPL
inconsistency problem [21], but the focus of this research is
to drive a consistent predefined configuration from the given
FM. It does not cater to the real-time scenario in which a
product becomes inconsistent during the configuration.

The limited applicability (on small-scale FMs) of existing
research work to cater the large-scale SPL product inconsis-
tencies also shows its reflection on the SPL industry. Hence,
SPL industrial configuration tools also show the limited sup-
port to inconsistency resolution, with an increased focus on
identifying the inconsistencies rather than solving them [22].
This situation motivates the need to provide SPL developers
with appropriate decision support to solve the real-world
inconsistencies of large-scale SPLs (Section VII presents a
detailed comparison of the existing solutions and their limi-
tations).

From the existing research literature, we discovered that
the most effective and scalable research domain to solve

large-scale SPL configuration issues is optimization, which
has seen widespread applications in a large number of
domains (including SPL) of varying complexity [23], [24].
Our study also revealed optimization-related research works
such as [14], [25], [26], but we did not find any work which
addresses the issue of inconsistent product configuration.
Only, [21] caters to the inconsistency in SPL, but is limited
to FM inconsistency.

Optimization is a good solution to product inconsistency
problem because typically an SPL product configuration con-
tains a large number of features or search space, and hence
can be conveniently optimized. Moreover, feature selection is
an NP-hard problem [27], where a large number of decisions
are required to select the feature set from an inconsistent
configuration to make it consistent. A product configura-
tion has multi-modal search space, i.e., multiple possible
solutions without any standard process of resolving feature
inconsistencies. Before setting a real world controlled setup
for our researchwork, a Proof of Concept (PoC) is designed to
validate the potential practicality of optimization to the incon-
sistency issue in SPL product configuration [28]. In this PoC,
a small testing setup is designed with industrial control knobs
to evaluate the validity of optimization to inconsistency issues
in SPL product configuration. Genetic Algorithm (the selec-
tion of the algorithm is justified in the paper) is employed to
minimize the inconsistencies. Three datasets (one small-sized
and two large-sized) are used to run the experiments. The
results verify the applicability of optimization to the product
inconsistency issue. We also explored other optimizations
algorithms, such as Particle Swarm Optimization (PSO). The
same experimental setup is used to run the experiments with
PSO. Promising results strengthened our idea with better
performance (published within our research group).

After a successful PoC, our next challenge was to select
the appropriate optimization technique. For this, we found
that Swarm Intelligence (SI) is a standard optimization tech-
nique, with Particle Swarm Optimization (PSO) being a well-
known, widely applied, and recognized algorithm [29], [30].
Moreover, the initial results of our testing setup support this
selection. In this context, we posed and addressed a question
in this article i.e.,

RQ1: Can we experimentally validate an application of
SI through PSO to resolve SPL product inconsistencies?

To answer the research question, we conducted experi-
ments using different representative SPLs which varied in
the size of feature repositories. These SPLs were provided
by an anonymous multinational SPL vendor and focused on
the ERP business domain. We designed and implemented
an SPL tool, which is labeled as o-SPLIT (optimization-
based Software Product LIne Tool), and implements amodule
related to SI. Finally, we attempted to validate the different
results of o-SPLIT for the SPL industry concerning usabil-
ity, effectiveness, efficiency, and user satisfaction. For this,
we posed and answered the following research question:
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FIGURE 1. The Vendor Master Feature Model.

RQ2: What is the opinion of the SPL designers regard-
ing the optimization-based decision support provided by
o-SPLIT in the SPL product configuration process?

We compare the performance and efficiency of SI by
implementing o-SPLIT in a testing environment of an SPL
company, whose data was used to run the experiments.
We acquired anonymous feedback from SPL designers of
this company for the results of o-SPLIT through a subjective
questionnaire.

This article is organized as follows: In Section II, the back-
ground information pertinent to this article is presented.
Section III presents the architecture of o-SPLIT framework
and Section IV discusses the experimental methodology.
Section V presents the detailed results of o-SPLIT over dif-
ferent experimental settings, whereas Section VI describes
its controlled evaluation. Finally, we compare o-SPLIT with
state-of-the-art to prove its novelty.

II. BACKGROUND
In this section, we first describe the Software Product
Line (SPL) concepts. Later, we discuss the feature model-
ing, wherein we present an exemplary FM of Vendor Mas-
ter (VM) to describe the features and constraints. We then
discuss the process of a product configuration using VM as
a reference FM and present some consistent and inconsistent
product configurations. Finally, we present the concepts of
optimization.

A. SOFTWARE PRODUCT LINES
An SPL is a collection of software-intensive systems for
configuring similar software products which share common
features to satisfy the need of a particular business market.
An SPL has two development processes, i.e., Domain Engi-
neering (DE) and Application Engineering (AE). DE focuses
on the problem domain and defines the commonalities and
variabilities of the SPL products. AE reuses the domain
artifacts and exploits the SPL variability to develop an SPL
product. The transition from DE to AE is done through a
configuration, that adapts a domain model to define an appli-
cation product. Each unique product derivation is labeled as a

variant, i.e., the representation of a unique SPL configuration
that differs from other variants on specific variation points.

To manage the complex SPL dynamics, analytical skills
are required to identify, model, and encode domain and
product knowledge into artifacts that can be reused across
the development lifecycle. The success of an SPL is highly
dependent on how well the domain is modeled along with
its commonalities and variations. A well-known approach to
model the SPL is feature modeling.

1) FEATURE MODELING
Feature Modeling captures the commonalities and variations
among SPL products during DE. It represents all possible
SPL products. The features are the primary distinguishing
characteristics of a product [31], [32]. A product can be
configured by selecting a subset of all features. The rules
that govern the entire configuration process are derived from
constraints. The list of standard constraints is as follows
(modified from the list in [32]):

• Mandatory: The existence of feature F in product P is
mandatory.

• Optional: The existence of feature F in product P is
optional.

• OR: In product P, there is a feature set from which one
or more features can be selected.

• Alternative: In product P, there is a feature set
{F1,F2,F3, · · · ,Fn} from which only one feature can
be selected.

• Exclude: If feature F1 excludes feature F2, both features
cannot be configured in the same product P.

• Include: If featureF1 includes a featureF2, the inclusion
of F1 in a product P implies the inclusion of F2 in P.

2) AN EXAMPLE OF FEATURE MODELING
Figure 1 presents a feature model of a VM, module of an
ERP SPL which integrates numerous configuration units of
multiple departments of an organization into a single stream-
lined system. Each unit targets a particular business process,
like product development, purchasing, sales, and marketing.
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VM manages the information about vendors that supply an
enterprise. The VM in Figure 1 is derived from the work done
in [33], [34] in which the authors discuss the concepts of ERP.
The description of the feature model in Figure 1 is as follows:
F1 is a mandatory feature, whereas F6, F8, and F11 are

optional ones. F1 conveys Vendor Information in account and
has two children F2 and F3. F2 and F3 are ‘‘Anded’’ and
represent Vendor Name and Vendor ID respectively. F3 has
two children: F4 and F5; F4 generatesManual ID and F5 gen-
erates System Generated ID. F4 and F5 exclude each other,
since System Generated andManual IDs cannot co-exist in a
valid product. F6 is an optional feature to inactivate a vendor
after a specific time period, described by F7. F6 includes F7
to be a meaningful feature. F8 takes the Temporary Vendor
feature in account and has two children F9 and F10. F9 and
F10 exclude each other; F9 allows temporary vendor while
F10 does not allow it. F11 arranges the Vendor List and has
three alternative children F12, F13, and F14. F12, F13, and
F14 arrange vendors by their Name, Code, and Postal Code
respectively.

3) CONFIGURING THE SPL PRODUCT
Software product configuration selects and de-selects fea-
tures from the FM according to user preferences. Software
product configuration needs a strong interaction between
developers and users to identify a FM compliant configura-
tion feature set [3].

Using Figure 1 as a reference, following are some con-
sistent product configurations which are compliant with the
constraints describe in VM feature model:

• P = {F1(F2,F3(F4)),F6(F7)}
• P = {F1(F2,F3(F5)),F6(F7)}

A product configuration becomes inconsistent if the con-
figured feature set is not compliant with the FM and violates
the predefined constraints. Using Figure 1 as a reference,
following are some inconsistent product configurations:

• P = {F6(F7)} is an inconsistent product because a
mandatory feature F1 along with its children features is
missing.

• P = {F1(F2,F3(F4,F5))} is also an inconsistent product
because F4 and F5 cannot coexist in the same product.

• P = {F1(F2,F3(F4)),F6} is also an inconsistent prod-
uct because F6 includes F7, which is missing from the
current feature selection.

4) FEATURE MODEL GENERATORS
SPLOT (Software Product Lines Online Tools) FM genera-
tor [35] and BeTTy (BEnchmarking and TesTing on the anal-
Ysis (of FMs)) online FM generator [36] provide standard-
ized information, tools, and datasets for both SPL researchers
and practitioners; and support the generation of FM test data
to evaluate the performance of analysis tools. In this article,
we used them to generate the FMs for validating o-SPLIT (our
proposed SPL tool).

SPLOT FM generator is a simple, yet robust Java-based
visual editor which supports FM creation, configuration, and
editing. SPLOT FM generator generates FMs based on sev-
eral input parameters such as feature-set size, percentage
distribution of mandatory, optional, alternative and exclusive
constraints, and minimum and maximum branching factors
of the FM. BeTTy online FM generator provides a web-based
interface to generate random feature models. It supports the
generation of FMs on the basis of very few parameters, such
as the number of features and user information. However, one
can also select the advanced parameters to generate FM such
as percentage distribution of mandatory, optional, or alterna-
tive constraints, maximum branching factor and a maximum
number of sub-features in a feature set. BeTTy is released
under LGPL3 licence and distributed as a jar file.

B. OPTIMIZATION
Optimization is the selection of an optimal candidate con-
cerning predefined conditions from a set of available can-
didates. Optimization has seen wide acceptability to several
research domains, such as designing the aircraft, bioinformat-
ics, and control engineering [23], [24].

1) PARTICLE SWARM OPTIMIZATION (PSO): SWARM
INTELLIGENCE
Swarm Intelligence is based on the study and analysis of col-
lective behavior in decentralized and self-organized systems.
Examples of these types of natural systems are fish school-
ing, ant colonies, and animal herds. PSO is a swarm-based
stochastic computational algorithm, that is influenced by the
social behavior of social organisms, such as fish schools and
bird flocks [37]. PSO has many similarities with evolutionary
algorithms, like GA in that, it initializes with a population of
random candidates and searches for the optimal solution by
updating the generations. However, it does not have evolu-
tionary operators such as crossover and mutation and requires
the setting of only a few parameter types [38], [39].

Figure 2 shows the standard working of PSO and its asso-
ciated pseudocode is displayed in Algorithm 1. PSO starts
working by initializing an initial population of particles P.
Each particle Pi is randomly placed in the search space as a
candidate solution to the optimization problem. The change in
particle’s position is defined as velocity V, and the movement
of particle is based on the interaction of particle’s personal
experience and social experience. Each particle adjusts its
trajectory based on its own personal best position experience
(pid ) and the best position held by any particle (pgd ) of the
swarm. Equation 1 and 2 are used to update the velocity
(V) and position (S) of each particle.

Vid (t + 1) = Vid (t)+ C1R1(Pid − Sid (t))

+C2R2(Pgd − Sid (t)) (1)

Sid (t + 1) = Sid (t)+ Vid (t + 1) (2)

where t is the counter, C1 and C2 are the acceleration coef-
ficients (Cognitive and Social attractions), and R1 and R2
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FIGURE 2. Particle Swarm Optimization - Process.

Algorithm 1 Particle Swarm Optimization - Pseudo Code
1: For each Particle Pi
2: Initialize Pi;
3: End For
4: Do
5: For each Particle Pi
6: Compute fitness;
7: If fitness > its personal best
8: Update current value as the new personal best;
9: End If

10: End For
11: Select the particle P with the best fitness value of all as

the global best;
12: For each Particle Pi
13: Compute Vid using Equation 3;
14: Compute Pid using Equation 2;
15: End For
16: While {the termination criteria is not attained;}

are two random numbers in the range [0,1]. The updated
particles are evaluated by the objective function. After several
iterations, the best particle is returned as the optimal solution.

In [40], the authors introduce the concept of the inertia
weight w to the standard velocity update equation, which
supervises the effect of previous velocities on current velocity

and controls the convergence of the algorithm. The modified
velocity is depicted in Equation 3.

Vid (t + 1) = WVid (t)+ C1R1(Pid − Sid (t))

+C2R2(Pgd − Sid (t)) (3)

and the inertia weight is updated according to Equation 4.

W = Wmx − ((Wmx −Wmi)/Imx) ∗ I (4)

where Wmx , Wmi are the maximum and minimum values
respectively, that W can take; I is the current iteration and
Imx represents the total number of iterations.
Several encoding schemes have been proposed to represent

the particles, such as binary and natural encoding.

III. O-SPLIT: OPTIMIZATION-BASED SOFTWARE
PRODUCT LINE TOOL
In this section, we describe our optimization-based Software
Product LIne Tool (o-SPLIT) to deal with the SPL prod-
uct inconsistencies. o-SPLIT provides automated support to
resolve inconsistencies in the form of decision support to SPL
developers while configuring critical feature sets. o-SPLIT
successfully resolves inconsistencies by employing Swarm
Intelligence (SI).

The o-SPLIT architecture comprises a Swarm Intelligence
Module (SIM) as shown in Figure 3.

A. SWARM INTELLIGENCE MODULE (SIM)
SIM implements Particle Swarm Optimization (PSO) to gen-
erate consistent product configurations. In Figure 3, we show
the operational flowchart of SIM. It fetches an inconsis-
tent product configuration from Product-Rep and uses the
objective function explained in Section III-B, to encode
configuration as an optimization problem. SIM encodes the
inconsistent product configuration as a particle. For the given
configuration with n number of features, it maps them to
a particle with n dimensions. The bit strings (0 and 1) are
used to encode the particle, where 0 and 1 represent the
de-selection and selection of a feature respectively.

As our ultimate goal is to generate a consistent configura-
tion from an inconsistent one, SIM uses the given inconsistent
product configuration as an initial seed to generate the initial
swarm with multiple particles. It tunes swarm size, inertia
weight, cognitive and social attraction parameters to acquire
their optimal values. SIM, then employs PSO to the encoded
configuration with the optimal values of the parameters and
finally, returns the optimized configurations. We have imple-
mented the SIM module in Matlab by inheriting and modify-
ing the PSO code available on MathWorks website.1

B. OBJECTIVE FUNCTION
Here, we describe our objective function which is used by
SIM. This function must address two challenges: 1) minimize
inconsistencies while avoiding the deselection of all features

1https://www.mathworks.com/matlabcentral/fileexchange/25986-
constrained-particle-swarm-optimization/all_files
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FIGURE 3. An Abstract Level Overview of o-SPLIT.

in a given configuration, and 2) maintain prioritization of the
different types of inconsistencies. We solve them as follows:

To understand the first challenge, assume an inconsistent
product configuration P = {F1(F2,F3(F4,F5))}, where F4
and F5 cannot coexist in the same product. The easiest way to
make it consistent is the deselection of both inconsistent fea-
tures, i.e., F4 and F5. This is logical but not a good approach,
because developers have to make their efforts again in select-
ing between F4 and F5. To better understand the problem,
assume we scale up a product configuration to a large number
of features n containing a high number of inconsistencies m.
If we turn off all inconsistent features, then the consistent
configuration can contain aminimum of n−m features, which
can potentially be a very small subset of n. Obviously, this
doesn’t give much choice for developing products having
diverse features. A better approach, for instance, could be
to deselect any one of F4 or F5 to generate a consistent
product configuration with n-1 features. To formalize similar
solutions automatically, we modify our objective function to
meet the threshold value of the number of selected features,
which can be set by the developers along with the main
objective of minimizing inconsistencies.

Our second challenge was to assign weights to differ-
ent constraint types that introduce product inconsistencies.
In a real-world scenario, developers give importance to those
constraint violations which have a high priority. To model

our optimization approach according to the real world,
we assigned weights to different types of constraints. For
this, we targeted four primary types, i.e., mandatory, include,
exclude, and alternative. We first prioritized them based
on their severity, i.e., Mandatory > Exclude and Alterna-
tive > Include. Then, we normalized the weight values
on a scale of 0-1. We arbitrarily assigned 0.4 weight to a
mandatory constraint violation, 0.3 to an alternative or an
exclude constraint violation, and 0.3 to an include constraint
violation.

We now mathematically formalize our objective function.
Suppose that:

FS is a set of all possible Features (F) of a Software
Product Line (SPL). It represents the complete domain
of a particular SPL.
γ is an inconsistent product configuration derived to
meet the demands of a specific SPL customer. It contains
9 features.
9 = {F1,F2, · · · ,Fn} is a subset of FS which is
configured in γ .
� = {Ct1,Ct2, · · · ,Ctn} is the set of applicable con-
straints on Fi of γ . For instance,mandatory, include etc.
ω = {0.4, 0.3, 0.3} is the set of weights assigned to
constraints Ctn ∈ �. As already discussed, 0.4 for
mandatory, 0.3 for exclude and include constraint
violations.
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8 = {ω1Ct1F1, ω2Ct2F2, · · · , ωjCtjFj} is the set of
j inconsistencies, where j is not necessarily equal to
n (total number of features in 9), because the given
product configuration γ contains9; and9 can also have
consistent features which do not introduce any incon-
sistencies. In a nutshell, n − j are those features which
are consistent. If a mandatory feature F1 is missed in γ ,
the representation of this j inconsistency is (0.4(Manda-
tory)*F1). Note that, we use the textual terms to increase
the readability of the user, although an encoding scheme
(explained in Section IIIA and IV) is used to represent
the 8, ω, 9, γ , and FS.

Then, Equations 5 and 6 are used to represent the objective
of the optimization, i.e., maximization of selected features
and minimization of the inconsistencies.

Min
n∑
j=1

8(ωjCtjFj) (5)

s.t. P→ �
n∑
i=1

9(Fi) ∼ Threshold (6)

For a given inconsistent product configuration γ of a SPL
with 8 inconsistencies, the goal of the optimization problem
is to minimize the 8 by complying � along with maximiza-
tion of the features Fi up to a given threshold value. This
threshold value is set by a consensus between developers
and users. As shown in Equations 5 and 6, a consistent
SPL product configuration is a multi-objective optimiza-
tion problem where the two objectives, i.e., minimization
of inconsistencies and maximization of feature selection are
competing. Therefore, there is usually no single optimal solu-
tion. A tradeoff of these multiple objectives is calculated
as a solution (Pareto optimal solution). For more details
on multi-objective optimization and pareto optimal solution,
please refer to [41].

As we already mentioned, we use PSO to optimize this
problem which tries to search a consistent product config-
uration in a search space. We have n dimensional search
space which contains a swarm of possible candidates of m
dimensional configurations. The values of n and m are based
on swarm size and configuration size (number of features)
respectively. For instance, if we have small-scale product
configuration with 100 (m) features and 20 (n) swarm size,
then the search space has 20*100 dimensions. Every pos-
sible candidate configuration is encoded in a particle. The
position (movement) of these particles in the search space is
based on particle personal experience and social experience
(detailed in section IIB). An objective function is used to
evaluate how good or bad is the position of the particle.
After several iterations, PSO generates an optimal product
configuration with lesser number of inconsistencies.

C. O-SPLIT: A WORKING EXAMPLE
In this subsection, a working example of the o-SPLIT is
presented to give an idea of how it can provide SPL developer

teams a decision support. Vendor Master (VM) example
(explained in the Background section) is used for the illus-
tration. The details are as follows:
• Actors and Roles: Assume the following actors in the
working example:
– SPL Vendor (SV): Representing the company

involved in selling SPL products.
– Developer Teams: Representing the developer

teams involved in SPL product configuration.
– R-Industries: Representing the client company

interested in purchasing the VM module.
• Domain Engineering Module (DEM): o-SPLIT’s
DEM provides interfaces for SPL initialization along
with its associated modules, features, and constraints
definitions for SPL. These interfaces are described as
follows:
– SPL Initialization: This interface is used to store

SPL profile information including SPL ID, SPL
Name, and SPL Descriptionwhich helps in tracking
a particular SPL. Figure 4 shows the initialization of
an SPL with an ID T-ERP, which is a Test ERP.

– Add Modules: This interface allows the developer
teams to add and definemodules to an SPL. It stores
Module ID,Module Name, andModule Description
for an SPL. Figure 5 shows the definition of a
VM module, i.e., ERP-VM for T-ERP SPL.

– Add Constraints: This interface facilitates the
developer teams to define SPL constraints. Figure 6
shows the definition of a unary constraint (single
feature involved) mandatory to the T-ERP.

– Add Features: This interface helps the developer
teams in defining features to the SPL. The process
of feature definition starts with the selection of
an SPL followed by the selection of a particular
module for which the features are defining or being
defined. This interface stores Feature ID, Feature
Name, and Feature Description. It also allows a
feature to be stored as a Root Feature (with no
parent feature) or as a Final Feature (with no child
feature). In case a feature is not a Final one, a user
can associate a parent feature. Figure 7 shows the

FIGURE 4. An interface to Initialize SPL.
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FIGURE 5. An interface to Add Modules.

FIGURE 6. An interface to Add Constraints.

FIGURE 7. An Interface for Defining SPL Features.

definition of F1, a root feature, which stores Vendor
Information of VM-ERP.

– Add Constraints to Features: This interface
facilitates the developer teams to create associa-
tion between SPL features and constraints, shown
in Figure 8. A mandatory constraint is being
assigned to feature F1, already defined in the T-ERP
SPL domain.

• Application Engineering Module (AEM): o-SPLIT
provides a runtime configuration support to developer

FIGURE 8. Features and Constraints Association.

FIGURE 9. Application Engineering Interface.

teams in AE process of SPL by offering interface for
SPL product configuration.

– AE Initialization: This interface facilitates the
developers to start an SPL product configuration
process by initializing a client profile along with the
modules they want in the configuration. Figure 9
shows the initialization of product configuration
process for R-Industries. The ID assigned to the
SPL product is CL-T-ERP, which is a test config-
uration of T-ERP. CL-T-ERP contains only a single
module, i.e., VM.

– Product Configuration: This is the core interface
of an SPL product configuration. Figure 10 shows
the configuration process of VM-ERP module of
CL-T-ERP. The top left of Figure 10 shows the
tracking information of VM-ERP, i.e., CL-T-ERP
(product name) and T-ERP (SPL name). Similarly,
the top right shows the information of the features
which are already configured within VM-ERP. The
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FIGURE 10. SPL Product Configuration Interface.

FIGURE 11. o-SPLIT Optimization.

bottom of Figure 10 shows a list of potential fea-
tures (along with description), which are not part of
VM-ERP but can still be selected.

• Optimization Module o-SPLIT provides decision
support through its optimization module, i.e., SIM.
Figure 11 shows the optimization of the SPL product
CL-T-ERP which contains the configuration of VM fea-
ture model. After clicking the input configuration but-
ton, the developer can browse the file which contains
inconsistent CL-T-ERP configuration. The inconsistent
configuration used to run this example is as follows
(8 represents the % inconsistencies and 9 shows the
number of features in the given configuration):
– CL-T-ERP = F1(F3(F4,F5)),F6,F8(F9,F10),
F11(F12,F13); 8 = 45.4%, 9 = 11

After this, parameter values are selected to run the
experiment. For this example, the following parameters
setting for the small-scale configurations is used:
– Swarm size= 20, inertia= 0.5, cognitive attraction
= 1.5, and social attraction = 1.5

The experiments are run 10 times to acquire the
three best configurations on the basis of performance

measure, i.e., minimization of inconsistencies. The
results containing the details of these 3 consistent con-
figurations are finally exported to the text file. This file
is presented to the client who can select a configuration
for the implementation. Three consistent configurations,
SIM generated for CL-T-ERP are as follows (8 repre-
sents the % inconsistencies and 9 shows the number of
features in the given configuration):
– CL-T-ERP = F1(F2,F3(F4)),F6(F7),F8(F10),
F11(F13); 8 = 0%, 9 = 10

– CL-T-ERP=F1(F2,F3(F5)),F6(F7),F8(F9),F11(F12);
8 = 0%, 9 = 10

– CL-T-ERP = F1(F2,F3(F5)),F6(F7),F8(F10),
F11(F13); 8 = 0%, 9 = 10

These CL-T-ERP configurations are 100% consistent
with the same number of selected features.

The source code of the main features of o-SPLIT and
datasets are available at this URL.2

IV. EXPERIMENTAL SETUP
In this section, we first define the data collection procedure,
then we describe the problem encoding scheme and the pro-
cess of generating the initial population. Finally, we discuss
the experimental configurations of the SIM module.

A. DATA COLLECTION
We acquired real-world data of a local ERP SPL from a well
known multi-national organization, that has a large customer
base and a good repute in our local market. The datasets
contain small-scale (containing 100 features), medium-scale
(containing 500 features), large-scale (containing 1000 fea-
tures), and very large-scale (containing 5000 features) FMs
with different complexities (measured in terms of the number
of features and constraints). Table 1 presents the details of the
total features and constraints in each of the FM. It shows that
the number of constraints in the given FM is proportional to
the FM size. Moreover, in each FM except the small-scale
one, the occurrence of include constraint is the highest fol-
lowed by mandatory, exclude, and alternative constraints.
In small-scale FM, the occurrence of mandatory constraint
is the highest followed by include, exclude, and alternative
constraints.

TABLE 1. SPL Feature Models; M=Mandatory, I=Include, E=Exclude,
A=Alternative.

We then generated 10 inconsistent product configurations
for each FM, containing all real-world inconsistencies includ-
ing mandatory, exclude, alternative, and include constraint

2https://sites.google.com/site/afzaluzmaa/research/i-split
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TABLE 2. Small-Scale Configurations Set; CID = Configuration ID, F = Number of Features, M = Mandatory Inconsistencies, I = Include Inconsistencies,
E = Exclude Inconsistencies, A = Alternative Inconsistencies.

violations. The naming convention we use to represent the
FM is a combination of the domain type and scale, for
instance, ES for ERP-Small-scale, EM for ERP-Medium-
scale, EL for ERP-Large-scale and EVL for ERP-VeryLarge-
scale.

To analyze the applicability of o-SPLIT to different types
of FMs with different complexities, we also generated FMs
using the SPLOT FM generator and BeTTy online FM gen-
erator. SPLOT and BeTTy are the two well-known names in
the SPL industry, they aim to put SPL research into practice
by providing standardized information, tools, and datasets.

SPLOT FM generator generated small, medium, and
large-sized FMs efficiently, but got stuck in a continuous loop
of FM rejections (due to inconsistent FM generation) while
generating very large-scale consistent FM. We attempted
this process five times but SPLOT FM generator did not
produce very large-scale FM (containing 5000 features).
On average, SPLOT FM generator rejected 19,500 FMs
an hour due to inconsistency. On the other hand, BeTTy
online FM generator did not encounter any issues and eas-
ily generated the FMs for each scale (small to very large).
The number of constraints in these automated FMs (SPLOT
and BeTTy) are normally distributed, that’s why we are
not mentioning them in a separate table. Similar to ERP
configurations, we generated 10 inconsistent product config-
urations for each FM and named them as SS-C1, SS-C2, · · · ,
SS-C10 (SPLOT Small-scale Configurations), SM-C1, SM-
C2, · · · , SM-C10 (SPLOT Medium-scale Configurations),
SL-C1, SL-C2, · · · , SL-C10 (SPLOT Large-scale Con-
figurations), and BS-C1, BS-C2, · · · , BS-C10 (BeTTy
Small-scale Configurations), BM-C1, BM-C2, · · · , BM-C10
(BeTTy Medium-scale Configurations), BL-C1, BL-C2, · · · ,
BL-C10 (BeTTy Large-scale Configurations), BVL-C1,
BVL-C2, · · · , BVL-C10 (BeTTy Very Large-scale Config-
urations), respectively.

Table 2, 3, 4, 5 show the small, medium, large, and very
large-scale configurations derived from the feature models

generated through ERP, SPLOT FM generator, and BeTTy
online tool, respectively. Figure 12 shows a comparison of
these configurations. In all of the scale configurations, except
very large-scale ones, SPLOT configurations contain the
highest number of inconsistencies followed by BeTTy and
ERP configurations. In very large-scale configurations, ERP
configurations contain the highest occurrence of inconsisten-
cies followed by the BeTTy configurations. The overall num-
ber of inconsistencies in all configurations is proportional
to the size of the given configurations. Inconsistencies wise,
the occurrence of mandatory and include inconsistencies are
the highest in numbers, followed by exclude and alternative
inconsistencies.

We selected two configurations with the highest incon-
sistencies and two configurations with the least number
of inconsistencies from each configuration set. The reason
behind this was to check the performance of o-SPLIT in
both cases, i.e., the best (containing a fewer number of
inconsistencies) and the worst (containing a high number of
inconsistencies) situations.

We statistically computed the configurations details, such
as the number of inconsistencies and features, which helped
us in the selection process. Based on the above discussion,
Table 6 lists the selected configurations, which we used to
run our optimization related experiments.

B. PARAMETER TUNING
In order to obtain the optimal values for the different
parameters of SIM, we used the parameter tuning method,
which is a traditional way of testing and comparing dif-
ferent values before the actual test run [42]. We randomly
selected ES-C2 from the small-scale configurations set, SM-
C3 from the medium-scale configurations set, BL-C10 from
the large-scale configurations set, and EVL-C8 from very
large-scale configurations set. For SIM, we tuned the swarm
size, cognitive and social attraction, and inertia weight. For
each parameter setting, we ran the experiments 10 times
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FIGURE 12. Inconsistencies (Averaged) in SPL Product Configurations Generated through ERP, SPLOT FM and BeTTy Online Tool.

TABLE 3. Medium-Scale Configurations Set; CID = Configuration ID, F = Number of Features, M = Mandatory Inconsistencies, I = Include Inconsistencies,
E = Exclude Inconsistencies, A = Alternative Inconsistencies.

(based on recommendations of [43]) to obtain the average
value.

For cognitive (C1) and social (C2) attraction, we used three
standard settings, i.e., C1=C2 (C1=1.5, C2=1.5), C1 > C2
(C1=2.0, C2=1.0), C2 > C1 (C2=2.0, C1=1.0) [44], [45].
For swarm size parameter, we tested the selected configura-
tionswith a small (20, 100, 200, 1000), medium (40, 200, 400,
2000), large (80, 400, 800, 4000), and very large (160, 800,
1600, 8000) swarm sizes. For the tuning of inertia weight,
we used a value ranging between 0.4-1.0 [46]. The results of
these experiments are described in Section V.

C. OPTIMIZING AND EVALUATING INCONSISTENT
CONFIGURATIONS
After obtaining the optimal parameter values for SIM,
we passed these parameters to SIM for their optimization
task. For selected configurations set (Table 6), we ran the opti-
mization experiments 10 times (based on recommendations

of [43]) to obtain the best consistent configuration. We per-
formed all these experiments on a Windows 8 machine with
Intel Core i7 CPU, 2.4 GHz processor, and 16GB RAM.

V. RESULTS AND DISCUSSION
We ran SIM experiments based on the experimental method-
ology explained earlier. We first present the results of SIM
parameters tuning, followed by SIM application with tuned
parameters on ERP, SPLOT, and BeTTy configurations.

A. SIM PARAMETERS TUNING
We tuned swarm size, cognitive attraction (C1), social attrac-
tion (C2), and inertia weight. The selection of different values
to tune these parameters is already justified in methodology.
During the trial and error process, we identified inertia weight
as the most influential parameter for the configuration prob-
lem. Thus, we tuned it first. We started from a value of 0.4 for
inertia, and in each iteration increased the value by 0.05 until
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TABLE 4. Large-Scale Configurations Set; CID = Configuration ID, F = Number of Features, M = Mandatory Inconsistencies, I = Include Inconsistencies,
E = Exclude Inconsistencies, A = Alternative Inconsistencies.

TABLE 5. Very Large-Scale Configurations Set; CID = Configuration ID, F = Number of Features, M = Mandatory Inconsistencies, I = Include
Inconsistencies, E = Exclude Inconsistencies, A = Alternative Inconsistencies.

TABLE 6. Selected Inconsistent Configurations.

it reached 1.0. To find the optimal value for cognitive and
social attractions, we tested SIM with three standard settings,
i.e., C1 = C2, C1 > C2 and C2 > C1.

Table 7 shows the optimal values of SIM parameters. SIM
produced the optimal results with equal values of cognitive
and social attractions across all the given configurations,
i.e., C1= 1.5 and C2= 1.5.We also found 0.95 as the optimal
value for inertia except for small-scale configurations, which
produced optimal configurations with inertia as 0.5. Similar
to the value of inertia, small-sized swarm is the optimal

setting across all the given configurations except large-scale
and very large-scale configurations.

B. SIM SPL PRODUCT CONFIGURATIONS RESULTS
In this subsection, we present the results of SIM applica-
tion with tuned parameters on the given SPL product con-
figurations. We first present the results of small-scale SPL
product configurations, followed by medium, large, and very
large-scale configurations. For each of the different scale con-
figuration results, initially, we discuss the results of ERP con-
figurations, followed by SPLOT and BeTTy configurations.
Later, we compare the results of all these configurations.

Table 8 shows the results of small-scale configurations
with SIM. For ERP configurations, SIM resolved 100% of
the inconsistencies and generated consistent product config-
urations. It also increased the number of selected features by
more than 112% in ES-C2, followed by ES-C5 (91%), ES-C7
(65%), and ES-C4 (61%) in 1.98, 2.03, 2.15, and 2.05 seconds
respectively. SIM also decreased 100% of the inconsistencies
and generated consistent product configurations for SPLOT
given configurations. It also increased the number of selected
features by more than 62% in SS-C2, followed by SS-C4
(51%), SS-C5 (42%), and SS-C9 (34%). The time required
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TABLE 7. SIM: Optimal Values for Parameters.

TABLE 8. SIM: Small-Scale Configurations Results; I = Number of Inconsistencies, F = Number of Features, %Dec = % Decrease, %Inc = % Increase.

TABLE 9. SIM: Medium Scale-Configurations Results; I = Number of Inconsistencies, F = Number of Features, %Dec = % Decrease, %Inc = % Increase.

to generate a consistent configuration for all configurations
is almost similar (2.22-2.32 seconds). For BeTTy configura-
tions, SIM was able to resolve 100% of the inconsistencies
and increased the number of selected features by more than
76% in BS-C4, followed by BS-C8 (59%), BS-C9 (22%),
and BS-C5 (23%). The time required to generate a consis-
tent configuration for all configurations is almost similar
(2.36-2.42 seconds).

Table 9 shows the medium-scale configuration results. For
ERP configurations, SIM resolved almost 98-99% of the
inconsistencies. Furthermore, it also increased the number of
selected features by more than 80% in EM-C6, 72% in EM-
C1 and EM-C4, and 67% in EM-C10. The time required to
generate a consistent configuration is 6.98-7.10 minutes. For
SPLOT configurations, SIM resolved 98-99%of the inconsis-
tencies; it also increased the number of selected features by
more than 62% in SM-C8, followed by SM-C3 (61%), SM-
C6 (56%), and SM-C7 (58%). The time required to generate

a medium-scale consistent configuration is almost similar
(6.20-6.41minutes). SIM resolved 99%of the inconsistencies
from BeTTy configurations. It also increased the number of
selected features by more than 61% in BM-C5, 54% in BM-
C3, followed by BM-C4 (50%) and BM-C10 (49%). The
time required to generate a consistent configuration is almost
6-7 minutes.

Table 10 shows the SIM results with large-scale config-
urations. SIM removed almost 98% of the original incon-
sistencies from the given ERP configurations and increased
the number of selected features by more than 2-3%. The
time taken by SIM to generate a consistent configuration
ranged between 147 to 153 minutes. Similar to ERP config-
urations, SIM removed 98% of the inconsistencies from the
given SPLOT configurations. It also increased the number of
selected features by more than 11% in SL-C7 and SL-C6,
followed by SL-C3 (7%) and SL-C2 (3%). The time taken by
SIM to generate a consistent configuration ranged between
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TABLE 10. SIM: Large-Scale Configurations Results; I = Number of Inconsistencies, F = Number of Features, %Dec = % Decrease, %Inc = % Increase.

TABLE 11. SIM: Very Large-Scale Configurations Results; I = Number of Inconsistencies, F = Number of Features, %Dec = % Decrease, %Inc = % Increase.

138 to 146 minutes. SIM removed more than 99% of the
inconsistencies from the given BeTTy large-scale configu-
rations. It also increased the number of selected features by
9-10% in BL-C1 and BL-C4, followed by BL-C10 (7%) and
BL-C9 (5%). The time taken by SIM to generate a consistent
configuration ranged between 129 to 141 minutes.

Table 11 shows the SIM results with very large-scale con-
figurations. SIM resolved almost 96% of the inconsisten-
cies from the given ERP configurations. Moreover, it also
increased the number of selected features by 5-9%. The
minimum time SIM took to return an optimized solution is
almost 2.1 days, while the maximum time for optimization
is 5.4 days. SIM resolved 95% of the inconsistencies from
the given BeTTy configurations. It also increased the number
of selected features by more than 19% in BVL-C2, followed
by BVL-C8 (17%), BVL-C1 (10%), and BVL-C5 (9%). The
minimum time SIM took to return an optimized BeTTy con-
figuration is almost 2.7 days, while the maximum time for
optimization is 5.9 days.

C. DISCUSSION OF SIM RESULTS AND ANSWER TO
RESEARCH QUESTION
In this subsection, we present the analysis of SIM results with
ERP, SPLOT, and BeTTy configurations. We also analyze
the effects of configuration size, configuration type, and a
number of inconsistencies in the configurations on SIM.

Figure 13 shows a comparison of the number of features
selected in optimized configurations generated by SIM to
the original configurations. An increase or decrease in the

number of selected features is dependent on two factors,
the number of features in original configurations, and the
distribution of different inconsistency types in the original
configurations. The results of SIM validate that the exis-
tence of fewer features in original configurations increases
the chances of selection of a greater number of features
in optimized configurations. For instances, EM-C6 (from
ERP medium-scale configurations set) contained the least
number of features, i.e., 192. Furthermore, EM-C6 showed
the highest features selection increment, i.e., 80% (shown
in Table 9) during optimization. The optimization of SM-C3
(from the medium-scale SPLOT configurations set) validates
the effects of inconsistency types on the feature selection,
i.e., the existence of a greater number of mandatory and
include inconsistencies increases the chances of a higher
number of feature selection, while alternative and exclude
inconsistencies decrease this possibility. Moreover, as shown
in Figure 13, the large and very large-scale configurations
show a little increase in feature selection as compared to
small and medium-scale configurations. This shows an equal
trade-off between features selection (due to mandatory and
include inconsistencies) and features deselection (due to the
existence of exclude and alternative inconsistencies).

SIM resolved inconsistencies from all given config-
uration sizes. SIM resolved 100% inconsistencies from
small-scale configurations, followed by medium (98-99%),
large (98-99%) and very large-scale configurations (94-96%).
These results show that the performance of SIM in terms
of inconsistency resolution decreases, i.e., 1-5% with an
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FIGURE 13. SPL Product Configurations - Features Selection: SIM Results.

FIGURE 14. SPL Product Configurations - Inconsistencies Resolution: SIM Results.

increase in the size of configurations. However, this decrease
is independent of the number of inconsistencies in the original
configurations. For instance, SIM produced almost equally
optimized configurations with highly inconsistent (EVL-C9,
EVL-C1) and the least inconsistent configurations. This is
true across all the given configurations as shown in Figure 14.
SIM not only produces the optimal solutions with the least
inconsistent configurations, but also generates almost equally
optimized solutions for the configurations having a higher
number of inconsistencies. Thus, SIM optimizes both types of
configurations, i.e., highly inconsistent and least inconsistent
ones.

Figure 15 (A) shows the inconsistencies resolution com-
parison of SIM results for the configurations generated
through ERP, BeTTy, and SPLOT. For small-scale configura-
tions, SIM resolved 100% of the inconsistencies from ERP,

BeTTy, and SPLOT configurations. For all medium-scale
configurations, SIM resolved 99% of the inconsistencies,
followed by large-scale configurations (98%). For very
large-scale configurations, SIM resolved 96% of the incon-
sistencies from ERP configurations, followed by BeTTy con-
figurations, i.e., 95%. Figure 15 (A) also depicts a little
decline in the optimality of the solutions with respect to
the configuration sizes, i.e., small to very large. SIM does
not show a particular trend in feature selection (shown in
Figure 15 (B)). As discussed earlier, the number of features is
a trade-off between feature selection and deselection, which
is dependent on different inconsistency types. These results
validate the flexibility of SIM across different configuration
domains and scales.

Figure 16 shows the efficiency of SIM for different scales
of configuration. For efficiency comparison, we averaged
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FIGURE 15. SPL Product Configurations across Different Scales and
Domains: SIM Results.

the time taken by SIM to generate small, medium, and
large sized optimized configurations for ERP, BeTTy, and
SPLOT. For very large-scale configurations, we rather mea-
sured the efficiency of SIM by recording the two time lim-
its, i.e., the time to generate the most efficient and the
least efficient configurations. These results show that the
efficiency of SIM is proportional to the configuration size.
For small and very large-scale configurations, SIM gen-
erated the most efficient results with ERP configurations,
while for medium and large-scale configurations, SPLOT
and BeTTy configurations produced the most efficient results
respectively.

Based on SIM results, we answer RQ1 as follows:
SIM optimizes all given configurations of different scales
and domains. For all small-scale SPL product config-
urations, SIM produced 100% consistent configurations,
and for medium-scale, large-scale and very large-scale
configurations, SIM resolved 95-99% inconsistencies.
Hence, we can experimentally validate the application
of Swarm Intelligence (SI) to resolve the SPL product
inconsistencies.

VI. O-SPLIT: A CONTROLLED EVALUATION
In this section, we discuss the implementation and evaluation
of o-SPLIT and answer RQ2. We implemented o-SPLIT in
our client organization, whose FM and datasets were used to
run our experiments. It is important to mention here that the
evaluation is a controlled one, where we took professionals
from the industry to participate in the study.

We developed a testing environment to configure a
medium-scale ERP product for a team of 25 developers
(10 juniors and 15 seniors). We setup 10 test servers and a
database server, where a test server was assigned to every
developer. All test servers were connected to the database
server for sharing SPL repositories and were equipped with
o-SPLIT interface, while the database server was populated
with the configuration repositories of o-SPLIT. o-SPLIT
repositories were also populated with the test FM data for
medium-scale configuration.

The testing process started with the domain engineering of
medium-scale FM.After that, a product was configured for an
exemplary client. The final product configuration contained
inconsistencies because of the involvement of junior develop-
ers, who were not an expert of the ERP domain. Optimized
configurations using o-SPLIT were then generated from the
medium-scale inconsistent product configuration.

After the successful execution of o-SPLIT in the testing
environment, we acquired the feedback from the developers
involved in the test configuration through a subjective ques-
tionnaire. We designed this questionnaire according to the
standard guidelines for questionnaire design [47]. This feed-
back was acquired anonymously from developers, marked on
a scale of 1 (strongly disagree) to 5 (strongly agree). The
questions are as follows:

• Q1: o-SPLIT reduces the overall complexity of the con-
figuration process.

• Q2: The features set generated through o-SPLIT is opti-
mized (performance of o-SPLIT in terms of inconsisten-
cies resolution).

• Q3: The inconsistencies are removed and the configura-
tion is consistent.

FIGURE 16. Time to Generate Consistent SPL Product Configurations: SIM Results.
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• Q4: It is efficient as compared to manual configurations.
• Q5: It has a practical applicability to the business
domain.

We circulated the questionnaire to the developers and cal-
culated the average response for each question:
• Q1, Q2, and Q4 received an average rating of 5, i.e., all
developers unanimously concurred with the efficiency
of o-SPLIT, as compared to their manual efforts.

• Q3 received an average rating of 4, i.e., developers
endorsed the consistency of configurations generated
through o-SPLIT.

• Q5 received a normal response with an average rating
of 4.5, i.e., developers are sure about the industrial prac-
ticability of o-SPLIT.

Considering these results, we believe that o-SPLIT has
the potential to significantly and positively impact the SPL
product configuration problems.

VII. O-SPLIT: STATE-OF-THE-ART COMPARISON
We compare o-SPLIT with two industrial tools, i.e., Gears
and Purevariants as shown in Table 12. o-SPLIT provides
additional pre-configuration support by generating multiple
optimized solutions based on previously configured product.
Clients can select an optimized configuration according to
their requirements. o-SPLIT also generates consistent config-
urations from a given inconsistent configuration. On the other
hand, Purevariants resolves mandatory and include incon-
sistencies by automatically selecting the relevant features.
It identifies exclude and alternative constraints, but does not
resolve them automatically; it only lists them for further
manual actions. Similar to Purevariants, the Gears tool also
identifies inconsistencies, i.e., automatically resolve manda-
tory and include constraints, and list the remaining ones for
manual actions. Nevertheless, o-SPLIT not only identifies
and resolves the mandatory and include inconsistencies but
also identifies and resolves the alternative inconsistencies.
Table 12 shows this comparison in detail.

TABLE 12. o-SPLIT: An Industrial Comparison.

Table 13 presents a comparison of o-SPLIT with other
state of the art techniques. First, we picked our problem
domain, i.e., inconsistencies in SPL configurations, for this,
we selected only Artificial Intelligence (AI) solutions since
the base of o-SPLIT is optimization, which is a sub-domain of
AI. Then, we expand the comparison by picking our solution
domain, i.e., optimization, for this, we selected those research
works which are based on optimization to solve the SPL
configuration issues.

In [10], the authors propose a framework to identify
and resolve the inconsistencies by proposing a description
logic-based solution. The SPL product which is used to test
the framework has a limited feature set, i.e., 35 features.
The framework takes an inconsistent configuration; identifies
and corrects the inconsistencies, and returns a minimal set
of consistent features. This solution resolves inconsistencies
for all given configurations but shows higher identification
and resolution times for large-scalemodels. Similarly, in [13],
the authors use ontology to propose a semantic web approach
to identify the inconsistencies. This work only focuses on
the inconsistencies present in FM, rather than the product
configuration. It takes an inconsistent FM as an input and
generates a consistent FM. For testing, an in-house FM with
1000 features is used.

A knowledge-based approach to solve the inconsistencies
is also presented in [12]. Here, the focus is on inconsistent
FM due to dead and inconsistent features. For this, the authors
convert the FM into a Knowledge Base (KB) and generate a
list of inconsistent and dead features. The FMwith 35 features
is used to validate the work. Trinidad et al. [18] also present
a CSP (Constraint Satisfaction Problem) based framework
to diagnose the FM inconsistencies. The experiments are
performed on large-scale FM with 5000 features.

Similar to our work, [21] and [48] use optimization to
solve the inconsistencies; but both works take an FM as
input and generate different consistent configurations from
this given FM. These consistent predefined configurations
can be implemented for a SPL client as-it-is. However, in a
real-world scenario, the users have their own wish list of
features and they want the product configuration according
to their choice. In this context, the predefined configuration
cannot be a good solution, and the developers need an auto-
mated support to generate the consistent configuration from
a given inconsistent product, configured at runtime. o-SPLIT
fills this gap as we mentioned in the results section. Besides
that, o-SPLIT can also generate a predefined set of consistent
configurations (mentioned in Table 12).

Similar to [21] and [48]; [14]–[17], [19], [20], [49] also
generate optimized predefined configurations from the given
FM based on the given objective (listed in Table 13). They
all are different from o-SPLIT in terms of objective functions
and the input criterion, i.e., FM.

VIII. THREATS TO VALIDITY
In this section, we explain the potential threats to validity
of our research work. Reference [50] proposes a systematic
approach to evaluate the validity threats for empirical soft-
ware engineering. We adapted this approach to analyse the
possible threats to our work. We also discuss the actions that
we have taken to reduce the effects of these threats.

A. INTERNAL THREATS TO VALIDITY
These threats refer to any confounding element that can
affect the outcomes. o-SPLIT implements PSO. For this,
we modified the PSO code available on MathWorks
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TABLE 13. o-SPLIT: Comparison with state-of-the-art; IncId = Inconsistencies Identification, IncRe = Inconsistencies Resolution.

(MATLAB) website. To further reduce the internal threat to
validity, the implementation code is cross-checked by pro-
fessional developers of our research group. Another threat
is related to parameter settings of the PSO. We provide a
detailed discussion related to the selection of the param-
eter values, so one can easily reproduce the experiments.
We perform the experiments 10 times with every product
configuration and report the average performance. We have
also shared the dataset and source code of the critical func-
tionality of the o-SPLIT and made them publicly available
(https://sites.google.com/site/afzaluzmaa/research/i-split).

B. EXTERNAL THREATS TO VALIDITY
We conducted experiments with 44 datasets of different sizes.
14 datasets are derived from real-world industrial ERP fea-
ture models, while the rest are generated through automated
feature model generators (SPLOT-FM and BeTTy). These
system-generated datasets pose a threat to validity because
they do not contain real-world inconsistencies. However,
SPLOT and BeTTy are two big names in SPL industry
and many researchers use them to run their SPL experi-
ments [36], [51]. To reduce this threat to generalizability,
we generated 10 configurations for every configuration group
(small, medium, large, and very large) and selected two
configurations with the highest number of inconsistencies
and two configurations with the least number of inconsis-
tencies. This configuration selection process is appropriate
to select the configurations similar to the real-world con-
figurations. Moreover, we developed and evaluated o-SPLIT
in a controlled testing environment rather than an artificial
environment.

IX. CONCLUSION AND FUTURE WORK
In this article, we comprehensively explore the application of
swarm intelligence algorithms to resolve the product incon-
sistencies in SPLs. We name our tool as o-SPLIT. We select
and fine-tune the widely applied Particle Swarm Optimiza-
tion (PSO) algorithm. We also select standardized ERP,
SPLOT, and BeTTy feature models, along with four different
feature set size configurations. Our results show that PSO has
the potential to generate almost 100% optimized feature mod-

els in an incomparably lesser time as compared to the manual
feature model configuration. We then implement o-SPLIT
as a decision-support tool in a real-life SPL setting, and
obtain subjective responses regarding its performance from
representative feature model designers. The results show that
the designers are convinced of the high-level decision support
provided by o-SPLIT.

These results have motivated us, as a future work, to per-
fect our technology at the enterprise level so that it can
be seamlessly integrated in a standard industrial SPL/ERP
setting. We plan to implement this offering initially using a
cloud-based SaaS model.
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