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ABSTRACT Image recognition is widely used for detecting human obstructions and identifying people with
disabilities. The accuracy of identifying images of handicapped people is powered by image classification
techniques that are based on deep learning methodologies. Specifically, convolutional neural networks are
employed to improve image classification of people with mental and physical disabilities. In this research,
images of people with different disabilities are used to extract hidden features that symbolize each disability.
Three different deep learning image classifiers are built to classify images of people in wheelchairs, blind
people, and people with Down syndrome. A security technique is developed that is based on multiprotocol
label switching headers to secure the image mobility over cloud nodes. The proposed approach is validated
by measuring the impact of the deep learning image classifiers on image classification and securing image
mobility on cloud system performance. The experimental results show the effectiveness of the proposed
approach in improving image prediction of disabled people and enhancing the performance of securing
image mobility in cloud systems.

INDEX TERMS Deep learning, image classification, wide convolutional neural networks, image feature
maps, securing image mobility, MPLS header.

I. INTRODUCTION
Aiding handicapped people has attracted the consideration
of scientists regarding the challenges of identifying people
with disabilities. The new technologies in image processing
help in identifying features of human incapacities and can
precisely recognize the images of people with disabilities
such as blind people, people with Down syndrome, or people
in wheelchairs. The image recognition is realized by using the
deep neural networks (DNNs) [1] and convolutional neural
networks (CNNs) [2] to identify image features and help
solve various computer vision challenges.

Several methods are presented for image recognition that
are based on filtering techniques that classify images accord-
ing to a certain key feature or activity [3]–[5]. Amethodology
for face recognition has been developed based on feature
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extraction and recognition [6]. A feature-based approach has
implemented SIFT on the COIL dataset that has enhanced the
performance of object recognition by using special descrip-
tors such as GLOH, PCA-SIFT, and COLOUR-SURF [7].
Face recognition structure has been applied to obtain the
important information of the face features [8]. However, face
recognition is a challenge because a face is a composite of
small parts such as the mouth, eyes, and nose.

The ability of recognizing facial expressions of people
with Down syndrome is discussed in [9]. However, people
with Down syndrome cannot recognize unfamiliar or strange
faces with different facial expressions and emotions. Down
syndrome can be detected by some physical feature variations
including up-slanting palpebral fissures, flat facial contours,
and epicanthic folds [10]. People with different syndromes
can recognize human faces as a whole or as parts, such as
the mouth, nose, and eyes, and matching these parts with
the original face [11]. In autism, face recognition abilities
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have shown a variance reliance on feature information [12].
A classification tool is presented for optimizing and extract-
ing Down syndrome features that help in classifying Down
syndrome images [13].

The technology of wearable computers is applied to
facilitate the interaction between blind people and computers
that depends on obtaining the appearance representation of
the image components to extract the important features [14].
The image detection is used for helping blind people to
understand the images [15] by obtaining the description of
the image features and converting it into a voice.

The image recognition technique for wheelchairs is applied
to extract and analyze the image of people in wheelchairs
efficiently [16]. Analysis of wheelchair images helps medical
staff to identify significant features, apply efficient treatment
procedures, and achieve high diagnostic performance. A high
level of image recognition efficiency could be reached by
extracting the most related image features. Since medical
images are varied in their content, deep learning tech-
niques are suitable for extracting complex image features.
CNNs have been applied in medical image investigations,
such as disease discovery, segmentation, classification, and
abnormality recognition, using images from different clinical
resources. However, the main problem of using CNNs in
image recognition is the overfitting of the learning classifier.
Applying the dropout procedure with an appropriate dropout
level will help in resolving the overfitting problem and
enhance the image learning classification.

In addition, a regularization technique [17] is applied to
limit the number of parameters from proliferation when the
learning classifier requires a large number of parameters
to be modified. An image smoothing technique can help
in filtering the image by withdrawing the noise from the
image [18]. A mix of convolutional neural networks based
on the weight of CNN prototypes is applied to identify image
content [19]. Theweight of the CNNprototype is transformed
as a linear regression equation that could be learned by using
the ordinary least squares method [20].

Sharing images of people with physical or mental dis-
abilities over cloud nodes is useful for making decisions on
medical consultation, diagnosis, and surgeries [21]. Securing
disabled people’s image mobility between clouds is needed
to protect personal information from unauthorized use and to
increase the privacy of people with disabilities. The security
of image exchange between cloud systems is a challenge,
and different security techniques are implemented for image
migration between cloud nodes [22], [23]. However, the cur-
rent techniques need encryption and decryption procedures
that might increase the migration time complexity. Labeling
MPLS headers [24] is an effective technique that can be used
for securing image mobility over cloud nodes.

In this paper, we significantly classify the images of people
with physical or mental disabilities, specifically people who
are blind, have Down syndrome, or are in wheelchairs, and
improve the image classification performance in the cloud
system environment. In addition, we introduce a securing

mobility technique to promote disabled people’s privacy.
Figure 1 presents the proposed approach architecture.

FIGURE 1. Image Classification and Securing Mobility Architecture.

The contributions of this work are summarized as follows:
• Developing three binary image classifiers based on
utilizing convolutional neural networks of wide hidden
layers, WCNN, that have more neurons rather than
adding more deep hidden layers with fewer neurons.
Three different human disabilities are precisely classi-
fied as a proof of superiority of the proposed classifiers.

• Improving the image classification performance of
people with physical or mental disabilities that in turn
resolves the challenges associated with identifying the
image features and speeds up the process of determining
the particular image files that need to be secured and
transmitted.

• Developing an effective technique for securing image
mobility in cloud systems based on labeling MPLS
headers to keep the bio-information of the people with
physical or mental disabilities, support their privacy,
and reduce the security costs of the transferred images
between cloud nodes.

• Integrating an image classification method of the people
with physical or mental disabilities with a securing
mobility technique in one approach to achieve high
throughput in terms of security classification processing
time and IP spoofing detection.

The remainder of the paper is organized as follows:
Section II presents the related works on image recognition of
human disabilities. The data sets of classifiers are described
in Section III. The image classifier architectures of the
people with physical or mental disabilities are presented
in Section IV. The security of the image mobility of
disabled people is illustrated in Section V. The performance
evaluation and analysis are presented in Section VI. Finally,
the conclusion and future work are presented in Section VII.

II. RELATED WORK
Object recognition is intensively used in many useful systems
where a camera records the object mobility in a certain
area and a computer control system determines the object
identity. Object recognition is worthwhile in monitoring
systems, especially for people with disabilities to facilitate
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their mobility and advise them when critical situations arise.
However, the mechanisms of recognizing images of disabled
people are not significantly addressed. In this section,
we present a literature review on identifying the images of
people with disabilities and securing the mobility of images
over the cloud.

Face recognition has been identified by important features
that are extracted by a descriptor and a graph structure
technique WSLGS [25] that is based on the Weber law that
depends on selecting an image pixel and its surroundings to
generate the important feature information, where the local
graph structure converts the pixel from binary to decimal. The
principal component analyses technique has been applied to
reduce the image dimension, and then the image features are
fed into an extreme learning machine that is a feed-forward
neural network. Nevertheless, WSLGS is based on the local
graph structure technique that causes loss of information.

In a face recognition system [26], an image of a human
face has been detected and determined by the Viola-Jones
algorithm. The face features are identified by using the
principal component analysis that converts the image into
face vectors and then calculates the average face vectors such
that if the average face vector is greater than a threshold,
then the face is recognized; otherwise, the face is considered
as unknown. However, the Viola-Jones algorithm is not
significant in distinguishing abnormal faces.

The self-organizing map (SOM) technique [27] has been
used for decreasing the input image dimensions to support
a CNN in extracting image features and simulating face
recognition where number of training images is low. Different
face features are tested such as the nose width and height,
the mouth position, and the chin shape. Nonetheless, it is
hard to determine the face feature weights in an SOM, and it
assumes the similarity behavior of the face image of nearby
pixels, which is not case for the people with disabilities.

A study on face recognition has been discussed in
which smart environments and wearable computers are
used to establish a human-computer interaction of face and
voice [28]. Dimensionality reduction technologies have been
applied, such as principal component analysis (PCA), feature
histograms, and independent component analysis, that are
based on obtaining an appearance representation of many
image components to learn about each class and help to
achieve the important features. On the other hand, the support
vector machine (SVM) learns about the differences between
features.

A deep learning method for identifying the visual infirmity
of persons is discussed in [29] and is focused on classifying
the images of normal people with no sticks and blind
people with a white cane. The public architecture of
Cipher-10 is used to build a special dataset that contains
images from sideways and diagonal perspectives to test
only the classification accuracy. However, this method did
not consider blind people wearing sunglasses, special black
masks that cover only the eye area, the eye shape of blind
people, and guiding helpers.

Physical feature variations can indicate Down syndrome at
birth or at an older age. The local binary pattern approach
has been applied to detect Down syndrome that recognizes
facial remarks automatically using a constrained local
classifier [30]. Geometric features and anatomical landmarks
are extracted and fed to a classifier, such as the SVM, k-NN
and random forest [31], which recognizes the features and
confirms the possibility of Down syndrome. The important
parts of the image can be detected, such as the nose, ear,
andmouth, and determined as anatomical landmarks and then
plugged into the classifiers to generate the prediction results.
However, dealing only with frontal images might not detect
Down syndrome perfectly. In addition, the small number of
trained images might not accomplish high predictions.

An algorithm of Down syndrome recognition has been
proposed based on the local binary pattern LBP [32] that
classifies images by calculating the Euclidean and the
Manhattan distances [33], extracts important features, and
then recognizes the Down syndrome images. However,
the training dataset consists only of the Down syndrome
faces with no important features such as the ears or neck.
In addition, classifying Down syndrome with datasets of a
mixture of body positions are not considered.

The facial expressions of people with Down syndrome
can be recognized [34]. People with Down syndrome can
identify unacquainted or abnormal faces with different facial
expressions and feelings. Nonetheless, the prediction results
of this technique were not high even though they deal with
familiar faces, and the people with Down syndrome could not
recognize neither the person nor the emotion.

A study of Down syndrome disability recognition [35]
has built a detection model based on a face analogy where
distortion near the areas of themouth and eye are detected and
extracted. This model depends on extracting a set of facial
key points. However, there are no common facial features
that make the model inaccurately identify Down syndrome
disability.

In a recent study [36], a method has been proposed
based on a geometric descriptor that is used to identify
facial features of the person with Down syndrome. However,
the geometric descriptors need multiconfirmation techniques
to determine the bioactive confirmation molecule that
requires geometry optimization and hence increase the time
complexity of the Down syndrome detection.

An approach of recognizing disabled people in wheelchairs
has been described in [37] where the image features are based
on the generic distance invariant. Extracting image features of
this type of disability depends on the distance range scanned
in order to detect starting points of the object in the image.
Nevertheless, the results are nonspecific regarding the people
in wheelchairs, the classifier needs more information about
the people who need walkers, and the technique is limited by
a constraint of a constant distance between the object and the
laser camera that scans the image.

A distance-robust wheelchair detector [38] has been
introduced that is based on three 2D image processing phases:
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preparation, classification, and prediction. This detector
considers a tested area nearby each image pixel and calculates
the recognized positions in the coordinate plane. The CNN
classifies the proposed tested area and predicts the related
recognized positions. The voting technique is used for
detecting that the image represents real people in wheelchairs
or normal walkers. However, a fixed size of the testing area
is estimated for determining recognized positions that affects
the prediction probability.

Identifying wheelchair users has been presented by
Martín-Nieto et al. [39]; two different detection models
are integrated based on 3 different algorithms, specifi-
cally, the DPM part-based model for scanning and the
Faster-RCNN and YOLOv3 for the object detection. Each
detector model implements a category of different people:
the people in wheelchairs and people standing normally.
The dataset was recorded by video processing. However,
the dataset ground truth was not available and was created
manually. In addition, each detector works on disjoint group
of people, and normalization for each detector is needed.

Hirunwattanakun et al. [40] proposed an image technique
for classifying a wheelchair image. The Gaussian mixture
model is used to extract a dynamic object from the image
background. In addition, the histogram of oriented gradients
is used to generate the underlying feature vectors of the
dynamic image objects. Moreover, support vector machines
are applied to classify a wheelchair image. However,
the SVM algorithm needs accurate settings for several key
parameters to realize correct image classification. The SVM
training time complexity is longer than other classification
methods in the literature, which makes it uncompetitive on
large datasets.

The need to secure sensitive data migration over cloud
systems is discussed in [41]. The application components
have to be protected from possible attacks during migration
processes between cloud nodes. Ignoring sensitive data
security may allow precarious threats on the cloud system
and cause loss of critical information that increases risk
possibilities. A security riskmight occur when different cloud
clients share the same component resources.

The security watermarking method has been used for the
technique of transmitting medical images, as proposed by
Priya and Santhi [42]. The patient data record is embedded
within the transmitted image to produce the watermarked
medical image for securing the patient information. This
medical image is encrypted with a fingerprint scanner that
does not consider the physical changes of the patient that may
lead to rejection of responses.

A hybrid technique has been proposed byOkediran [43] for
medical image security transmission and is based on RC4 and
RSA security methods. The RC4 is used to encrypt the image,
while the RSA is used for image key encryption. The image
encrypted key is hidden in the encrypted image by using
a direct sequence and frequency hopping spread spectrum
methods. However, RC4 is susceptible to bit-flipping and
stream cipher attacks. On the other hand, RSA requires a third

party to verify the consistency of the encrypted key that may
allow active hackers to intrude the image.

The medical image exchange provides image information
remotely that is stored in a digital format [44]. Digital imag-
ing and communication is used in medicine for exchanging
patients’ image file packets through cloud nodes, where the
header part consists of image identification and the data part
forms the genuine image. The image file might be secured
in the transfer phase between the provider and the receiver
clouds. Nevertheless, trust in a third party to protect personal
images may affect the privacy of image mobility.

Therefore, it is essential that the personal bio-information,
especially the images that represent human disabilities,
is recognized precisely and secured against nonauthorized
access by people sharing the same cloud resources. Thus,
using MPLS header file labels will increase the security of
the image mobility between cloud nodes without degrading
the mobility performance.

III. WCNN IMAGE CLASSIFIERS DATASETS
The WCNN classifiers require thousands of images per
class, heuristically, to generate a significant classification
decision. To the best of our knowledge, there is no specific
image source for people with physical or mental disabilities
such as blind people, people with Down syndrome, and
people in wheelchairs; accordingly, we collect our images
from Google [45]. However, the collected images were not
sufficient for the WCNN classifiers to significantly predict
the images that represent the actual disabilities; therefore,
different image preprocessing techniques are applied to
produce a large number of images from the original ones to
enhance the proposed classifiers performance. A zero-phase
component analysis [46] is applied in order to transform
the processed images into black and white. The image is
also sheared with shear intensity [47], where the shear
angle is in degrees and the direction is counterclockwise.
Moreover, a zooming effect is applied on the image so that
it is flipped horizontally, vertically, and rotated randomly
within a given range by applying transformations and random
rotation functions with Ketkar [48]. The image scaling [49] is
applied that enables generating images with different scales,
where the image is multiplied by a scaling constant that
could generate a new image size. Our original images consist
of RGB coefficients in the range 0-255, but such values
would take a long time to process due to limited hardware
configurations; instead, we target values between 0 and 1 by
scaling with a factor of 1/255 to generate image colors that
become simpler for analyses.

Each image is downloaded separately, and later the input
images are categorized into three different datasets. The first
dataset includes the genuine images of people in wheelchairs
and the images of people who are sitting on different types
of chairs. The second dataset includes the images of blind
people directed by walking sticks and the images of normal
people who hold several types of sticks, and the third dataset
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includes the images of people with Down syndrome and the
images of normal people in different situations.

A total number of 7214 images were collected and
generated for the three datasets that represent image sources
of people with physical or mental disabilities of the WCNN
classifiers. The dataset images are divided into two cate-
gories: 5128 images for training, which are approximately
71% of the total images, and 2086 images for testing that
are equivalent to 29%. We consider 50% of the images in
each part for people with physical or mental disabilities
and another 50% for nondisabled people. The assumption
of splitting dataset images into the mentioned ratios leads
to the highest significant results of classifying images of
people with physical or mental disabilities by wheelchairNet,
blindNet, and DownsyndromeNet classifiers.

The image training dataset of each classifier was divided
into batches [50] to enable faster training and minimize the
memory requirement for classification. Decreasing the batch
size will reduce the classifier prediction accuracy, whereas
increasing the batch size will increase the needed memory
for classification and also cause model overfitting that might
not provide sufficient help for identifying image features [51].
Therefore, a compromise on batch size, small to adequately
large (10-70), is considered in our classifier architecture
to achieve the highest model accuracy in the minimum
classification time, and hence enhances the cloud system
performance. A randomized set of images was collected at
each epoch [52], so some images might be considered in
multiple batches because each new batch is analogous to new
pictures for the classifier.

IV. DISABLED PEOPLE’S IMAGE CLASSIFICATION
Three WCNN binary classifiers are developed, Wheelchair-
Net, DownsyndromeNet, and BlindNet, to identify the
genuine images of blind people, people with Down syndrome
and people in wheelchairs from other images of normal
people in different situations. The proposed classifiers
were trained by the WCNN using Python 3.5.3 [53]. The
WCNN classifier is based on convolutional layers [54], max
pooling layers [55], flatten layers [56], dense/fully connected
layers [57], the dropout technique [58], and the output
layer [59].

A. WCNN IMAGE CLASSIFIERS ARCHITECTURE
The WCNN classifiers common architecture is described as
follows:

• The input image is formatted in a two-dimensional
matrix of 128*128 with RGB channels.

• The formatted image is passed through a convolutional
layer that applies 32 feature detectors (filters), each
of size 3*3. The output convolutional image matrix
is extracted by the convolutional processes with no
padding, and these processes are defined in Algorithm 1.

• A max pooling layer is applied on all feature detectors
produced from the convolutional layer and designed to

Algorithm 1 Convolutional Image Processes
Input: Input_Image_Matrix [x,y] from the data set,
Filter_Matrix[i,j]
Output: Convolutional_Image_Matrix[i,j]
Begin
Step 1:
for row_count1 = 0 to i do
for column_count1 = 0 to j do
Set the Multiplication_Sum = 0
for row_count2 = 0 to i do
for column_count2 = 0 to j do
Multiplication_Sum = Multiplication_Sum
+ Input_Image_Matrix [row_count1+
row_count2, column_count1+ column_count2]
* Filter_Matrix[row_count2, column_count2]
column_count2 = column_count2 + 1

end for
row_count2 = row_count2 + 1

end for
column_count1 = column_count1+ 1

end for
row_count1 = row_count1 + 1

end for

Step 2:
Convolutional_Image_Matrix [i,j]=Multiplication_Sum
Step 3:
Repeat steps (1-2) for each Convolutional Layer
End

reduce spatial image dimensions with a 2*2 pooling
filter. The max pooling layer works on the bright-
est (maximum) pixel value that represents the important
image feature, such as the cane, the face of a person
with Down syndrome and the wheelchair. The result
of the max pooling layer is a two-dimensional image
matrix with 32 pooled features that keep the important
image features and discard the less important features;
the image is then reduced to a half size of the matrix that
results from the previous convolutional layer.

• The flatten layer is applied after the last max pooling
layer that transforms the two-dimensional matrix of
image features into a one-dimensional vector which
helps in reducing the image matrix complexity, hence
simplifying computations of activation functions.

• The fully connected/dense layer is applied on the
generated image feature vector where the activation
function ReLU [60] is used due to its high speed of
classifying convergence in order to activate a lower
number of neurons [61] and simplify the classifier
computations. The trained neuron weight is defined
based on the following metrics: the input variables of
the current layer, the weight of the input variables that
affects the output results of the current layer, and the bias

163734 VOLUME 8, 2020



I. Hababeh et al.: Utilizing CNNs for Image Classification and Securing Mobility

offset value that allows shifting the activation function
to the positive or negative direction in order to avoid
data set overfitting and best control the neuron activation
decision. Let NWS represent the trained neuron weight
sum; then, NWS is calculated as in Equation (1):

NWSx,l =
n∑
i=1

vi,l ∗ wi,l + bl (1)

where NWSx,l represents the weight sum of neuron x in
the current layer l, n represents the number of neuron
input variables in the current layer l, vi,l represents
the neuron input variable value in the current layer l,
wi,l represents the weight of the input variable in the
current layer l, and bl represents the bias offset value
in the current layer l. Based on the neuron weight sum,
the activation function determines the firing/not-firing
value according to Equation (2):

f (NWS) =

{
0 NWS ≤ 0
NWS NWS > 0

(2)

If the activation function firing value is positive, then the
neuron is fired; otherwise, the neuron is not fired.

• The dropout technique might be applied in a fully
connected layer in order to switch off some neurons
randomly at some nodes and help in reducing the
classifier over-fitting by decreasing dependent learning
between the neurons. This regularization method is
based on the dropout probability DP ratio (0-1) that
helps in reaching stability during the training phase and
maximizing the classifier filtering performance. When a
large number of neurons are switched off, a diminished
understanding of image features might occur, whereas
a lower number of switched off neurons may increase
understanding image features. However, decreasing this
DP ratio might not prevent the over-fitting; whereas
increasing this ratio might increase the chances of under-
fitting. Therefore, a compromise on the DP value is
considered to avoid both cases of over-fitting and under-
fitting. Our experiments show that the DP value between
0.2 and 0.4 could yield full advantage of the filtering
capacity. On the other hand, the existence of the active
neurons probability ANP that represents the probability
of the important image features is computed, as in
Equation (3):

ANP = 1−DP (3)

• The output layer determines the image class according
to the output activation function of the Sigmoid [62]
that predicts a binary value. There are two neurons in
the output layer representing two classes: an image of
people with physical or mental disabilities and an of
non-disabled people. Figure 2 summarizes the WCNN
classifiers’ architecture.

The detailed architecture of each classifier is described in
the following subsections

FIGURE 2. WCNN Classifier Architecture.

1) WHEELCHAIRNET ARCHITECTURE
The WheelchairNet classifier architecture produces the
maximum significant fittings based on two convolution layers
with 32 filters, each of size 3*3, to recognize the features
of the people in wheelchairs. Two max pooling layers, each
with a 2*2 pooling filter, are applied after convolution layers
to simplify the complexity computations of identifying the
actual image features of the people in wheelchairs. Then,
the flatten layer is applied to simplify the image matrix
into a vector to fit in the dense layer. The image vector
is passed to a dense layer with 4 neurons that implement
the ReLU activation function to decide the active neurons.
The dropout technique with a dropout level value of 0.2 is
applied to switch off non essential neurons and reduce the
overfitting. The output layer is finally applied that uses the
sigmoid activation function which determines the prediction
decision on whether the input image represents a genuine
image of people in wheelchairs or not. Table 1 describes the
WheelchairNet classifier architecture that produces the most
significant results.

2) BLINDNET ARCHITECTURE
The highest significant fittings of the BlindNet architecture
are built on 3 convolution layers with 32 filters, each of
size 3*3, to identify the features of the actual blind people.
Applying a max pooling layer with a filter of size of 2*2 after
each convolution layer will abridge the computations of
extracting image features of blind people. The flatten layer
is used to convert the image matrix for the dense layer.
The extracted features are passed to two dense layers that
apply the ReLU activation function which decides the active
neurons from the set of input neurons. No dropout is needed
for reducing the overfitting in this experiment of the most
significant results. One final output layer applies the sigmoid
activation function that determines whether the person in the
input image is blind or not. Table 2 describes the blindNet
classifier architecture that generates the highest prediction
results.

3) DOWNSYNDROMENET ARCHITECTURE
The input image from the dataset into the DownsyndromeNet
is passed through four convolution layers with 32 filters,
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TABLE 1. WheelchairNet Architecture.

TABLE 2. BlindNet Architecture.

TABLE 3. DownsyndromeNet Architecture.

each of size 3*3. A max-pooling layer with a filter of size
of 2*2 is applied after every convolution layer to reduce
computation needed for finding the Down syndrome features.
The flatten layer is used to simplify the image matrix to
a vector. Two dense layers are applied to determine the
resulting neurons by using the ReLU activation function. The
dropout method is used with a dropout level value of 0.4 to
switch off less important neurons and retain the important
features. One output layer is applied that uses the sigmoid
activation function to decide whether the image represents
an actual Down syndrome person or not. Table 3 describes
the DownsyndromeNet classifier architecture that generates
superlative results.

B. WCNN IMAGE CLASSIFIER COMPUTATIONS
Numerous experiments were performed on training and
testing datasets with different classification hyperparameters
in order to identify the proper threshold values and to
record the change effects on the prediction results. Several
experiments were conducted by the WCNN classifiers based

on the following hyperparameters [63]: convolutional layer,
max pooling layer, dense layer, neurons in dense layer,
feature maps, input, dense, and output activation functions,
dropout level value [64], epochs, optimizer [65], and batch
size. Such parameters were selected and optimized to
enhance the classification predictions. Table 4 summarizes
the hyperparameters and their domain values.

TABLE 4. Performance Hyperparameters.
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TABLE 5. WheelchairNet output layers and number of parameters in each layer.

TABLE 6. BlindNet output layers and number of parameters in each layer.

The experiments are executed with a small number of
batches, increasing the number gradually and recording the
prediction. The output image matrix of each layer in each
classifier is determined by the number of trainable parameters
that are generated from different layers in the WCNN
classifier model. In each classifier model, the input and
pooling layers have no parameters to learn and no parameter
computation is needed as the image is just read in the input
layer, and the pooling layer is only reducing the size the
image dimensions. In addition, no parameters are learned in
the dropout layer as it only used to drop down the neurons
that are underweighted. The total number of convolution layer
parameters is based on the feature map weights and the bias.
The bias is a constant value added to the feature map weights
and used to adjust the neuron output to best fit the classifier
learning model. In our proposed approach, the bias value 1 is
considered in building each classifier model to regulate the
activation function decision on firing the neuron to the next
layer. On the other hand, the feature map weights are defined
by the filter size, input, and output feature maps. Hence,
the total number of parameters of the convolution layers in
the classifier model is defined as follows: Let c represent
the number of convolution layers in the classifier model,
x and y represent the filter size in the current convolution
layer, n represent the number of input feature maps in the
current convolution layer, m represent the number of output
feature maps in the current convolution layer, the constant
value 1 represent the bias that adjusts the activation function
decision in the current convolution layer, and CP represent
the total number of parameters of the convolution layers in the

classifier model; then, the CP is computed as in Equation (4):

CP =
c∑
i=1

(xi ∗ yi ∗ ni + 1) ∗ mi (4)

In addition, the total number of parameters of the fully
connected layersFP is based on the fact that the input neurons
of this layer have a single weight to each next fit neuron and
computed as in Equation (5)

FP =
f∑
i=1

(ni + 1) ∗ mi (5)

where f is the number of fully connected layers in the
classifier model, n is number of input neurons of the current
layer, m is number of output neurons of the current layer, and
1 is the bias value. Finally, the output layer is a typical fully
connected layer. The total number of parameters of the output
layerOP in the classifier model is defined by the current layer
input neurons n, output neurons m, and the bias value. Then,
OP is computed as in Equation (6)

OP = (n+ 1) ∗ m (6)

Based on the total number of parameters computed in
Equations (4), (5), and (6), the total number of trainable
parameters TP in each classifier model is computed as
in Equation (7)

TP = CP+ FP+ OP (7)

Tables 5-7 describe the output layers shape and number of
parameters in each layer of each classifier
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TABLE 7. DownsyndromeNet output layers and number of parameters in each layer.

The speed of our WCNN classifier models is measured
by the computations of floating point operations FLOPs it
do. In our WCNN classifiers, many layers’ computations are
dot products of the classifier layer’s weights and inputs as
described in equation 1. Therefore, a dot product between
weights and inputs vectors of size n performs 2n - 1 FLOPs
and n - 1 additions.

In the convolutional layers, the FLOPs are computed in
terms of feature maps of size h×w× c where h is the feature
map height, w is the width, and c is the number of channels,
in addition to the square kernel size k. Thus, the number of
FLOPs is computed as a dot product of h-out× w-out× k×
k × c-in × c-out.
In contrast, in a fully-connected layer that is defined as a

vector x consists of all inputs n connected to all outputs in
a weight matrix w (n × m) and a vector b consists of the
bias values, the FLOPs computations are accomplished by
the dot product between the input vector x and one column
in the output matrix w. Both matrices have n elements, and
this requires n FLOPs. In addition, m dot products should be
computed for the weight matrix. However, the bias value does
not affect the number of FLOPs because the dot product has
one less addition than multiplication, hence adding this bias
value will be engrossed in the final dot product operation.
Therefore, the dot product of an input vector of length n with
a weight matrix w of size n × m to get a vector of length m,
executes (2n – 1) × m FLOPs.

In each of the proposed WCNN classifiers, a non-linear
activation function, such as a ReLU or a Sigmoid, is followed
a classifier layer which consumes time for computing
operations. The ReLU is a single operation that is only
applied to the layer output. For a fully-connected layer with
m output neurons, the ReLU takes m FLOPs, whereas the
Sigmoid costs four times the ReLU, since there are four
distinct operations for this activation function. Consequently,
Sigmoid takes 4 × m FLOPs for the layer output.

The other types of layers in our WCNN classifiers, such
as max-pooling are consume time but they don’t use dot
products. Accordingly, the number of FLOPs of max-pooling
layer is not significant and can be ignored compared to the

FLOPs numbers of convolution and fully-connected layers
when computing the complexity of the WCNN classifiers.

The complexity of the WCNN model is also measured by
the amount of memory that is used for reading layer inputs
and the number of memory accesses executed for writing
layer outputs. The layers learned parameters or weights are
stored in main memory. The speed of the WCNN classifier
depends on its weights saved in the memory; the less the
model has the faster it runs. For example, a fully-connected
layer of n input neurons, m outputs and a bias has a total
weight of (n + 1) × m retains in the memory. Whereas
a convolutional layer has a total weight of k × k ×
c-in × c-out in addition to the bias values of c-out. The
convolutional layers have fewer weights and thus faster than
fully-connected layers.

V. SECURING DISABLED PEOPLE’S IMAGE MOBILITY
In this section, we propose a security technique for image
mobility that helps in protecting the classified images of
people with physical or mental disabilities while transmission
occurs between cloud systems nodes, preventing possible
threats that might occur during image transmission and
avoiding the loss of sensitive images, thus increasing the
disabled people’s privacy. The proposed WCNN classifiers
can significantly determine the genuine images of people
with physical or mental disabilities; accordingly, the file
header packet information is used to secure the image file by
one of three protection levels categorized from simplest to
strongest: authentication, confidential, or restricted, depend-
ing on the image sensitivity. The image security decision of
the people with physical or mental disabilities is described in
Algorithm 2.

The protocol field in the IP networking traffic header is
used to determine the security type required on the image file.
Accordingly, cipher encryption algorithms are applied, such
as AES-128 [66] or SHA-256 [67], to protect the image from
unauthorized access. We assume that the sender and receiver
cloud network infrastructures support Multiprotocol Label
Switching MPLS [68] where the image file packet header
is used for securing the images’ traffic mobility. The MPLS
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Algorithm 2 Image Security Decision
Input: disabled people’s image file packets
Output: Image securing mobility decision
Begin
Step 1: import numpy as np // bind the python import to the
local variable np
Step 2: For each epoch in each trail
Step 3: Load test_image =
image.load_img(’image_name’,size = (128,128))

Step 4: Transform test_image =
image.img_to_array(test_image)

Step 5: Expand test_image =
np.expand_dims(test_image, axis = 0)

Step 6: Customize test_image = test_image/255.0
Step 7: Get image securing mobility prediction result =
model.predict_classes(test_image)
Step 8: Apply for training dataset
#training_set.class_indices
Step 9: Classify the image for securing mobility need
if prediction result[0][0] = 0 then

predictions.append(‘‘Securing image mobility is
needed’’)
send classified image to the cloud Name node

else
predictions.append(‘‘Securing image mobility is not
needed’’)

end if
Repeat steps (2-9) for each image in the dataset

labels are created from network packet header information,
assuming the availability of an underlying network core
that supports image packet header labeling. Our security
technique utilizes the network gateway for distributing the
labeled image to the appropriate destination cloud node(s)
for further security processes. The image securing mobility
architecture of people with physical or mental disabilities is
described in Algorithm 3.

The main idea of the security on image mobility depends
on the use of network labels that could filter and categorize
the image data packets. The primary network labels are used
to help the network receiving node to decide, in a later phase,
the security type that is needed on the classified disabled
people’s image. The use of the MPLS header and labeling
distribution protocols help in reducing the burden of security
processes on the destination node(s), and hence improves the
performance of the image mobility in the cloud systems. The
Gateways are responsible for completing and handling the
mapping between the destination nodes that control the image
data packets arriving from the core network.

The MPLS labels support the traffic separation that is a
crucial security feature that prevents mixing the image traffic
between several parties who use the same internet provider
services. The separation process can be achieved by using the
MPLS-VPN capability. This will avoid the overhead effect

Algorithm 3 Securing Image Mobility
Input: Classified image file resulting from Algorithm 1
Output: Secured image mobility
Begin
Step 1: Get classified image files traffic from the cloud
node(s)
Step 2: For each classified disabled people’s image Do:
Step 3: Label image header packets using Multiprotocol
Label Switching
Step 4: Label the Gateway number that is used to send the
labeled images traffic
Step 5: Label image type (wheelchair, blind, or Down
syndrome)
Step 6: Set security service type (confidential, authentica-
tion, or restricted)
Step 7: Apply security encryption protocol on the image
file according to the security service type
Step 8: Transfer the labeled image packets to the destina-
tion cloud node(s)
Step 9: Repeat steps (3-8) for all classified disabled peoples
images
End

of further processing and delay, thus enhancing the network
performance. In addition, the image traffic is forwarded or
switched inside the intranet by using the labels only without
using the IP header information of the sharing routers. Such
labels prevent attacks such as IP spoofing and denial of
service.

VI. PERFORMANCE EVALUATION AND ANALYSIS
In this work, we aim to provide image classification guide-
lines to researchers whose future applications might target
people with physical or mental disabilities. Our proposed
approach is based on building and validating three WCNN
classifiers that detect the features of disabilities in a large
number of images and determine if each image represents
an actual disability of people in wheelchairs, blind people,
or people with Down syndrome.

The proposed image classification technique is evaluated
by conducting 20 different experiments on the training and
testing data sets for each classifier. The classifier experiments
were executed by using the OS-X, 3.1 GHz Intel core i5
64 bit CPU and different classification hyperparameters
in order to identify the proper threshold values and
to record the change effects on the results. We made
our code publicly available for regenerating our results
https://github.com/ibbu10/Utilizing-Convolutional-Neural-
Networks-for-Image-Classification-and-Securing-Mobility-
of-People.

To externally validate our approach, we implemented each
of the proposed image classifiers and compared the resulting
prediction performances with state-of-the-art techniques in
the literature. The comparisons are carried out in terms
of the most significant prediction performance measures:
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recall and precision [69] and [70]. The results of averages
of 20 experiments for 100 epochs were considered for
validating the image classifier behaviors under different
hyperparameter conditions.

We implemented two state-of-the-art Down syndrome
disability techniques proposed in [35] and [36] and compared
their results against the proposed DownsyndromeNet classi-
fier according to the performance hyperparameters described
in Table 4. Figures 3 and 4 show the comparisons of
approaches regarding the average prediction results of recall
and precision.

FIGURE 3. Average recall performance of Down syndrome disability
classifiers.

FIGURE 4. Average precision performance of Down syndrome disability
classifiers.

The results depicted in Figure 3 show that the Downsyn-
dromeNet classifier started at a high average recall percentage
of 80% in the first 30 epochs (excluding the startup epochs)
and increased up to 86% for the rest of the epochs with small
fluctuations that showed the actual image was not identified
by the classifier.

On the other hand, the approach proposed in [35] starts
at low prediction of 50% but increases slowly up to 70%
with fluctuations of more than 15% due to imbalanced
tested classes, while the approach proposed in [36] generates
less predictions with fluctuations of more than 20% in a
large number of epochs due to imbalanced tested classes
and fixed batch sizes. Therefore, the results emphasize
that the proposed DownsyndromeNet classifier significantly
outperforms the comparative approaches.

In Figure 4, the average precision of the proposed
DownsyndromeNet classifier started at high rate in the first
50 epochs (excluding the startup epochs) and increased to
approximately 93% in the rest of the epochs where the
classifier had higher probabilities of classifying actual images
when it predicted images as positive. Minor fluctuations
occurred when the classifier identified the image incorrectly.
For example, one of the symptoms of Down syndrome is a
short neck, so when someone looks down, the neck becomes
slightly bloated and causes the classifier to consider the image
of normal person as having Down syndrome since he or she
has a short neck. This will affect the classifier prediction and
results in a false classification, consequently reducing the
classifier precision performance.

In addition, it can be inferred from Figure 4 that the
rate of false positives has been very low throughout all
epochs, except in the epochs 1-7 where the precision rate
was still increasing. The false negatives show increasing
and decreasing rates, but at some epochs, we could also
realize that the false negative rate might be lower than the
false positive rate, for example, at epoch 40, where the
recall is higher than the precision. The overall precision was
dominant, indicating that a lower false positive rate rather
than a lower false negative rate occurred. Despite the small
fluctuation occurrences, the overall precision was shown to
increase slightly, but with stability.

In contrast, the approach proposed in [35] starts at low
predictions of 50% and then increases slowly up to 75% with
fluctuation ranges exceeding 15% due to imbalanced tested
classes; however, the approach proposed in [36] generates
less predictions due to imbalanced tested classes and fixed
batch sizes. Hence, the experimental results confirm that
the proposed DownsyndromeNet classifier outperforms the
counterpart approaches.

We also implemented two state-of-the-art wheelchair
disability classifiers that are proposed in [39] and [40] and
compared their results against the proposed WheelchairNet
according to the performance hyperparameters described
in Table 4. Figures 5 and 6 show the average prediction results
in terms of recall and precision, respectively.

Figure 5 shows that the average recall in theWheelchairNet
classifier started at a low percentage of 60% due to
misclassifying large image groups of people in wheelchairs
as nonwheelchairs which indicates a relatively high false
negative rate. Then, the WheelchairNet predictions are
correctly increased to approximately 80%. Despite small
fluctuations in the WheelchairNet experimental results,
the recall predictions increased, which means that our
classifier predicted less false negatives throughout the
experiments; hence, our approach accurately recognizes the
disabled people in wheelchairs.

On the other hand, the approach proposed in [39] starts
at slightly higher predictions, but the performance increases
slowly throughout all epochs due to different image subsets
that are treated as different people classes, while the
approach proposed in [40] generates less predictions with
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FIGURE 5. Average recall performance of wheelchair disability classifiers.

FIGURE 6. Average precision performance of wheelchair disability
classifiers.

more fluctuations due to overlapping of the image target
classes. Therefore, the results highlight the superiority of the
proposed WheelchairNet classifier.

Figure 6 shows that our WheelchairNet classifier achieves
much higher precision over all epochs and starts at 80%
in the early epochs and increases to approximately 90% at
most epochs, which specifies that WheelchairNet initially
had a low false positive rate. Despite the lower precision
rate at some epochs, it remains high throughout all epochs.
Accordingly, the proposed WheelchairNet classifier behaves
correctly and can precisely distinguish between the genuine
wheelchair images from images of normal people sitting on
different types of chairs.

In contrast, the approach described in [39] starts at lower
predictions and then increases slowly by less than 10%
from epoch 10 onward because of the variety of image
subsets, while the other approach in [40] still generates
less predictions with more fluctuations because of the target
classes overlapping. Therefore, the proposed WheelchairNet
classifier outdoes the classifiers in comparison.

In addition, we implemented the state-of-the-art Blind
disability classifier proposed in [29]. To the best of our
knowledge, there are no other studies on image classification
of blind people in the literature; however, there are studies
on helping blind people to identify objects or determine
some eye diseases and these are not the main objectives

of our comparisons. The prediction performance of the
proposed BlindNet classifier compared with the approach
in [29] is based on the performance hyperparameters
described in Table 4. Figures 7 and 8 show the compared
average prediction results in terms of recall and precision,
respectively.

FIGURE 7. Average recall performance of Blind disability classifiers.

Based on the blind disability classifier experiments,
it can be inferred from Figure 7 that the recall started at
low predictions and increased eventually to approximately
80%. Despite some prediction fluctuations of 3%-10%,
the BlindNet predictions generally increased, indicating that
the proposed classifier is stable and correctly classifies the
actual blind person image from a normal person who might
be holding a guidance stick or any walking tool.

FIGURE 8. Average precision performance of Blind disability classifiers.

On the other hand, the approach proposed in [29]
shows unstable behavior of the classifier that generates less
predictions and more fluctuations due to the consideration
of the image nature regarding perspectives from diagonal
and sideways positions. For example, images of healthy
people holding white cans or guiding tools lead the classifier
to predict false detections, hence decreasing the classifier
predictions.

In addition, Figure 8 shows that the proposed BlindNet
precisions start at low predictions and then depict an
increasing trend that reached a high prediction level of 80%
at some epochs. However, small fluctuations that occurred
between epochs 50-60 were due to the classifier overfitting.
The recall and precision fluctuations indicate there exist
increases and decreases in the rate of false negatives and
false positives; however, there is a gap or threshold that
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TABLE 8. Prediction performance evaluations of image classifiers of people with disabilities.

remains at which both false negative and false positive rates
could not go above or below due to the rates of recall and
precision. In general, the classifier recognizes a large number
of images correctly regardless the fluctuations; hence,
the BlindNet significantly classifies the blind disability
images.

Through experimental tests with the proposed WCNN
classifiers, we concluded that the learning trend of the people
with disabilities usually increases and reaches the steady state
by using a large number of epochs, with small variations, at a
high prediction percentage. Table 8 summarizes the compar-
ative prediction performance evaluations of image classifiers
of people with disabilities and shows the superiority of the
proposed DownsyndromeNet, WheelchairNet, and BlindNet
techniques.

Various experiments are conducted to validate the effect of
MPLS labels on the image security classification processing
time and detecting IP spoofing attacks. The experimental
analyses are based on the simulation using the NS-2.35 [71].
The experiments consider several network topologies: LAN,
WAN, and MAN with the open shortest path first routing
agent protocol and different scenarios of the traffic rate,
packet size, and distances between nodes in order to evaluate
the image security classification processing time, detecting
data classification, and bandwidth overhead. Table 9 depicts
the security parameters that are used in the experiments and
their domain values.

TABLE 9. Security Simulation Parameters.

We implemented the image security techniques proposed
by Priya and Santhi [42] and Okediran [43] and compare their
performance results with the proposed securing technique in
terms of image securing time and IP spoofing performance.
Figure 9 shows the security classification processing times

FIGURE 9. Image Security Classification Processing Time.

of the proposed image security technique against the other
techniques in comparison.

The results presented in Figure 9 indicate that more time
is required by the two compared approaches due to image
encryption, decryption and authentication for verifying the
fingerprint in [42], while a weak security method, RC4,
is used in [43] to encrypt the image that can be easily
broken through. Therefore, the proposed security technique
significantly outperforms the counterpart approaches.

In addition, the data threats may occur in the security
techniques [42] and [43] during sending and receiving
images. The attacker might capture the patient metadata
transmitted from the source node to the target node, which
makes the data unsecured from intruders. Figure 10 shows

FIGURE 10. IP Spoofing Detection.
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the IP spoofing results of the proposed technique against the
results of the other techniques in comparison.

The obtained results in Figure 10 specify that more
IP spoofing attacks were detected by the proposed image
security technique and less by the compared approaches
due to weak image encryption and decryption algorithms or
unsecured image transmission protocols. The experimental
results show the efficiency and superiority of the proposed
image securing technique compared with the state-of-the-art
techniques [42] and [43].

VII. CONCLUSION
This research presents an integrated image classification
and security approach for classifying images of people
with physical or mental disabilities, specifically, people in
wheelchairs, blind people, and people with Down syndrome,
by using convolutional neural networks. This approach is
built on wide convolutional neural network classifiers that
extract the most significant image features that are used
to determine the disabled people’s image ingenuity. The
proposed image classifiers had a mixture between close ups
and full and partial images of their bodies that achieved high
accurate classification results of more than 83% in many
testing experiments.

The experimental results show that images of people
with physical or mental disabilities can be recognized
and accurately identified with the proposed classifiers.
However, more disabled people’s images are needed for
the classifier data sets to reduce the prediction fluctuations.
In addition, utilizing larger training data sets can potentially
improve our classification prediction results. Furthermore,
the obtained image securing mobility results show significant
processing time improvements in simplifying image security
classification by providing labeling to the processed packet
traffic.

In future work, we aim to include more images of disabled
people for developing one multi-class classification model
that identifies if a person is blind from an image where only
the person’s eyes are detected and distinguishes a person in
a wheelchair who cannot walk from an image or a scene of
him or her sitting on a normal chair. Additionally, more image
security techniques will be investigated to reduce the image
security processing time and IP spoofing detection.
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